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D.1
Replacing the Components
Table D.1-1 shows the parts to be replaced and the status of the power to the node in replacement. The parts name of the hardware vendor is also shown in the following table because when the parts are to be replaced, it must see “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor. 
Table D.1-1  Parts to be Replaced and the Status of the Power to the Node in Replacement (1/2)
	No.
	Component
	Dell/ PowerEdge R710 component name
	Node configuration
	Node power status and right or wrong of part exchange
	Parts replacement
	Approximate work time

	
	
	
	
	On *2
	Off *3
	
	

	1
	Power Supply unit/ AC Cable
	Power Supplies/ AC Cable
	Cluster configuration
	Y
(*1)
	Y
	‘D.1.1.1 Replacing the Power Supply Unit/ AC Cable (cluster configuration)’
	60 minutes

	
	
	
	Single node configuration
	N
	Y
	‘D.1.1.2 Replacing the Power Supply Unit/ AC Cable (single node configuration)’
	

	2
	Fan unit
	Cooling Fans
	Cluster configuration
	N
	Y
	‘D.1.2.1 Replacing the Fan Unit (cluster configuration)”
	60 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.2.2 Replacing the Fan Unit (single node configuration)”
	

	3
	Internal hard disk drive
	Hard Drives
	Cluster configuration
	Y
(*4)
	Y
	‘D.1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration)”
	180 minutes

	
	
	
	Single node configuration
	Y
(*5)
	N
	‘D.1.3.2 Replacing the Internal Hard Disk Drive (single node configuration)”
	

	4
	RAID Controller
	Integrated Storage Controller Card
	Cluster configuration
	N
	Y
	‘D.1.4.1 Replacing the RAID Controller (cluster configuration)”
	120 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.4.2 Replacing the RAID Controller (single node configuration)”
	

	5
	Memory
	System Memory
	Cluster configuration
	N
	Y
	‘D.1.5.1 Replacing the Memory (cluster configuration)”
	60 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.5.2 Replacing the Memory (single node configuration)”
	

	6
	Fibre Channel Card (*3)
	Expansion Cards
	Cluster configuration
	N
	Y
	‘D.1.6.1 Replacing the Fibre Channel Card (cluster configuration)”
	120 minutes

	7
	GbE-4Port Card (*3)
	Expansion Cards
	Cluster configuration
	N
	Y
	‘D.1.7.1 Replacing the GbE-4Port Card (cluster configuration)”
	60 minutes

	*1:
Replacement while the power is on is possible only in case of failure in one node. (Replacement must be performed while the power is off in case of failure in both nodes.)
*2:
The node is in operation.
*3:
The failover is being performed for the other node, and the user service continues.
*4:
Replacement while the power is on is possible only in case of failure in one node. Replacement must be performed while the power is off in case of failure in both nodes).
*5:
Replacement while the power is on is possible both in case of failure in one node and in case of failure in both nodes.


Table D.1-1  Parts to be Replaced and the Status of the Power to the Node in Replacement (2/2)
	No.
	Component
	Dell/ PowerEdge R710 component name
	Node configuration
	Node power status and right or wrong of part exchange
	Parts replacement
	Approximate work time

	
	
	
	
	On *2
	Off *3
	
	

	8
	GbE-2Port Card (*3)
	(
	(
	(
	(
	‘D.1.8 Replacing the GbE-2Port Card’
	(

	9
	Motherboard
	System Board
	Cluster configuration
	N
	Y
	‘D.1.9.1 Replacing the Motherboard (cluster configuration)’
	90 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.9.2 Replacing the Motherboard (single node configuration)’
	

	10
	DVD Drive
	Optical Drive
	Cluster configuration
	N
	Y
	‘D.1.10.1 Replacing the DVD Drive (cluster configuration)’
	60 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.10.2 Replacing the DVD Drive (single node configuration)’
	

	11
	CPU
	(
	(
	(
	(
	‘D.1.11 Replacing the CPU’
	(

	12
	HDD Backplane board
	(
	(
	(
	(
	‘D.1.12 Replacing the HDD Backplane board’
	(

	13
	Front Panel Board
	(
	(
	(
	(
	‘D.1.13 Replacing the Front Panel Board’
	(

	14
	PS Backboard
	(
	(
	(
	(
	‘D.1.14 Replacing the PS Backboard’
	(

	15
	Lithium Battery
	(
	(
	(
	(
	‘D.1.15 Replacing the Lithium Battery’
	(

	16
	PCI Riser Board
	(
	(
	(
	(
	‘D.1.16 Replacing the PCI Riser Board’
	(

	17
	CPU Heatsink
	(
	(
	(
	(
	‘D.1.17 Replacing the CPU Heatsink’
	(

	18
	CPU Air Duct
	(
	(
	(
	(
	‘D.1.18 Replacing the CPU Air Duct’
	(

	19
	Cable
	(
	(
	(
	(
	‘D.1.19 Replacing the Cable’
	(

	20
	BMC
	iDRAC6
	Cluster configuration
	N
	Y
	‘D.1.20.1 Replacing the BMC (cluster configuration)’
	90 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.20.2 Replacing the BMC (single node configuration)’
	

	21
	Management Port
	(
	(
	(
	(
	‘D.1.21 Replacing the Management Port’
	(

	22
	Internal RAID Battery
	(
	(
	(
	(
	‘D.1.22 Replacing the Internal RAID Battery’
	(

	23
	USB board
	(
	(
	(
	(
	‘D.1.23 Replacing the USB Board’
	(

	24
	SFP module
	(
	(
	(
	(
	‘D.1.24 Replacing the SFP module’
	(

	*1:
Replacement while the power is on is possible only in case of failure in one node. (Replacement must be performed while the power is off in case of failure in both nodes.)

*2:
The node is in operation.
*3:
The failover is being performed for the other node, and the user service continues.


D.1.1
Replacing the Power Supply Unit/ AC Cable
For the cluster configuration, refer to “D.1.1.1 Replacing the Power Supply Unit/ AC Cable (cluster configuration)”.
For the single node configuration, refer to ‘D.1.1.2 Replacing the Power Supply Unit/ AC Cable (single node configuration)’.
D.1.1.1
Replacing the Power Supply Unit/ AC Cable (cluster configuration)
Select either method:
Table D.1.1.1-1  Replacing a power supply unit
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is running.
	D.1.1.1 (1) Replacing a power supply unit while the node is running 

	2
	The node is turned off.
	D.1.1.1 (2) Replacing a power supply unit while the node is turned off


(1)
Replacing a power supply unit while the node is running
NOTE:
When replacing AC cable, read the word of Power supply unit as AC cable.
(a)
Check whether the SIM message (KAQK31500-E PS failure detected (power_supply_unit-number)) is displayed.
For details about how to check messages, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the power supply unit.
NOTE:
When you replace a power supply unit, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(c)
After you replace the power supply unit, connect the power supply cable, and then check whether the LED on the power supply unit lights green. For details about the color of the LED on a power supply unit, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.
(d)
Check the following:
Check whether the SIM message (KAQK31501-I PS failure recovered (power _supply _unit-number)) is displayed. For details about how to check messages, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
When all the checks are satisfactory, the replacement work is completed. 

If any of the above checks is unsatisfactory, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual and perform maintenance.
(2)
Replacing a power supply unit while the node is turned off
NOTE:
When replacing AC cable, read the word of Power supply unit as AC cable.
(a)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the power supply unit.
NOTE:
When you replace a power supply unit, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(c)
After replacing the power supply unit, reconnect the cables where they were if they are all removed at the replacing operation. Then check whether the LED on the power supply unit lights green, and then press the power button on the node.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(d)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (e).
If the login prompt window is displayed, proceed to the step (e).
(e)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(f)
After the OS is started on the node, check the following:
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(g)
Return to the step (f) of “Replacement ‘1.1.1 Replacing the Power Supply Unit/ AC cable (cluster configuration) (2) Replacing a power supply unit while the node is turned off (REP 01-0040)” and execute the rest of the procedures.
D.1.1.2
Replacing the Power Supply Unit/ AC Cable (single node configuration)
NOTE:
When replacing AC cable, read the word of Power supply unit as AC cable.
(1)
Replacement procedure while the node is running
DellTM PowerEdgeTM R710 cannot execute replacement operation while the node is running.
(2)
Replacement procedure while the node is turned off
(a)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation. 
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute power supply unit replacement.
NOTE:
When you replace a power supply unit, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.
(c)
After the power supply unit replacement is completed, in case the replacement operation was performed by removing all the cables, reconnect the cables where they were, confirm that the LED of the power supply unit lights green, and then turn on the power supply button.
(d)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (e).
If the login prompt window is displayed, proceed to the step (e).
(e)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(f)
After the OS is started on the node, check the following.
Check the hardware status. Check whether the status of 0 of the “Power Supply Information” on the screen is all “ok” (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(g)
Return to the step (d) of “Replacement ‘1.1.2 Replacing the Power Supply Unit/ AC cable (single node configuration) (2) Replacing a power supply unit while the node is turned off’ (REP 01-0060)” and execute the rest of the procedures.
D.1.2
Replacing the Fan Unit
For the cluster configuration, refer to D.1.2.1 Replacing the Fan Unit (cluster configuration).
For the single node configuration, refer to ‘D.1.2.2 Replacing the Fan Unit (single node configuration)’.
D.1.2.1
Replacing the Fan Unit (cluster configuration)

(1)
Replacement procedure while the node is turned off
(a)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the fan unit.
NOTE:
When you replace a fan unit, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(c)
After replacing the fan unit, reconnect the cables where they were if they are all removed at the replacing operation, and then press the power button on the node.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(d)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (e).
If the login prompt window is displayed, proceed to the step (e).
(e)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(f)
After the OS is started on the node, check the following:
Check the hardware status. Check whether “ok” is displayed for all items of “FAN Information” on the screen. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the above could not be confirmed, perform from step (d) again because there might have incompleteness on the physical connection.
(g)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.2.2
Replacing the Fan Unit (single node configuration)
(1)
Replacement procedure while the node is turned off
(a)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute fan unit replacement.
NOTE:
When you replace a fan unit, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.
(c)
After the fan unit replacement is completed, in case the replacement operation was performed by removing all the cables, reconnect the cables where they were, and then turn on the power supply button.
(d)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.

If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (e).
If the login prompt window is displayed, proceed to the step (e).
(e)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(f)
After the OS is started on the node, check the following.
Check the hardware status. Check whether “ok” is displayed for all items of “FAN Information” on the screen. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’)

If the above could not be confirmed, execute the procedure (b) and later again because there might be incompleteness on the physical connection or other reasons.
(g)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.3
Replacing the Internal Hard Disk Drive
For the cluster configuration, refer to D.1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration).
For the single node configuration, refer to ‘D.1.3.2 Replacing the Internal Hard Disk Drive (single node configuration)’.
D.1.3.1
Replacing the Internal Hard Disk Drive (cluster configuration)

Select one of the methods:
NOTE:
Replacement of one internal HDD is performed online only, but replacement of two internal HDDs is performed offline only.
Table D.1.3.1-1  Replacing an internal hard disk drive
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is running.
(Replacement of One Internal HDD)
	D.1.3.1 (1) Replacement procedures while the node is in operation (replacement of one internal HDD)

	2
	The node is turned off (for two internal HDDs).
	D.1.3.1 (2) Replacement procedures with the power to the node turned off (replacement of two internal HDDs)


(1)
Replacement procedures while the node is in operation (replacement of one internal HDD)
NOTE:
Replacement of one internal HDD is performed online only. It cannot be performed offline.
(a)
Check whether the SIM message (KAQK37506-E Internal disk drive failure detected (internal_disk_number)) is displayed (Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”).
Note that “internal_disk_No” in the SIM message and the slot number of internal HDD does not have the relationship, so check the LED of the internal HDD to know the failed HDD.
For the information of LED status, refer “DELLTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the internal hard disk drive.
NOTE:(
When you replace an internal hard disk drive, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(
When removing the internal HDD, in the “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”, there is a description of the direction to prepare for the removal of the drive by using the RAID management software. However, do not perform it because the OS is to be terminated in this operation.
(c)
After you replace the internal hard disk drive, check the following:
Check whether the LEDs on the internal hard disk drive light green. For details about the color of the LEDs on an internal hard disk drive, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.
Check whether the SIM message (KAQK37507-I Internal disk drive failure recovered (internal_disk_number)) is displayed. For details about how to check messages, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”. 
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 for “Internal HDD Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
When all the checks are satisfactory, the replacement work is completed. 
If any of the above checks is unsatisfactory, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual and perform maintenance.
NOTE:
Wait approximately two hours until the new hard disk drive is completely recognized.
(2)
Replacement procedures with the power to the node turned off (replacement of two internal HDDs)
(a)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the internal hard disk drive.
Leave the power off for the newly OS installation.
NOTE:
When you replace an internal hard disk drive, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(c)
Install a new OS. For the procedures, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
(d)
Perform settings after the installation is completed.
For the setting procedures, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
(e)
Restore the OS. For the procedures, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460)”.
(f)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].

For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(g)
After the OS is started on the node, check the following:
(
Check whether the LEDs on the internal hard disk drive light green. For details about the color of the LEDs on an internal hard disk drive, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.

(
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “InternalHDD Information” on the screen. 
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

If any of the above checks is unsatisfactory, repeat from step (a) because there might have incompleteness on the physical connection.
NOTE:
The LED blinks while identifying the drive. Wait for approximately two hours until the process of identifying the drive is completed and the LED lights up in green.

(h)
Return to the step (f) of “Replacement ‘1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration) (2) Replacement procedures while the node is turned off (replacement of two internal HDDs)’ (REP 01-0130)” and execute the rest of the procedures.

This page is for editorial purpose only.
D.1.3.2
Replacing the Internal Hard Disk Drive (single node configuration)
(1)
Replacement procedures while the node is running (replacement of one or two internal hard disk drive(s))
(a)
Check whether one of following SIM message is displayed. (Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.)
(
Check whether (KAQK37506-E Internal disk drive failure detected (internal_disk_number) is displayed.
Note that, as the SIM message “internal_disk_number” is not related to the slot number of the hard disk drive, confirm the failed part by the LED of the internal hard disk drive.
For the LED confirmation method, refer to the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.
(
Check if the SIM message of “KAQK37518-E Patrol Read detected an error.(Details: time = xx, code = xx, content = xx, count = xx)” is displayed.
The slot number of failed internal HDD is displayed as “sX(X is positive integer)” in “content” of the message.
Replace internal HDD that slot number is displayed.
(b)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute internal hard disk drive replacement.
NOTE:(
When you replace an internal hard disk drive, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.

(
In following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” it is described that, when removing the internal hard disk drive, the preparation for removing the drive by using the RAID management software is required, but do not execute the procedure because the OS must be terminated once in this operation.
(c)
After the internal hard disk drive replacement is completed, confirm the following.

Confirm that the LED of the internal hard disk drive lights green. For confirming that the LED of the internal hard disk drive lights green, refer to the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.

Check whether the SIM message (KAQK37507-I Internal disk drive failure recovered(internal_disk_number)) is displayed. (For confirming the message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
Check the hardware status. Check whether the statuses of 0 to 5 of the “Power Supply Information” on the screen are all “ok” (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If all of the above are true, the replacement operation is completed.

If any one of the above cannot be confirmed, execute the maintenance again following the instructions of the manuals provided by the hardware vendor.
NOTE:
In case of a failure in one internal hard disk drive, wait approximately two hours before the drive identification is completed. Meanwhile, in case of replacement of two internal hard disk drives, wait approximately seven hours before the drive identification is completed.
D.1.4
Replacing the RAID Controller
For the cluster configuration, refer to D.1.4.1 Replacing the RAID Controller (cluster configuration).
For the single node configuration, refer to ‘D.1.4.2 Replacing the RAID Controller (single node configuration)’.
D.1.4.1
Replacing the RAID Controller (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the RAID controller.
Turn on the power supply button after the replacement.
NOTE:(
When you replace the RAID controller, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(
If the operation requires removing all the cables when you replace the RAID controller, reconnect the cables where they were after the replacing operation.
(
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(3)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (4).
If the login prompt window is displayed, proceed to the step (4).
(4)
Install a new OS. For the procedures, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
(5)
Perform settings after the installation is completed.
For the setting procedures, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
(6)
Restore the OS. For the procedures, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460)”.
(7)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].

For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.4.2
Replacing the RAID Controller (single node configuration)
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute RAID controller replacement.
NOTE:(
When you replace a RAID controller, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.

(
In case the replacement is to be the operation in which all the cables are removed, reconnect the cables where they were after the replacement.

(3)
[In the configuration using trunk 2 Data ports]
Confirm with the system administrator for a free port of the IP-SW configured by the client.

Connect the confirmed free port and the management port of the node by the LAN cable.
[In the configuration using Management port]
This procedure is not required.
(4)
Execute the new OS installation. For the method of installation, refer to “Set Up ‘Chapter 3 New Installation’(SETUP 03-0000)”.
Note that the new OS installation includes the procedure of confirming whether to execute the RAID reconfiguration, execute the reconfiguration.
(5)
Execute the setting after the completion of the installation. For the setting method, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”. 

(6)
Request the system administrator to restore the system setting information of the node.
(7)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (8).
If the login prompt window is displayed, proceed to the step (8).
(8)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(9)
[In the configuration using trunk 2 Data ports]
Remove the LAN cable by which the management port of the node and the IP-SW were connected.

[In the configuration using Management port]

This procedure is not required.
(10)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.5
Replacing the Memory
For the cluster configuration, refer to D.1.5.1 Replacing the Memory (cluster configuration).
For the single node configuration, refer to ‘D.1.5.2 Replacing the Memory (single node configuration)’.
D.1.5.1
Replacing the Memory (cluster configuration)

(1)
Stop the OS on the target node.
 For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the memory.
NOTE:
When you replace a memory, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(3)
After you replace the memory, reconnect the cables where they were if they are all removed at the replacing operation, and press the power button on the node.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(4)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (5).
If the login prompt window is displayed, proceed to the step (5).
(5)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
After the OS is started on the target node, check the hardware status. Check whether “ok” is displayed for all the memory that is replaced in “Memory Information” on the screen.

For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

If “ok” is not displayed for any of the memory that is replaced in “Memory Information” on the screen, repeat from step (4) because there might have incompleteness on the physical connection.

(7)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.5.2
Replacing the Memory (single node configuration)
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute the memory replacement.
NOTE:
When you replace a memory, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.
(3)
After the memory replacement is completed, in case the replacement operation was performed by removing all the cables, reconnect the cables where they were, and then turn on the power supply button.
(4)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (5).
If the login prompt window is displayed, proceed to the step (5).
(5)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. 
For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
After the OS is started on the node, check the hardware status. Confirm whether “ok” is displayed for the status of where the memory replacement was executed on the “Memory Information” on the screen. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’)

If the above could not be confirmed, execute the procedure (1) and later again because there might be incompleteness on the physical connection or other reasons.
(7)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.6
Replacing the Fibre Channel Card
D.1.6.1
Replacing the Fibre Channel Card (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
If the FC card replacement is because of the cluster management LU failure or of the failure on the both paths of the relevant node, execute the nasshutdown command attaching “—force” option to it. 

If the host group security mode is set to enable in the configuration of HDI for HCP or in the configuration of HDI for Cloud, perform procedures from step (2).

If the host group security mode is set to disable in the configuration of HDI for Cloud, perform procedures from step (3).
(2)
You need to change the WWNs after you replace the Fibre Channel card. Record the WWNs written on the new card.
NOTE:(
The Fibre Channel card has one WWN corresponding to the “PORT 0” and the other WWN corresponding to the “PORT 1”, which are written after the “IEEE ADDRESS” in the back of the card. Make sure you clearly identify the WWN of each port.
(
Each WWN written on the Fibre Channel card consists of 12 digits and the first four digits (1000) are omitted. Therefore, when you record a WWN, add 1000 at the beginning and make sure the WWN is 16 digits.
(3)
Disconnect all the Fibre Channel cables from the Fibre Channel card.
NOTE:
After you replace the Fibre Channel card, you need to reconnect the Fibre Channel cables. Record the positions of the cables.

(4)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the Fibre Channel card.
After the replacement, the power source must be stopped because the connection of Fibre Channel cable and the setting of the host group security are required to be set.

NOTE:
When you replace the Fibre Channel card, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.

(5)
If the host group security mode is set to enable in the configuration of HDI for HCP or in the configuration of HDI for Cloud, take a note of the WWN of the part removed in step (4).

If the host group security mode is set to disable in the configuration of HDI for Cloud, perform procedures from step (8).
NOTE:
Each WWN written on the Fibre Channel card consists of 12 digits and the first four digits (1000) are omitted. Therefore, when you record a WWN, add 1000 at the beginning and make sure the WWN is 16 digits.
(6)
Refer to “LUN Manager User’s Guide” and change the WWNs registered for the connection ports in the array. To change the WWNs, delete the WWNs recorded in step (5) and then register the WWNs recorded in step (2).
Note that the Fibre Channel card has two ports. Change the WWN registered for each connection destination port.
(7)
After completion of step (6), if the FC-SW is not used, skip this step. If the FC-SW is used, request the system administrator to change the FC-SW WWN zoning by deleting the WWN that you took a note of in step (5) and registering the WWN that you took a note of in step (2).
(8)
After you replace the Fibre Channel card and change the WWNs, connect the Fibre Channel cables to the new Fibre Channel card and press the power button on the node. If the cables are all removed at the replacing operation, reconnect them where they were and press the power button on the node.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(9)
After the OS is started, log in the node from the maintenance PC. It normally takes approximately 10 minutes until the OS is completely started. 
NOTE:
You can log in the node from the maintenance PC even if communication with the array was not restored after the FC card replacement. However, in that case, do not execute the commands that affect cluster operation such as clstatus command, etc. 
(10)
Execute fpstatus command. If “Status” of both paths is “Error”, do not execute the rest of the procedures,  return to Troubleshooting where you were originally referring to and execute the rest of the procedures there.
For the fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.

(11)
After the OS is started on the node, check the following:
Check the LEDs on the new Fibre Channel card. Make sure at least one port is linked.
(12)
When all the checks are completed, obtain the OS log on both nodes.
For details about how to obtain the OS log, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.

(13)
Check the version of the firmware. For the version confirmation, refer to the version control table (Web).

Depending on the version of the firmware, you may need to downgrade the firmware. 

For details about how to check the version of firmware, refer to “Maintenance Tool ‘2.24 Checking the HBA Firmware Version (fchbafwlist)’ (MNTT 02-1600)”.

(14)
When the version of the firmware is appropriate, go to step (16).
If the version of the firmware is inappropriate, downgrade the firmware. For details about how to downgrade firmware, refer to “Maintenance Tool ‘2.25 Updating the HBA Firmware (fchbafwupdate)’ (MNTT 02-1630)”.

(15)
After you downgrade the firmware, check its version.
(16)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.6.2
Replacing the Fibre Channel Card (single node configuration)

This is not supported for DELLTM PowerEdgeTM R710.
D.1.7
Replacing the GbE-4Port Card
D.1.7.1
Replacing the GbE-4Port Card (cluster configuration)

 (1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the LAN cables from the GbE-4Port card.
NOTE:
You need to reconnect the LAN cables after the replacement work. Record the positions of the LAN cables.
(3)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the GbE-4Port card.
After the replacement, the power source must be stopped because the cables are required to be connected.
NOTE:
When you replace the GbE-4Port card, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(4)
After replacing the GbE-4Port card, reconnect the cables where they were if they are all removed at the replacing procedure, and press the power button on the node.
NOTE:(
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.

(
Reconnect the LAN cables to the same ports as before.
(5)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
(6)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.

(7)
After the OS is started, check the following:
Check the hardware status. Check whether “up” is displayed for the ports used in the new card of “Network Interface” on the screen. 
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the above could not be confirmed, perform from step (4) again because there might have incompleteness on the physical connection.
(8)
Return to the step (e) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.7.2
Replacing the GbE-4Port Card (single node configuration)

This is not supported for DELLTM PowerEdgeTM R710.

D.1.8
Replacing the GbE-2Port Card
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

D.1.9
Replacing the Motherboard
For the cluster configuration, refer to D.1.9.1 Replacing the Motherboard (cluster configuration).
For the single node configuration, refer to ‘D.1.9.2 Replacing the Motherboard (single node configuration)’.
D.1.9.1
Replacing the Motherboard (cluster configuration)

NOTE:
After replacement of the motherboard, it is necessary to reset the BMC settings. Therefore, check in advance with the system administrator for the BMC interface setting information, and take a note of them.
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Disconnect all the cables from the motherboard.
(3)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the motherboard.
After the replacement, the power source must be stopped because the cables are required to be connected.

NOTE:(
When you replace the motherboard, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(
The parts that are removed when replacing the motherboard must be put again where they were after the replacement is completed.

(
In replacement of the motherboard, resetting the service tag ID is required. For this reason, execute the replacement linking with the maintenance personnel from the hardware vendor.

(4)
After the motherboard replacement is completed, reconnect all cables.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
(6)
Check the BMC firmware version and set the BMC interface information. For the version confirmation, refer to the version control table (Web).
The version downgrade can be necessary depending on the BMC firmware version.
For the confirmation method of the BMC firmware version, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.

For the method for setting the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(7)
Set the time of BIOS by any method of the following.
(a)
Refer to “Set Up ‘9.1 UTC-based Time Setting’ (SETUP 09-0000)”, and acquire the UTC time from the maintenance PC and set the time of BIOS.
(b)
Execute the timeget command with the “-u” option specified, in the node that has not been replaced, and set the displayed UTC time for BIOS.
For the timeget command, refer to “Maintenance Tool ‘2.42 Acquisition of Time/Time Zone (timeget)’ (MNTT 02-2430)”.
For setting the BIOS time, refer to ‘B.2.4 Set the Time in BIOS’.
(8)
Update the BIOS if requested by the manufacturer.
For details about how to update the BIOS, refer to “Set Up ‘7.1 BIOS Update Procedure’ (SETUP 07-0000)”.
(9)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(10)
Execute the timeget command with no option specified in both nodes, and check that the current time indications are matched in both nodes. Check that the current “year/month/day/hour/minute” indications are the same. For checking the current time, refer to “Maintenance Tool ‘2.42 Acquisition of Time/Time Zone (timeget)’ (MNTT 02-2430)”.
If the current time is not matched, take a note of the current time on the node that has not been replaced, and reset the current time on the node that has been replaced by using the timeset command. Note that the reboot is required after setting the time. For setting the current time, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
(11)
After completion of step (10), check the following:
Check the hardware statuses on the both nodes to confirm that both the “status” and “connection” of “BMC Information” in the window are “ok”. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)
If the above could not be confirmed, perform from step (14) again because there might have incompleteness on the physical connection.
(12)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.9.2
Replacing the Motherboard (single node configuration)
NOTE:
The BMC must be reconfigured after the motherboard replacement. Therefore, check the BMC interface information with the system administrator and record the setting information in advance.
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Remove all the cables connected to the motherboard.
(3)
[In case the node is Dell/PowerEdge R710]
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute the motherboard replacement.
Note that the cables must be connected after the replacement, turn off the power supply.
NOTE:(
When you replace a motherboard, follow the instructions in the following manuals provided by the hardware vendors.
[In case the node is Dell/PowerEdge R710]
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.

(
The parts removed in the motherboard replacement must be reinstalled where they were originally installed, after the motherboard replacement.

(
As the service tag ID must be reconfigured in motherboard replacement, collaborate with the maintenance personnel of the hardware vendor to execute the operation.
(4)
After the motherboard replacement is completed, reconnect all the cables.
(5)
Confirm the BMC Firmware version and the BMC interface setting information. For confirming the version, refer to the Version administration table (Web).
Depending on the BMC Firmware version, the version might be required to be downgraded.

As the setting information, set the information recorded before the replacement.
For the confirmation method of the BMC firmware version, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.
For the method for setting the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.

(6)
Refer to “Set Up ‘9.1 UTC-based Time Setting’ (SETUP 09-0000)”, acquire the UTC time from the maintenance PC, and execute the BIOS time setting.
(7)
If there is a request from the developer, execute the BIOS update. For the execution method, refer to “Set Up ‘7.1 BIOS Update Procedure’ (SETUP 07-0000)”.
(8)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.

If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (9).
If the login prompt window is displayed, proceed to the step (9).
(9)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(10)
After (9) is completed, check the following.
Check the hardware status on the node. Check whether the status of the “ BMC Information” on the screen is “ok” (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’)

If the above could not be confirmed, execute the procedure (1) and later again because there might be incompleteness on the physical connection or other reasons.
(11)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.10
Replacing the DVD Drive
For the cluster configuration, refer to D.1.10.1 Replacing the DVD Drive (cluster configuration).
For the single node configuration, refer to ‘D.1.10.2 Replacing the DVD Drive (single node configuration)’.
D.1.10.1
Replacing the DVD Drive (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the DVD drive.
NOTE:
When you replace the DVD drive, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(3)
After you replace the DVD drive, reconnect the cables where they were if they are all removed at the replacing operation, and press the power button on the node.
NOTE:
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(4)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by Using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (5).
If the login prompt window is displayed, proceed to the step (5).
(5)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.10.2
Replacing the DVD Drive (single node configuration)
(1)
Stop the OS on the target node .
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute the DVD drive replacement.
NOTE:
When you replace a DVD drive, follow the instructions in the following manuals provided by the hardware vendors.
[In case the node is Dell/PowerEdge R710]
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”.
(3)
After the DVD drive replacement is completed, in case the replacement operation was performed by removing all the cables, reconnect the cables where they were, and then turn on the power supply button.
(4)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.

If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (5).
If the login prompt window is displayed, proceed to the step (5).
(5)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.11
Replacing the CPU
Refer to ‘D.1.9 Replacing the Motherboard’, and execute the replacement of motherboard.
When replacing motherboard in reference to “DELLTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” during operation, execute in accordance with the instruction of (HDS). 
This page is for editorial purpose only.
D.1.12
Replacing the HDD Backplane board
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.13
Replacing the Front Panel Board
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.14
Replacing the PS Backboard
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.15
Replacing the Lithium Battery
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.16
Replacing the PCI Riser Board
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.17
Replacing the CPU Heatsink
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.18
Replacing the CPU Air Duct
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.19
Replacing the Cable
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

This page is for editorial purpose only.
D.1.20
Replacing the BMC
For the cluster configuration, refer to D.1.20.1 Replacing the BMC (cluster configuration).
For the single node configuration, refer to ‘D.1.20.2 Replacing the BMC (single node configuration)’.

D.1.20.1
Replacing the BMC (cluster configuration)

NOTE:
After the replacement of BMC, it is necessary to check whether the BMC setting information has not been changed. Therefore, check in advance with the system administrator for the BMC interface setting information, and take a note of them.
(1)
Stop the OS on the target node. For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and replace the BMC.
NOTE:(
When you replace the BMC, follow the instructions in the DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual.
(
If the operation requires removing all the cables when you replace the RAID controller, reconnect the cables where they were after the replacing operation.
(
When there is an instruction to let the heartbeat cable and maintenance port cable removed during operation, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.

 (3)
Turn on the power supply button.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (4).
If the login prompt window is displayed, proceed to the step (4).
(4)
Check the BMC firmware version and the BMC interface setting information.

For the version confirmation, refer to the version control table (Web).

The version downgrade may be necessary depending on the BMC firmware version.
Compare the setting information after the replacement with the one that you took a note before the replacement to check that there is no change. If there is any change, reset the setting information that you took a note before replacement.
For the confirmation method of the BMC firmware version, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.

For the method for setting the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.

(5)
After you complete step (6), press the power button on the node if the power indicator is off.
(6)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.

(7)
After the OS is started on the node, check the following:
Check the hardware status on both nodes. Check whether “ok” is displayed for “status” and “connection” for “BMC Information” on the screen. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the above could not be confirmed, perform from step (1) again because there might have incompleteness on the physical connection.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.20.2
Replacing the BMC (single node configuration)
NOTE:
After the replacement of BMC, it is necessary to check whether the BMC setting information has not been changed. Therefore, check in advance with the system administrator for the BMC interface setting information, and take a note of them.
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” and execute the BMC replacement.

NOTE:(
When you replace a BMC, follow the instructions in the following “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendors.

(

In case the replacement operation is performed by removing all the cables, reconnect the cables where they were.

(3)
Confirm OS boot completion of the node.
Refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.

If the login prompt window is not displayed and a boot failure window is displayed, the OS startup is not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (4).
If the login prompt window is displayed, proceed to the step (4).
(4)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. 
For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.

(5)
Confirm the BMC Firmware version and the BMC interface setting information. For confirming the version, refer to the Version administration table (Web).

Depending on the BMC Firmware version, the version might be required to be downgraded.

Compare the setting information with the information recorded before the replacement and confirm that no change is made. If there is any change, reset the information recorded before the replacement.
For the confirmation method of the BMC firmware version, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.

For the method for setting the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.

(6)
After the completion, if the power supply indicator is off, turn on the power supply button.
(7)
After the OS is started on the node, check the following.

Check the hardware status on the node. Check whether the status of the “BMC Information” on the screen is “ok” (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’)

If the above could not be confirmed, perform from step (1) again because there might be incompleteness on the physical connection or other reasons.
(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.21
Replacing the Management Port
Refer to ‘D.1.9 Replacing the Motherboard’, and execute the replacement of motherboard.
D.1.22
Replacing the Internal RAID Battery
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.

D.1.23
Replacing the USB Board

This is not the part of subject for replacement in DellTM PowerEdgeTM R710.
D.1.24
Replacing the SFP module
This is not the part of subject for replacement in DellTM PowerEdgeTM R710.
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