Hitachi Proprietary


Chapter 4
Update Installation

4.1
The node Status Confirmation before Installation
4.1.1
Confirmed contents before update installation
It is required to confirm the following contents before update installation.
Execute versionlist command, and check the current installed OS version.
For the confirmation methods, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060.)”
When the OS version is 2.2.1-XX or earlier, proceed to 4.1.1.1.
When the OS version is 3.0.0-XX or later, proceed to 4.1.1.2.
When the OS version is 3.2.3-XX or earlier, also execute 4.1.1.3.
4.1.1.1
When the OS version is 2.2.1-XX or earlier
(1)
Check with the system administrator that the backup data of the system setting information of the OS Disk/cluster management LU is acquired.

If the backup data is not acquired, request the system administrator to acquire the backup data.

For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Acquiring a system configuration file’’ (GENE 00-0050)”.
(2)
Request the system administrator to collect and delete the core files and log files output in the status before the update installation.

For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Collecting/deleting core files and log files’’ (GENE 00-0050)”.
4.1.1.2
When the OS version is 3.0.0-XX or later
(1)
Get the system setting information of the OS Disk/cluster management LU. This is not necessary if the information is already acquired.
For the acquisition method of the system setting information, refer to “Maintenance Tool ‘2.66 Saving System Setting Information File (syslusave)’ (MNTT 02-3530)”.
(2)
Request the system administrator to collect and delete the core files and log files output in the status before the update installation.
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Collecting/deleting core files and log files’’ (GENE 00-0050)” for the cluster configuration or “General ‘Reference Place in User's Guide for Operating Procedures Table 5 ‘Collecting/deleting core files and log files’’ (GENE 00-0060)” for the single node configuration.
4.1.1.3
When the OS version is 3.2.3-XX or earlier

NOTE:
Execute the following procedures only when updating the OS version to 4.0.0-XX or later in the single node configuration.
(1)
Check that no error has occurred on user LUs.

Execute the diskfreeget command to confirm that disk sizes are displayed in [Total disk size(GB)] and [Free disk size(GB).] For details of the command, refer to “Maintenance Tool ‘2.64 Displaying the Free Space Amount and the Whole Capacity Amount of User Disk (diskfreeget)’ (MNTT 02-3430.)”
(2)
If any error has occurred on user LUs, recover the failure by referring to “C.2.2.2 Failure determination procedure at the single node configuration.”
4.1.2
The node status confirmation before installation (in the cluster configuration)
It is necessary to terminate the OS of the node before executing installation.

Check that the power indicator of the node is turned off.

If the power indicator of the node lights up, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” in the resource group operation and check that the resource group does not operate in the node to be executed the update installation. If the resource group is activating, request the system administrator to perform failover of the resource group and to set the “Node Status” to “INACTIVE”.
For the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, for the reference place in User’s Guide describing the details about failover/failback of the resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute the above operation. For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
After that, terminate the OS of the node referring to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

For the position of the power indicator, refer to “Installation ‘2.1 Procedure for Turning on and off the Power’ (INST 02-0000)”.

NOTE:
When requesting the system administrator for failback, failover and starting or stopping the cluster of a node, check the cluster status of the node in “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” before the request.
After completing the operation by the system administrator, confirm the cluster status of the node with “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
However, if the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute the above operation. For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
4.1.3
The node status confirmation before installation (in the single node configuration)
It is necessary to terminate the OS of the node before executing installation. Terminate the OS of the node with referring to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
While executing update installation, the service of the node is in the state of stopping.
4.2
Installing OS (Update)
(1)
Confirm the BOOT priority order.
Refer to “B.2.3 BOOT priority Order” for the confirmation method.
During this procedure of the BOOT Priority Order, set the installation media to the DVD drive of the node before exiting the BIOS setup menu.
(2)
After a while, the Installation Mode Selection Window is displayed as in Figure 4.2-1.

Enter “2” and press [Enter] key.
Proceed to (2-1) if Figure 4.2-2 is displayed and proceed to (3) if Figure 4.2-5 is displayed.
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Figure 4.2-1  Installation Mode Selection window
NOTE:(
If the installation mode selection window in Figure 4.2-1 is not displayed even after some time passes, but the OS is started, the BIOS boot sequence setting may not be correct.
Reboot the node by pressing [Ctrl]+[Alt]+[Delete] keys, and then execute from “B.2.3 BOOT Priority Order (3)” again to check and correct the BIOS settings. In the case Remote console is used, hold down “Alt” key and press “L” key to reboot the node. The Remote console has the restriction on the operation of the [Alt] key. In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
If there is no error in the BIOS settings, reboot the node.
See the following for the execution procedures.
After that, check whether the DVD drive access lamp blinks at the time of starting the node.
If it does not blink, remove the media from the DVD drive, and then replace the DVD drive with referring to “Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”.
If the DVD drive access lamp blinks, but the installation mode selection window in Figure 4.2-1 is not displayed, there may be a failure in the media. Contact the Technical Support Center and obtain new installation media.
(
In the installation mode selection window in Figure 4.2-1, if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key. KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key .Shutdown of the node OS is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key.
(2-1)
Before installation, if the system setting information of the OS Disk/cluster management LU is not acquired or if the syslusave command is executed without specifying the “--vup” option, Figure 4.2-2 Backup Confirmation Window 1 is displayed.

If you have acquired the system setting information, enter “y” and press [Enter] key.

Proceed to step (2-2).

If you have not acquired the system setting information, enter “n” and press [Enter] key.

Proceed to step (2-3).
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Figure 4.2-2  Backup Confirmation window 1

(2-2)
Figure 4.2-3 Backup Confirmation Window 2 is displayed.

If you have acquired the system setting information before installation, enter “y” and press [Enter] key.

Proceed to step (3).

If you have acquired the system setting information before installation, enter “n” and press [Enter] key.

Proceed to step (2-3).
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Figure 4.2-3  Backup Confirmation window 2

(2-3)
Figure 4.2-4 Backup Confirmation Window 3 is displayed.

For stopping update/installation for acquiring the system setting information, enter “n” and press [Enter] key.

For transiting to the Installation Termination Window of step (5), eject installation media, reboot, subsequently acquire the system setting information, and reexecute update/installation.

For executing update/installation without acquiring the system setting information as specifically instructed, enter “y” and press [Enter] key.

Proceed to step (3).
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Figure 4.2-4  Backup Confirmation window 3
(3)
The Installation Confirmation Window is displayed as in Figure 4.2-5.
When the node is in cluster configuration, [Installation model:] is displayed as [Cluster].
When the node is in single node configuration, [Installation model:] is displayed as [Single].
Check the displayed contents, and if there is any error, enter “n” and press [Enter] key.

It returns to step (2).
If there is no error, enter “y” and press [Enter] key.
It proceeds to step (4).
The display contents differ by the version to be installed.
If the OS version to be installed is 3.1.1-XX or earlier, it is displayed as the format of “XX-XX-XX-XX-XX.”
If the OS version to be installed is 3.2.0-XX or later, it is displayed as the format of “X.X.X-XX.”
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Figure 4.2-5  Installation Confirmation window
*1:
The part of “XXXXXXXXXXXXXXXXX” differs the output contents by the configuration.
If it is the configuration of HDI for HCP, the configuration of HDI for Cloud, or the single node configuration, it shows as “Hitachi Data Ingestor”.
NOTE:
If the version confirmed in the Installation Confirmation Window as in Figure 4.2-2 differs from the version to be installed, press [Ctrl] + [C] keys and abort the installation.
“KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed. Enter “y”, and then press [Enter] key.
KAQG61001-I is displayed. Remove the installation media, and then press [Enter] key.
Shutdown of the node OS is executed.
Prepare the installation media of the correct version, and execute from step (1) again.
(4)
The Installation Progress Window is displayed as in Figure 4.2-6.

When the installation is completed, [Completed] is displayed in the Status.

When the installation failed, an error message is displayed.

In that case, refer to Set Up “Chapter 6 Troubleshooting at the Time of OS Installation Failure” (SETUP 06-0000).
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Figure 4.2-6  Installation Progress window
NOTE: The installation normally takes about 15 minutes after the progress is displayed.

(5)
When the installation is terminated normally, the Installation Termination Window is displayed as in Figure 4.2-7. Remove the installation media according to the message, and then press [Enter] key.
Reboot is executed.
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Figure 4.2-7  Installation Termination window

During the OS startup process, the LILO Boot Menu window in Figure 4.2-8 may be displayed on the console window, and the OS startup process may be cancelled.

If this happens, press [Enter] key to resume the OS startup process.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.

[image: image8]
Figure 4.2-8  LILO Boot Menu window
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
(6)
After completing the rebooting, check that the login prompt is displayed in the console.
If the login prompt is displayed, the installation is completed.
NOTE:(
Normally, in approximately 6 minutes after step (5) is executed, the login prompt is displayed in the console window.
(
If the login prompt is not displayed in the console window even after 30 minutes passed after step (5) is executed, collect the OS log by following the procedures below, and send it to the Technical Support Center.
1. Turn off the power to the node by refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.
2. Start the node in the maintenance mode by refer to Set Up “6.3 Maintenance Mode” (SETUP 06-0050).
3. Acquire the log file by refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
4.3
Installing to other node

(1)
When installation is required for a pair of nodes forming clusters in the cluster configuration.
(a)
Service confirmation

Check whether the paired node status is “UP” or not with reference to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
(b)
When the node status is “UP”
NOTE:
When requesting the system administrator for failback, failover and starting or stopping the cluster of a node, check the cluster status of the node in “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” before the request.
After completing the operation by the system administrator, check the cluster status of the node with “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” and execute the installation process.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute the above operation. For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”, and “Maintenance Tool ‘3.2 Failback and Start of Node After Starting the OS’ (MNTT 03-0030)”.
(i)
Request the system administrator to start the node where executed installation, and to perform failback the resource group, which has been performed failover, to the node of executed installation.
For the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, for the reference place in User’s Guide describing the details about failover/failback of the resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute the above operation. For the execution procedure, refer to “Maintenance Tool ‘3.2 Failback and Start of Node After Starting the OS’ (MNTT 03-0030)”.
(ii)
Request the system administrator to perform failover the resource group of the node to be installed to the other node, and to set the “Node Status” to “INACTIVE”.
For the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, for the reference place in User’s Guide describing the details about failover/failback of the resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
After the status of the node to be installed becomes “INACTIVE”, execute the procedure in Set Up “Chapter 4 Update Installation” (SETUP 04-0000).
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute the above operation. For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
(c)
When the node status is INACTIVE
Execute Set Up “Chapter 4 Update Installation” (SETUP 04-0000).
(2)
When installation is not necessary to a pair of nodes forming clusters, when installation to a pair of nodes is completed, or when it is in the single node configuration.
Execute Set Up “5.2 Setting/Confirmation after Update Installation” (SETUP 05-0080), and execute the operation of after installation.
[Mode select]


1. Initial install


2. Update install


3. Maintenance 





KAQG61000-I Select a mode, and then press the [Enter] key. (1/2/3): 2





[Install parameters]


The settings have not been saved. If there is no current settings file before the update is installed, the system cannot be restored. Have you acquired the settings file? (y/n):





[Install parameters]


Check the acquired settings file. Was this file acquired during an update installation? (y/n):





[Install parameters]


If there is no current settings file before the update is installed, the system cannot be restored if an error occurs. Do you want to proceed? (y/n):





[Mode]


2. Update install


[Install parameters]


Installation model: Cluster


[Installed product information]


Product name	Version


xxxxxxxxxxxxxxx (*1)	X.X.X-XX


[Information on product to be installed]


Product name	Version


xxxxxxxxxxxxxxx (*1)	X.X.X-XX


KAQG61005-Q Are you sure you want to execute the selected mode? (update install) (y/n):





The version that is already installed.





The version that is about to install.








[Status]


Status:      0% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    20% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    30% (Time elapsed:          0 min. Estimated time remaining:          15 min.)


Status:    55% (Time elapsed:          5 min. Estimated time remaining:          10 min.)


Status:    70% (Time elapsed:          7 min. Estimated time remaining:            8 min.)


Status:    90% (Time elapsed:        12 min. Estimated time remaining:            1 min.)


Status:    Completed





*:	If the OS version is 4.2.0-XX or earlier, elapsed time and remaining time are not displayed.





KAQG61001-I Eject the installation media, and then press the [Enter] key.


KAQG61002-I The OS will now be restarted.
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