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Chapter 11
Appendix B  The Outline of the Troubleshooting Procedure
Figure 11-1 shows the outline of the overall flow on the whole troubleshooting chapter. 
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Start





Check the state of power sourcing.





Was the power source failure detected?





Check if a failure occurs on the management LAN network or not.





Was a failure detected on the management LAN network?





Execute the recovery of the power source failure.


Refer to Troubleshooting “Chapter 3 Maintenance Procedure of Power Supply Failures” (TRBL 03-0000).
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End





End





Determine the failure if it is management LAN network failure or it is the dual failures.


Refer to Troubleshooting “Chapter 4 Determination of Management Network Failure” (TRBL 04-0000).





If it is one side node down, go to (TRBL 11-0020) and execute the failure determination at the time of node down.





If it is a hardware failure, it might be on the following items.


( Motherboard


( Management LAN IP-SW (*1)


( BMC
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Yes





No





No





(TRBL 11-0010)





Is this cluster configuration?
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(TRBL 11-0010)





Yes





No (single node configuration)





*1: Replacement should be done by the maintenance personnel at the site where the management LAN IP-SW is installed, and by the customer at the site where the management LAN IP-SW is not installed.





Yes





Check if a failure SIM on FC path series is displayed or not.





Was a failure SIM on FC path series detected?





Check if the SIM of failover is displayed or not.





Was a failure detected on the maintenance LAN network?





End





End





Yes





No





No
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Execute the recovery of the power source failure.


Refer to “C.3 Messages.”
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Determine a FC path failure.


Refer to Troubleshooting “5.1 Determining FC Path Failures” (TRBL 05-0000).





If it is a hardware failure, it might be on the following items.


( HBA


( CTL of the disk array subsystem


( FC switch


( FC cable





Refer to “C.2.3.4 Determining the node failure when failover occurred”.





Access the node where a failure occurred, and check if a SIM is displayed on the window or not.





Could accessing node and checking SIM be done?





Execute the recovery of the power source failure.


Refer to “C.3 Messages.”
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(TRBL 11-0020)





End





No





Yes
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Yes





Identify a failure in reference with the manual provided by the hardware vendor.





Was a message displayed on the LCD?





No
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Execute the system diagnosis program.





Was a hardware failure detected?











Yes





Should the operation be done by the maintenance personnel of Dell?





Request Dell the parts, and execute the parts replacement.





No





RAID controller failure or the OS data failure occurs.


Determine a failure, and then execute the recovery operation.





No

















No





End





Wait until the maintenance personnel of Dell arrives, and then execute the parts replacement.





No
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Yes (Hardware is D51B-2U.)





(TRBL 11-0030)





Is the hardware HA8000 series?





Is the hardware D51B-2U?





No
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Yes (Hardware is HA8000series.)





(TRBL 11-0030)





The following is the overview of the determination procedure when the node down is occurred.


(In the cluster configuration, the determination procedure of the node down is described in each chapter and section of 3, 4, C.2.3.4. Therefore, execute the restoration procedure in accordance with each procedure.


( In the single node configuration, the determination procedure of the node down is described in the section C.2.3.5. Therefore, execute the restoration procedure in accordance with the procedure.





Yes (The failure was identified.)














No
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Turn on the power button of the failed node.





Was the reboot able to be executed?





Replace the failure occurrence parts of the failure occurrence node.





Yes





RAID controller failure or the OS data failure occurs.


Determine a failure, and then execute the recovery operation.

















No





End





Collect logs





Request the maintenance personnel to send them to the Technical Support Center for the investigation.





The following is the overview of the determination procedure when the node down is occurred.


(In the cluster configuration, the determination procedure of the node down is described in each chapter and section of 3, 4, C.2.3.4. Therefore, execute the restoration procedure in accordance with each procedure.


( In the single node configuration, the determination procedure of the node down is described in the section C.2.3.5. Therefore, execute the restoration procedure in accordance with the procedure.





Was the failure occurred on the node whose OS is down identified?





Refer to “Chapter 2 Troubleshooting” in the maintenance manual of the target model (HA8000 series/  CR2x0 series) to identify a failure occurred on the node whose OS is down.





Log into MegaRAC GUI and confirm Event Log to identify a failure occurred on the node whose OS is down.
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