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C.2
Failure Determination Procedure
C.2.1
Procedures of Troubleshooting at the Time of Setup
(1)
Figure C.2.1-1 shows the flowchart when message IDs #1 to #5 on “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0010)” are output due to the failure of new installation or the failure of update installation.

Table C.2.1-1 shows the output message IDs.

Table C.2.1-1  List of Message IDs
	Message ID
	KAQG61007-E    KAQG61008-E    KAQG61010-E    KAQG61025-E    KAQG61027-E



[image: image1]
Figure C.2.1-1  Media Failure Measurement Flow (1/3)
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Figure C.2.1-1  Media Failure Measurement Flow (2/3)
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Figure C.2.1-1  Media Failure Measurement Flow (3/3)
(2)
Figure C.2.1-2 shows the flow when message IDs #6 to #23 on “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0020)” are output due to new installation failures.

Table C.2.1-2 shows the output message IDs.

Table C.2.1-2  Message IDs List
	Message ID
	KAQG61020-E    KAQG61021-E    KAQG61022-E    KAQG61009-E    KAQG61011-E    KAQG61012-E    KAQG61013-E    KAQG61014-E    KAQG61015-E    KAQM01024-E   KAQM01025-E   KAQM01026-E    KAQM01028-E   KAQM01097-E    KAQM14105-E   KAQM14134-E   KAQM14150-E    KAQM14152-E
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Figure C.2.1-2  Measurement Flow for the New Installation Failures (1/2)
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Figure C.2.1-2  Measurement Flow for the New Installation Failures (2/2)
(3)
Figure C.2.1-3 shows the flow when message IDs #6 to #24 on “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0020)” are output due to update installation failures.

Table C.2.1-3 shows the output message IDs.

Table C.2.1-3  Message IDs List
	Message ID
	KAQG61009-E    KAQG61020-E    KAQG61021-E    KAQG61022-E    KAQG61011-E    KAQG61012-E    KAQG61013-E    KAQG61014-E    KAQG61015-E    KAQG61016-E    KAQM01024-E   KAQM01025-E    KAQM01026-E   KAQM01028-E    KAQM01097-E   KAQM14105-E    KAQM14134-E   KAQM14150-E    KAQM14152-E
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Figure C.2.1-3  Measurement Flow for the Update Installation Failures (1/4)
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Figure C.2.1-3  Measurement Flow for the Update Installation Failures (2/4)
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Figure C.2.1-3  Measurement Flow for the Update Installation Failures (3/4)
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Figure C.2.1-3  Measurement Flow for the Update Installation Failures (4/4)
(4)
Figure C.2.1-4 shows the flow when message ID #25 on “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0020)” is output due to update installation failures.
Table C.2.1-4 shows the output message ID.

Table C.2.1-4  Message ID List
	Message ID
	KAQG61018-W
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Figure C.2.1-4  Measurement Flow for the Lack of Free Space (1/2)
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Figure C.2.1-4  Measurement Flow for the Lack of Free Space (2/2)
(5)
Figure C.2.1-5 shows the flow when message ID #26 on “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0020)” is output due to the version check of update installation.

Table C.2.1-5 shows the output message ID.

Table C.2.1-5  Message ID List
	Message ID
	KAQG61024-E
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Figure C.2.1-5  Action flow after the version check of update installation
(6)
Figure C.2.1-6 shows the flowchart when the message ID #27 of “Set Up ‘Table 6.1-1 List of Messages’ (SETUP 06-0020)” is displayed because the update installation is executed for the device where no OS is installed. The message ID shown on the window is described in Table C.2.1-6.
Table C.2.1-6  Message ID List
	Message ID
	KAQG61028-E
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Figure C.2.1-6  Corresponding flowchart when the update installation failed (1/2)
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Figure C.2.1-6  Corresponding flowchart when the update installation failed (2/2)

C.2.2
Determination Procedure when a Failure Occurred
C.2.2.1
Failure determination procedure in the cluster configuration
After checking the power supply and the management system network, the failure is determined to either a hardware system failure or a software system failure depending on whether SIM of failover is acquired or not.
The entire flow of the failure determination is shown below.
NOTE:(
If the OS version 5.1.0-XX and later, and File Snapshots Function or File Version Restore Function is used, “differential-data snapshot” or “data of the past version directory” might be inaccessible for a moment after performing failover or failback. Contact the system administrator when failover or failback is to be performed.
(
If the logical failure is occured on the file system using the Active File Migration or the Large file transfer, the maintenance personnel might not be able to identify the failure location with the failure determination procedure. Before the completion maintenance procedure, inform system administrator that they can start recovering the work space for AFM.
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Figure C.2.2.1-1  Procedure for determining failures (1/3)


[image: image16]
Figure C.2.2.1-1  Procedure for determining failures (2/3)
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Figure C.2.2.1-1  Procedure for determining failures (3/3)

Table C.2.2.1-1  Failed parts shown by SIM or LCD
	#
	SIM
	Display of LCD status or message code (*1)
	LED status
	Checking the status by the hwstatus command (*2)
	Failed part

	1
	KAQG72012-W
	(
	(
	(
	Heartbeat LAN port or Heartbeat LAN cable 
(*3) (*4)

	2
	KAQG81003-W
	(
	(
	Is the port status “Link down”?
	Extension NIC port or cable (*3) (*4)

	3
	KAQK31500-E
	Lighting in amber
E1610

E1614

E1618

E161C

E1620

E1624

E1626

E1629
	(
	Is the power supply status “failed”?
	One power supply unit

	4
	KAQK32500-E
	E1310
E1311
E1313
	(
	Is the FAN status “failed”?
	One FAN

	5
	KAQK37506-E
	E1810
	The LED indication on the embedded HDD blinks in yellow four times in one second.
	Is the embedded HDD status “failed”?
	One embedded HDD

	6
	KAQK39504-E
	(
	(
	Is the status of all ports of NIC “Link down”?
	

	7
	(
	E1211

E1228
	(
	Is the battery status “failed”?
	Embedded battery


*1:
When the LDC is displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code that is starting from the letter “E” as in the above list.
*2:
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

*3:
When it is not recovered even if the cable is replaced, it is a port failure.

*4:
In case of a port failure, ping from the management PC or maintenance PC, and specify which of the nodes has the port failure.
C.2.2.2
Failure determination procedure in the single node configuration
In the single node configuration, a failure is determined to either a hardware system failure or a software system failure after checking the power supply. The entire flow of the failure determination is shown below.
NOTE: (
Because there are two configurations in the single node configuration, make sure the target configuration before the operation. For the configuration, 
refer to “Installation ‘1.1.4 Overall configuration diagram (4) Overall system configuration diagram in the configuration of HDI for Cloud (single node)’ (INST 01-0078)”.

(
If the OS version 5.1.0-XX and later, and File Version Restore Function is used, “data of the past version directory” might be inaccessible for a moment after the start-up of the resource groups. Contact the system administrator when the resource groups are to be started or restarted.
(
If the logical failure is occured on the file system using the Active File Migration or the Large file transfer, the maintenance personnel might not be able to identify the failure location with the failure determination procedure. Before the completion maintenance procedure, inform system administrator that they can start recovering the work space for AFM.
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Figure C.2.2.2-1  Failure determination process in the single node configuration

C.2.3
Detailed Determination Procedure in Each Failure
C.2.3.1
Procedure for determining power supply failures
C.2.3.1.1
Procedure for determining power supply failures in the cluster configuration
The procedure for determining power supply failures is shown in the following flow.
It is assumed that, for one side node, at least one side LED within two power units does not light up in green or the DCDC failure (DCDC is a power control part on the motherboard) occurred.

[image: image19]
Figure C.2.3.1.1-1  Procedure for determining power supply failures
C.2.3.1.2
Procedure for determining power supply failures in the single node configuration
The following flowchart shows the procedure of power supply failures. It is assumed that the LED of power supply unit is not turned on in green light, or DCDC failure (DCDC is a power supply control parts on the mother board) is occurred.
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Figure C.2.3.1.2-1  Procedure for determining power supply failures
C.2.3.2
Determination of management network failure
This section describes determination of the management network failure.

When the failure location can be identified from the failure notice, maintenance personnel should perform the recovery operation for the subject location.

When the failure location cannot be identified, determine the failed part by the determination operation described in this chapter, and then perform the recovery operation.
Check the following before performing the isolation of the failure.

Checking method varies depending on the model. However, confirm the status of the Power LED and the Status LED of IP-SW.

If the Power LED is “Off”, the power is turned off or a power failure. Check the power switch of the management LAN IP-SW, the power cable and the power to be supplied to the management LAN IP-SW. If the switch is not turned off and no problem with the power cable and the power supply, it is the IP-SW failure.

When the Status LED indicates an error, see the manual for the target product to perform the troubleshooting.
C.2.3.2.1
Failure determination by ping command execution result
Before performing the operation of management network failure determination, obtain the result (node0: mng0, BMC0 and node1: mng1, BMC1) of the ping command executed by the system administrator. Then, perform the determination operation.

Figure C.2.3.2.1-1 Overview of Checking by Using ping Command shows an overview of the checking by using the ping command.

[image: image21]
Figure C.2.3.2.1-1  Overview of Checking by Using ping Command
Perform the failure determination operation based on the ping command execution result by referring to ‘Table C.2.3.2.1-1 Matrix Table of Management Network Failures’ below.
The determination operation is the same for the case where the Y/N judgment for node0 and node1 is reversed.
If there is no management network failure and the all results of the Y/N judgment for node 0 and node 1 are “Y”, return to the calling process.
Table C.2.3.2.1-1  Matrix Table of Management Network Failures
	#
	Management port
	BMC port
	OS operation status (*1)
	Resource group operation status
	Assumed failure
	Failure determination procedure

	
	node0
	node1
	node0
	node1
	
	
	
	

	1
	Y
	Y
	N
	N
	Both nodes are in operation
	Operating in both nodes

(Online/No error)
	Double failures in the BMC ports or the cables occurred.
	Execute the flow of Figure C.2.3.2.2-1.

‘C.2.3.2.2 Flow of management network failure determination (1) Failure in the BMC ports or the cables’ 

	2
	Y
	Y
	Y
	N
	Both nodes are in operation
	Operating in both nodes

(Online/No error)
	A failure in the BMC ports or the cables occurred.
	

	3
	Y
	N
	Y
	Y
	Both nodes are in operation
	Operating in one side node 

(Online/No error)
	Failover (*2) occurred due to a failure in the management port or in the cables.
	Execute the flow of Figure C.2.3.2.2-2.

‘C.2.3.2.2 Flow of management network failure determination (2) Failure in the management port or the cables’

	
	
	
	
	
	
	Stopping resource groups in both nodes

(The status is srmd executable error)
	The resource groups of the both nodes are stopped abnormally because a failure occurs on the maintenance port or the cable, and then restarting is occurred on the other side node. 
	

	
	
	
	
	
	Only one node is in operation
	Operating in one side node

(Online/No error)
	Reset has been issued due to OS down, and then the failover (*2) has occurred.
	‘C.2.3.4 Determining the node failure when failover occurred’

	4
	Y
	N
	Y
	N
	(
	(
	Double or more failures in the ports or the cables have occurred.
	Refer to ‘Table C.2.3.2.1-2 Failure Status (Determination of Multiple Failures of #4 through #6) (1/2)’ and execute the appropriate determination process for failures because the multiple failures might be occurred.

	5
	Y
	N
	N
	Y
	(
	(
	Double or more failures in the ports or the cables occurred.
	

	6
	N
	N
	Y
	Y
	(
	(
	A wrong setting of the management port IP address, both nodes’ operating systems down, double or more failures in the ports and the cables, or a failure on the disk array subsystem occurred.
	

	7
	N
	N
	N
	N
	Both nodes are in operation
	Operating in both nodes

(Online/No error)
	A failure in the management IP-SW occurred.
	Execute the flow of Figure C.2.3.2.2-10.

‘C.2.3.2.2 Flow of management network failure determination (10) Failure in the management IP-SW’


Y: ping response is returned,  N: ping response is not returned
*1:
Check the logon prompt indication by connecting KVM. In the node displaying the logon prompt, the OS is in operation. By switching the logon prompt confirmation window in each node, the state of both nodes operation can be checked.
For the KVM connection, refer to “Set Up ‘1.2 Confirmation of KVM Connection’ (SETUP 01-0010)” and for the OS operation status, refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
*2:
When the failover is completed, “Running node” of the both resource groups becomes the same node name. For the details about “Running node”, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
Table C.2.3.2.1-2  Failure Status (Determination of Multiple Failures of #4 through #6) (1/2)

	Item number in Table C.2.3.2.1-1
	Condition for determination
	Details of failure
	Recovery operation
	Failure determination procedure (*3)

	
	Failover

completion (*1)
	OS operation status (*2)
	
	
	

	4
	Y
	Both nodes are in operation
	Failures have occurred in the management port/cable, BMC port/cable of the same nodes.
	The OS service is continued to perform failover when a trouble occurs on the maintenance port.

Replace the failed part.
	Execute the flow of Figure C.2.3.2.2-3

	
	Y
	Only one node is in operation
	Failures of OS down and of BMC port/cable have occurred on the same node.
	The OS service is continued.

However terminate the service on the failure side, and then replace the failed part.
	Execute the flow of Figure C.2.3.2.2-4

	5
	Y
	Both nodes are in operation
	(
A failure has occurred in the BMC port/cable.
(
A failure has occurred also in the management port/cable of the other node.
	Perform the management port recovery operation first, because if you perform the BMC port recovery operation first, the node in normal service must be terminated.
	Execute the flow of Figure C.2.3.2.2-5

	
	Y
	Only one node is in operation
	(
Reset has been issued due to OS down, and the failover is being executed.
(
A failure has occurred in the BMC port/cable of the other node.
	Perform the replacement operation for the OS downed node first, because if you perform the replacement operation for the BMC port first, the node which can be failed over will not exist.
	Execute the flow of Figure C.2.3.2.2-6


*1:
Failover completed: Y, Failover not completed: N. 
When the failover is completed, “Running node” of the both resource groups becomes the same node name. For the details about “Running node”, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
*2:
Check the logon prompt indication by connecting KVM. In the node displaying the logon prompt, the OS is in operation. By switching the logon prompt confirmation window in each node, the state of both nodes operation can be checked.
For the KVM connection, refer to “Set Up ‘1.2 Confirmation of KVM Connection’ (SETUP 01-0010)” and for the OS operation status, refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
*3:
For the failure determination procedures, follow ‘C.2.3.2.2 Flow of management network failure determination’.
Table 2.3.2.1-2  Failure Status (Determination of Multiple Failures of #4 through #6) (2/2)

	Item number in Table C.2.3.2.1-1
	Condition for determination
	Details of failure
	Recovery operation
	Failure determination procedure (*3)

	
	Failover

completion (*1)
	OS operation status (*2)
	Resource group operation status
	
	
	

	6
	Y or N
	Both nodes are in operation
	Both nodes are in operation (Online/No error)
	Failures have occurred in the management port/cable of the both nodes. (*4)
	As the communication is enabled via the heartbeat cable, the OS service is continued.
Execute the replacement operation for each node one by one by terminating it by manual failover.
	Execute the flow of Figure C.2.3.2.2-7

	
	Y
	Only one node is in operation
	Only one node is in operation (Online/No error)
	(
Reset has been issued due to the OS outage, and the failover is being executed.
(
After the failover completion, a failure has occurred in the management port/cable of the other node.
	As the OS service is continued by the failover, execute the replacement operation by terminating the node of failed OS.
	Execute the flow of Figure C.2.3.2.2-8

	
	Y
	Only one node is in operation
	Resource groups of both nodes terminated (Error status is srmd executable error)
	After a failure occurred on the side of the maintenance port and failover is executed, a failure of the service termination on both nodes occurred due to OS down on the other side node.
	Terminate the node that failed, and recover it.
	Execute the flow of Figure C.2.3.2.2-8

	
	N
	No node is in operation
	Command cannot be executed because no node is in operation.
	OS double failures have occurred.
	Execute checking by using the diagnostic tool of the hardware vendor.
Check also the Disk Array Subsystem.
	Execute the flow of Figure C.2.3.2.2-9


*1:
Failover completed: Y, Failover not completed: N.
When the failover is complete, “Running node” of the both resource groups becomes the same node name. For the details about “Running node”, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
*2:
Check the logon prompt indication by connecting KVM. In the node of which the logon prompt is displayed, the OS is in operation. By switching the logon prompt confirmation window in each node, the state of both nodes operation can be checked.
For the KVM connection, refer to “Set Up ‘1.2 Confirmation of KVM Connection’ (SETUP 01-0010)” and for the OS operation status, refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
*3:
For the failure determination procedures, follow ‘C.2.3.2.2 Flow of management network failure determination’.
*4:
There is a case that Failover does not occur, and a case that Failover has completed. Failover does not occur when a case that the maintenance ports of the both nodes have failed at the same time.

C.2.3.2.2
Flow of management network failure determination
In this section, perform the operation of the management network failure determination based on the execution result of the ping command executed in Section C.2.3.2.1.
Execute the failure determination flow by following “Table C.2.3.2.1-1 Matrix of Management Network Failures” or “Table C.2.3.2.1-2 Failure Status (Determination of Multiple Failures of #4 through #6)”.
(1)
Failure in the BMC ports or the cables


[image: image22]
Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (1/6)
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Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (2/6)
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Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (3/6)
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Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (4/6)
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Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (5/6)
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Figure C.2.3.2.2-1  Flow of Management Network Failure Determination (6/6)

(2)
Failure in the management port or the cables
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Figure C.2.3.2.2-2  Flow of Management Network Failure Determination (1/2)


[image: image29]
Figure C.2.3.2.2-2  Flow of Management Network Failure Determination (2/2)

(3)
Double failures in the port or cable
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Figure C.2.3.2.2-3  Flow of Management Network Failure Determination (1/5)
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Figure C.2.3.2.2-3  Flow of Management Network Failure Determination (2/5)
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Figure C.2.3.2.2-3  Flow of Management Network Failure Determination (3/5)
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Figure C.2.3.2.2-3  Flow of Management Network Failure Determination (4/5)


[image: image34]
Figure C.2.3.2.2-3  Flow of Management Network Failure Determination (5/5)

(4)
OS down and the failure in the BMC port on the same node 
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (1/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (2/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (3/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (4/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (5/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (6/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (7/8)
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Figure C.2.3.2.2-4  Flow of Management Network Failure Determination (8/8)
(5)
Failure in the BMC port and in the management port of the other node
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Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (1/6)
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Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (2/6)

[image: image45]
Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (3/6)
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Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (4/6)
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Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (5/6)
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Figure C.2.3.2.2-5  Flow of Management Network Failure Determination (6/6)
(6)
OS down and a failure in the BMC port of the other node
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Figure C.2.3.2.2-6  Flow of Management Network Failure Determination (1/5)
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Figure C.2.3.2.2-6  Flow of Management Network Failure Determination (2/5)
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Figure C.2.3.2.2-6  Flow of Management Network Failure Determination (3/5)
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Figure C.2.3.2.2-6  Flow of Management Network Failure Determination (4/5)
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Figure C.2.3.2.2-6  Flow of Management Network Failure Determination (5/5)
(7)
Failure in the management ports of the both nodes
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (1/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (2/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (3/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (4/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (5/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (6/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (7/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (8/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (9/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (10/11)
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Figure C.2.3.2.2-7  Flow of Management Network Failure Determination (11/11)
(8)
Failure in the management port of the other node after the OS down and the failover completion
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Figure C.2.3.2.2-8  Flow of Management Network Failure Determination (1/5)
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Figure C.2.3.2.2-8  Flow of Management Network Failure Determination (2/5)
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Figure C.2.3.2.2-8  Flow of Management Network Failure Determination (3/5)
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Figure C.2.3.2.2-8  Flow of Management Network Failure Determination (4/5)
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Figure C.2.3.2.2-8  Flow of Management Network Failure Determination (5/5)
(9)
Double failures in the operating systems
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Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (1/6)
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Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (2/6)
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Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (3/6)
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Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (4/6)
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Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (5/6)

[image: image75]
Figure C.2.3.2.2-9  Flow of Management Network Failure Determination (6/6)
(10)
Failure in the management IP-SW
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Figure C.2.3.2.2-10  Flow of Management Network Failure Determination
(11)
The service is stopped in the both nodes due to OS down, after the failover occurred by the failure on the maintenance port.
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (1/6)
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (2/6)
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (3/6)
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (4/6)
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (5/6)
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Figure C.2.3.2.2-11  Flow of Management Network Failure Determination (6/6)

C.2.3.2.3
Failure determination flow in case of node outage

[image: image83]
Figure C.2.3.2.3-1  Failure Determination Flow in Case of Node Outage

C.2.3.3
Determining the node failure when no failover occurs
The failure determination and the failed part when SIM of failover is not displayed are described.

[image: image84]
Figure C.2.3.3-1  Determining the node failure when failover has not occurred
Table C.2.3.3-1  Failed parts shown by SIM or LCD
	#
	SIM
	Display of LCD status or message code (*1)
	LED status
	Checking the status by the hwstatus command (*2)
	Failed part

	
	
	
	
	
	

	1
	KAQG72012-W
	(
	(
	(
	Heartbeat LAN port or Heartbeat LAN cable 
(*3) (*4)

	2
	KAQG81003-W
	(
	(
	Is the port status “Link down”?
	Extension NIC port or cable (*3)

	3
	KAQK31500-E
	Lighting in amber

E1610

E1614

E1618

E161C

E1620

E1624

E1626

E1629
	(
	Is the power supply status “failed”?
	One power supply unit

	4
	KAQK32500-E
	E1310

E1311

E1313
	(
	Is the FAN status “failed”?
	One FAN

	5
	KAQK37506-E
	E1810
	The LED indication on the embedded HDD blinks in yellow four times in one second.
	Is the embedded HDD status “failed”?
	One embedded HDD

	6
	KAQK39504-E
	(
	(
	Is the status of all ports of NIC “Link down”?
	

	7
	(
	E1211

E1228
	(
	Is the battery status “failed”?
	Embedded battery


*1:
If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in the above table.
*2:
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

*3:
When it is not recovered even if the cable is replaced, it is a port failure.

*4:
In case of a port failure, ping from the management PC or maintenance PC, and specify which of the nodes has the port failure.
C.2.3.4
Determining the node failure when failover occurred
The failure determination and the failed part when SIM of failover is displayed are described.
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Figure C.2.3.4-1  Determining the node failure when failover occurred (1/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (2/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (3/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (4/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (5/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (6/7)
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Figure C.2.3.4-1  Determining the node failure when failover occurred (7/7)

Table C.2.3.4-1  Failed Parts by LCD
	#
	Display of message codes
	Failed parts

	1
	E122D

E2010

E2011

E2012

E2013

E201E

E2021

E2023

E2110

E2111

E2113
	Memory

	2
	E1229

E122A

E122C

E1414

E1418

E141C

E141F

E1420

E1422

E1717

E2020
	CPU

	3
	E1210
	Motherboard

	4
	E1114

E1116
	Abnormal temperature

	5
	E1810

E1812
	Two embedded HDDs
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Figure C.2.3.4-2  System Diagnosis Program Execution Start Window

[image: image93]
Figure C.2.3.4-3  System Diagnosis Program Termination Window
C.2.3.4.1
Boot sequence setting of BIOS
Check the Boot sequence setting contents of BIOS.
(1)
Terminate the node.

If the power indicator of the node lights up, press the power button a little longer and terminate the node.

(2)
Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”, and turn on the power of the node.

(3)
Confirm the setting of BIOS. Proceed to step (4).

(4)
If “F2 = System Setup” is displayed on the upper right of the console window while rebooting the OS of the node, press [F2] key.

If you were unable to press [F2] key, press [Ctrl]+[Alt]+[Delete] keys and reboot the node. Execute from step (4) again.

(5)
The BIOS Setup Utility Windows is displayed as in Figure C.2.3.4.1-1.

Select “Boot Settings”, and press [Enter] key.

[image: image94]
Figure C.2.3.4.1-1  BIOS Setup Utility Window
(6)
The Boot Settings Window is displayed as in Figure C.2.3.4.1-2.

Select “Boot Sequence”, and press [Enter] key.

[image: image95]
Figure C.2.3.4.1-2  Boot Settings Window
(7)
The Boot Sequence Window is displayed as in Figure C.2.3.4.1-3.

Confirm that the displayed items are listed as in Figure C.2.3.4.1-3.

If the display order differs, use [+] and [-] key and sort it.
If the [√] sign is not on the far left of the displayed item, the device is disabled. Place the [√] sign by pressing [Space] key.
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Figure C.2.3.4.1-3  Boot Sequence Window
(8)
Press [Esc] key in the Boot Sequence Window as in Figure C.2.3.4.1-3.

It returns to the Boot Settings Window as in Figure C.2.3.4.1-4.
(9)
Press [Esc] key in the Boot Settings Window as in Figure C.2.3.4.1-4.

It returns to the BIOS Setup Utility Window as in Figure C.2.3.4.1-5.
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Figure C.2.3.4.1-4  BIOS Setup Utility Window
(10)
Press [Esc] key in the BIOS Setup Utility Window as in Figure C.2.3.4.1-5.

The BIOS Setup Utility Termination Confirmation Window is displayed as in Figure C.2.3.4.1-6.
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Figure C.2.3.4.1-5  BIOS Setup Utility Termination Confirmation Window
(11)
The procedure differs depending on whether the setting was changed in step (7) or not.

(a)
If the setting was changed in step (7), select “Save changes and exit” and press [Enter] key.
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Figure C.2.3.4.1-6  BIOS Setup Utility Termination Confirmation Window (a)
(b)
If the setting was not changed in step (7), select “Discard changes and exit” and press [Enter] key.

[image: image100]
Figure C.2.3.4.1-7  BIOS Setup Utility Termination Confirmation Window (b)
(12)
After a while, the Dell Start Window is displayed.
NOTE:
If the Dell Start Window is not displayed even after a while and “No boot device available” is displayed, the Boot sequence setting of BIOS may be incorrect. Press [Ctrl] + [Alt] + [Delete] keys to reboot the node, and execute the step from (4) to review the setting of BIOS.
C.2.3.5
Determination of node failure in the single node configuration
The following explains the failure determination and the failure part in the single node configuration. 

Table C.2.3.5-1  Table of Determination matrix of the node operating status

	Ping for the BMC port (*1)
	OS starts up confirmation (*2)
	ssh login for the maintenance port (*3)
	Result of the determination

	Y
	Y
	Y
	node in operation 

	
	
	N
	node in operation 
(Maintenance port failure)

	
	N
	(
	node down

	N
	(
	Y
	node in operation (BMC failure)

	
	
	N
	Ask the system administrator if the data can be accessed.


*1:
Connect directly the BMC port to the maintenance PC with a LAN cable, and execute ping command for the BMC port. 

*2:
Check if the OS starts from the virtual console of BMC. For the details, refer to “Set Up ‘1.4 Connection Confirmation of the Remote Console’ (SETUP 01-0010)”.
*3:
Connect directly the maintenance port to the maintenance PC with a LAN cable, and check if the ssh login can be done. For the details, refer to “Maintenance Tool ‘1.3 Procedures for Operating Commands’ (MNTT 01-0200)”.
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (1/8)
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (2/8)
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (3/8)

Table C.2.3.5-2  Failed parts shown by SIM or LCD
	#
	SIM
	Display of LCD status or message code (*1)
	LED status
	Checking the status by the hwstatus command (*2)
	Failed part

	
	
	
	
	
	

	1
	KAQG81003-W
	(
	(
	Is the port status “Link down”?
	On-board port, Extension NIC port, or cables (*3)

	2
	KAQK31500-E
	E1610

E1614

E1618

E161C

E1620

E1624

E1626

E1629
	(
	Is the PSU status “failed”?
	One PSU

	3
	KAQK32500-E
	E1310
E1311
E1313
	(
	Is the FAN status “failed”?
	One FAN

	4
	KAQK37506-E
	E1810
	The LED indication on the embedded HDD blinks in yellow four times in one second.
	Is the embedded HDD status “failed”?
	One or Two units of Embedded HDD

	5
	KAQK36504-W
	(
	(
	Is the port that displayed on the SIM message “Link down”?
	(

	6
	KAQK37518-E
	(
	(
	(
	One or Two units of Embedded HDD

	7
	(
	E1211

E1228
	(
	Is the battery status “failed”?
	Embedded battery

	8
	(
	(
	(
	Is the status of BMC “Unknown!”.
	BMC


*1:
If the LCD displayed in amber light, refer to the manual provided by the hardware vendor: “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” when the PowerEdge R710 is used, and check the message code starting from the letter “E” as shown in the above table. 

If the current using model is unknown, check the product name by the label attached on the device.

*2:
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

*3:
When it is not recovered even if the cable is replaced, it is a port failure.
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (4/8)
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (5/8)

Table C.2.3.5-3  Failed Parts by LCD
	#
	Display of message codes
	Failed parts

	1
	E122D
E2010

E2011

E2012
E2013

E201E
	E2021

E2023

E2110

E2111
E2113
	Memory

	2
	E1229

E122A

E122C

E1414

E1418

E141C

E141F
	E1420

E1422

E1717

E2020
	CPU (Motherboard) 

	3
	E1210
	Motherboard

	4
	E1114
E1116
	Abnormal temperature
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (6/8)


[image: image107]
Figure C.2.3.5-1  Determining the node failure in the single node configuration (7/8)
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Figure C.2.3.5-1  Determining the node failure in the single node configuration (8/8)

C.2.4
Diagnosis for OS Boot Failure
This section describes how to diagnose when the replaced part failure or other failure cause the OS boot failure after parts replacement operation.
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Figure C.2.4-1  Flow of Diagnosis for OS boot failure (1/4)
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Figure C.2.4-1  Flow of Diagnosis for OS boot failure (2/4)
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Figure C.2.4-1  Flow of Diagnosis for OS boot failure (3/4)
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Figure C.2.4-1  Flow of Diagnosis for OS boot failure (4/4)
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Start





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





When the start of the maintenance mode is successful, collect the log by reference to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.


If the start of the maintenance mode failed, proceed to the next step. (*1)





Confirm that the power indicator is turned off. If it is not turned off, refer to “Installation ‘2.1.2 Procedures for turning off the power’ (INST 02-0050)”, and perform the forcible termination.





Inform the version of the OS media, and request to send a new OS media.





1





(PSTR 02-0010)





Yes





No





Was a hardware failure detected?





Refer to “DELLTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” perform the LCD checking, and check whether a hardware failure has occurred or not.





2





(PSTR 02-0020)





(HDD failure etc.)





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





Yes





No





Yes





No





Did the new installation fail?





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation with a new OS media.





Does an error occur again?





End





1





Refer to “Set Up ‘Chapter 4 Update Installation’ (Setup 04-0000)”, and execute update installation with a new OS media.





Replacing DVD drive


Refer to ‘D.1.10 Replacing the DVD Drive’, and replace the DVD drive.





Yes





No





Did the new installation fail?





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation with a new OS media.





Refer to “Set Up ‘Chapter 4 Update Installation’ (Setup 04-0000)”, and execute update installation with a new OS media.





Was the update installation completed successfully?











In the case of the cluster configuration, execute (a) to (g) of ‘D.1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration) (2) Replacement procedures with the power to the node turned off (replacement of two internal HDDs)’. 


In the case of the single node configuration, contact the Technical Support Center.





Yes





No











Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the hardware in which a failure was detected.





End





2





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation. (Perform the new installation because the update installation failed on the way of operation.) (*1)





Yes





No





Was the new installation completed successfully?





Refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460)”, and execute the OS restoration.





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*2)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center.





*2:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





*1:	If the update installation failed, execute new installation with an install media of the OS of the same version as one verified in operation before the update installation.








Start





Confirm that the power indicator is turned off. If it is not turned off, refer to “Installation ‘2.1.2 Procedures for turning off the power’ (INST 02-0050)”, and perform the forcible termination.





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs. 





Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” perform the LCD checking, and check whether a hardware failure has occurred or not.





2





(PSTR 02-0040)





1





(PSTR 02-0040)





Refer to “DELLTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” use the system diagnosis program, and check whether a hardware failure has occurred or not.  Select Custom Test as an option, and execute it by selecting all the devices.





Yes





No





Was a hardware failure detected?





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Setup ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation.





Yes





No





Was the new installation completed successfully?





End





Yes





No





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





Does an error occur again?





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center.





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the hardware in which a failure was detected.





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation.





2





1





End








Yes





No





Was a hardware failure detected?





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.























Yes





No





Confirm that the power indicator is turned off. If it is not turned off, refer to “Installation ‘2.1.2 Procedures for turning off the power’ (INST 02-0050)”, and perform the forcible termination.





Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”, and turn on the power.





Was the reboot able to be executed?


(Check it by that the prompt window is displayed)





1





2





(PSTR 02-0060)





(PSTR 02-0060)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”,� and collect logs.





Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” perform the LCD checking, and check whether a hardware failure has occurred or not.





Was the new installation completed successfully?





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation. (Since the update installation failed on the way, perform the new installation.) (*1)





End





Start





No





Yes





Refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460),” and restore the OS.





*1: Execute new installation with an install media of the OS of the same version as one verified in operation before the update installation.





1





5





Yes





No





Was a hardware failure detected?





2





Yes





No





Was a hardware failure detected?





Yes





No





Was a hardware failure detected?





Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” use the system diagnosis program, and check whether a hardware failure has occurred or not.  Select Custom Test as an option, and execute it by selecting all the devices.





(PSTR 02-0070)





4





(PSTR 02-0070)





3





(PSTR 02-0070)





Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’, and execute the hwstatus command.





In the case of single node configuration (A case of configuration using trunk 2 data ports), ask the system administrator to keep 1 unoccupied port of front-end LAN IP-SW. Then, connect that unoccupied port and the management port of the node by LAN cable.





3





5





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the hardware in which a failure was detected.





6





(PSTR 02-0080)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center. 





4





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.


*2:	Execute new installation with an install media of the OS of the same version as one verified in operation before the update installation.





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation. (*2)











6





End








Yes





No





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center.





In the case of cluster configuration,


 refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460)”, and execute the OS restoration. (*2)





Was the new installation successful?





In the case of single node configuration (A case of configuration using trunk 2 ports), remove the LAN cable that connect the management port of the node and the front-end LAN IP-SW.





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.


*2:	In the case of single node configuration, ask the system administrator to restore the system parameter settings.











No





Yes





Start





Request the following to the system administrator.


Delete the file under the directory output in the message.


For the directory name, either “/home” or “/var or /enas” is displayed. (*)





Check the completion of the file deletion with the system administrator.


Refer to “Set Up ‘Chapter 4 Update Installation’ (Setup 04-0000)”, and execute the update installation again.





Does an error occur again?





1





End





(PSTR 02-0100)





Confirm that the power indicator is turned off. If it is not turned off, refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”, and perform the forcible termination.





*	In the case of “/var or /enas”, request the deletion of the core file and the log file.


In the cluster configuration, refer to “General ‘Reference Place in User's Guide for Operating Procedures’ Table 4 ‘Deleting log files’ and ‘Deleting core files’ (GENE 00-0050)” for the reference place in User’s Guide.


In the single node configuration, refer to “General ‘Reference Place in User's Guide for Operating Procedures’ Table 5 ‘Deleting log files’ and ‘Deleting core files’ (GENE 00-0060)” for the reference place in User’s Guide.


In the case of “/home”, request the deletion of the data under “/home/nasboot” by using rmfile command.�For the reference place in User’s Guide describing the details about rmfile command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘rmfile’’ (GENE 00-0060.)”





Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”, and turn on the power.





End








Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center.





1





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





No





Yes





Start





Do you install the specified version of OS than currently installed?








End





You cannot install the specified version from the version currently installed.


When you want to install the specified version, perform the newly installation.








Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation.





Get ready for OS media of new OS version.


And refer to “Set Up ‘Chapter 4 Update Installation’ (Setup 04-0000)”, and execute the update installation.











*1: In the single node configuration, request the system administrator to restore the system setting information of the node.





Refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460),” and restore the OS. (*1)





No





Yes











End





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the hardware in which a failure was detected.





End





Start





Is the login prompt displayed?





Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”, and turn on the power.





Refer to “Set Up ‘Chapter 3 New Installation’ (Setup 03-0000)”, and execute new installation.





Was the new installation successful?





Refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual”, perform the LCD checking, and check whether a hardware failure has occurred or not.





Was a hardware failure detected?





1





(PSTR 02-0130)





No





Yes





Yes





No





No





Yes





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the hardware in which a failure was detected. (*2)





Refer to “DELLTM PowerEdgeTM R710 Systems Hardware Owner’s Manual,” use the system diagnosis program, and check whether a hardware failure has occurred or not.  Select Custom Test as an option, and execute it by selecting all the devices.





Was a hardware failure detected?





(SETUP 06-0133)





1





Refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”, and change a mode to the maintenance mode. (*1)





Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”, and collect logs.


Contact the Technical Support Center.





*1:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.


*2:	If the new installation is executed along with the parts replacement, use an install media of the OS of the same version as one verified in operation before the update installation to execute the installation.





End











Start failure determination








Check the power feeding state of the both nodes.


Refer to the table on the right side for the confirmation of the power feeding, by checking the turning on or off of the LCD panel.





No





Refer to ‘C.2.3.1 Procedure for determining power supply failures’, and perform the failure recovery of the power supply.





A





1





Are LCD panels on the both nodes turned on (Is the power distributed)?





(PSTR 02-0160)





(PSTR 02-0150)





Yes


(Both nodes are supplied power.)





2





Check the management system network. Request the system administrator to execute ping command for the port of management and BMC on both nodes. Refer to ‘C.2.3.2.1 Failure determination by ping command execution result’.





When both of the cables are already removed from one side node, obtain permission from the system administrator to connect the both of them again. If it is permitted, connect the both power supply cables.





#�
LCD Display Status�
Power Feeding Status�
�
1�
LCD is turned on after pressing the arrow button on the side of the panel.�
State of feeding the power to the node or to the BMC in the node.�
�
2�
LCD is not turned on after pressing the arrow button on the side of the panel.�
State of not feeding the power to the node or to the BMC in the node.�
�






A





Refer to “Troubleshooting ‘5.1 Determining FC Path Failures’ (TRBL 05-0000)”, determine the FC path system failure and perform the failure recovery.





SIMs of the both nodes are displayed.


For the display method of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Yes





No





3





Check if the failure SIMs of FC path is displayed.


Check whether KAQK36700-E to KAQK36705-E of SIM exist in both nodes or not.





Yes





Refer to ‘C.2.3.4 Determining the node failure when failover occurred’, determine the hardware failure or the software failure and perform the failure recovery.





No





Was SIM of KAQK36700-E to 36705-E displayed in either node?








(PSTR 02-0160)





1





(PSTR 02-0160)





Is SIM of KAQG70000-E displayed in either node?





1





(PSTR 02-0160)





Yes �(The all of four ports can be confirmed the ping reply)





No (There is a port that cannot be confirmed the ping reply)





Can the four ports of the both nodes be confirmed the Ping reply?








Refer to ‘C.2.3.2 Determination of management network failure’, and execute the failure restoration of the maintenance series network.





1





(PSTR 02-0160)





No


(There is a failure in the FC path)

















Was SIM of KAQK39527-E displayed before or after the SIM of KAQK36701-E?





After recovery of DP pool, request the system administrator to perform the following steps.�1. Perform failover and terminate the node of DP pool exhaustion.�2. Reboot the OS of the node of DP pool exhaustion.�3. Start the node, and perform failback.�4. Perform the same steps from 1to 3 to another node.





Request the system administrator to recover DP pool exhaustion.





Yes


(DP pool exhaustion)





Yes





Refer to ‘C.2.3.3 Determining the node failure when no failover occurs’, determine the hardware failure or the software failure and perform the failure recovery.





3





No





No





Yes





End





Yes





No





1





2





Search SIM displayed in �a single failure. Is the SIM or LCD of No. 1 to No. 8 in Table C.2.2.1-1 displayed? �Check SIM for both nodes.





Is the failure recovered?





Are all failures recovered?





(PSTR 02-0140)





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, and acquire the failure information. Once the failure information is acquired, contact the Technical Support Center.





The following SIMs are displayed in one of the both node?


KAQK39500-E


KAQK39505-E





Refer to “Troubleshooting ‘9.1.3 Recovery Procedure for Software Failure’ (TRBL 09-0040)”, and perform the failure recovery.





Yes





No





Execute the procedure described in “Troubleshooting ‘9.1.2 Confirmation of Recovery from Hardware Failure’ (TRBL 09-0010)”.





End











Start failure determination








Check the power feeding state of the nodes. 


Refer to the table on the right side for the confirmation of the power feeding status by checking the turning on or off of the LCD panel.





No





Refer to ‘C.2.3.1.2 Procedure for determining power supply failures in the single node configuration’, and perform the failure recovery of the power supply.





1





Is LCD panel on the node turned on (Is the power distributed)?





Yes





2





#�
LCD Display Status�
Power Feeding Status�
�
1�
LCD is turned on after pressing the arrow button on the side of the LCD panel.�
State of feeding the power to the node and to the BMC in the node.�
�
2�
LCD is not turned on even after pressing the arrow button on the side of the LCD panel.�
State of not feeding the power to the node and to the BMC in the node.�
�






Refer to ‘C.2.3.5 Determination of node failure in the single node configuration’, determine the hardware failure or the software failure and perform the failure recovery.





No





Yes





End





2





Is the failure recovered?





Are all failures recovered?





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, and acquire the failure information. Once the failure information is acquired, contact the Technical Support Center.





Execute the procedure described in “Troubleshooting ‘9.2.2 Confirmation of Recovery from Hardware Failure’ (TRBL 09-0650)”.





1





Yes





No





Start determining the power supply failure








Yes





Contact the Technical Support Center, and request the investigation.





Check the display status of the LED on the power unit. For the display status of the LED, refer to ‘A.2.2.1 Power source unit’.





No





Determination completed





No





Yes





Both are turned off, both light up in yellow, or one lights up in yellow and the other is turned off?





Do both LEDs light up in green?





Remove the cables connected to the heartbeat port and the maintenance port on the side of the node where the LCD is not turned on.











Refer to the failure recover procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and confirm the failure recovery.





Dual failure of power supply


Refer to “Troubleshooting ‘3.1 Maintenance Procedure at the Time of the Dual Failure of the Power Supply’ (TRBL 03-0000)”, and perform the failure recovery.











DCDC failure.


Refer to ‘D.1.9.1 Replacing the Motherboard (cluster configuration)’, and replace the motherboard. Execute the procedure from step (1) to (12).





Execute the procedure from step (3) described in the “Troubleshooting ‘3.1 Maintenance Procedure at the Time of the Dual Failure of the Power Supply’ (TRBL 03-0010)”.





Start determining the power supply failure








Yes





Contact the Technical Support Center, and request the investigation.





Check the display status of the power supply lamp on the power supply unit. For the display status of the LED, refer to ‘A.2.2.1 Power source unit’.





No





Determination completed





No





Yes





It is turned off, or it light up in yellow?





Does the LED light up in green?











Refer to the failure recover procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and confirm the failure recovery.





A power supply failure.


Request the system administrator to check the commercial power supply and if there is no problem, replace the power supply unit.


Refer to “Replacement ‘1.1.2 Replacing the Power Supply Unit (single node configuration) (2) Replacement procedure while the node is turned off’ (REP 01-0060)”, and perform the failure recovery.











A DCDC failure.


Refer to ‘D.1.9.2 Replacing the Motherboard (single node configuration)’, and replace the motherboard.











IP-SW





HiTrack





HFSM





node0

















hb0





mng0





BMC0





node1

















hb1





mng1





BMC1





Management Server


The system administrator executes the ping command.





Management port





BMC port





Determination start *1
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*1: When there is no ping command response to the BMC port on the both nodes, execute the clstatus command by connecting the maintenance PC to the maintenance port, and execute the failure determination from the node0 when the services are provided on both nodes, or from the node that is not provided the service when the service is provided only one node due to performing failover. �For the details of clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Connect the maintenance PC to the maintenance port, execute the hwstatus command to the node in which the failure occurs, and check the state of BMC.








Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’





No (A failure occurs on the BMC of the node which executed hwstatus command)





Yes





Can the status of BMC be confirmed as “ok”?
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(PSTR 02-0260)





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Connect the maintenance PC to the maintenance port, and check the SIM message of the BMC recovery on the node opposite to the one that the cable is replaced.





Replacing the BMC port cable


Replace the LAN cable connecting the BMC port from which no ping command response is returned and the management LAN IP-SW.





(PSTR 02-0260)





For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





No (A failure occurs on the BMC port)
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Remove the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the BMC port, and confirm whether the link of the port is up (whether LED lights up)





HiTrack





HFSM





hb0





mng0





BMC0





hb1





mng1





BMC1





Failure Assumption Diagram





: Failure location





Management LAN IP-SW





node 0





node 1





Yes (Failure of management LAN IP-SW)





No
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The link of the port is up?





1-2





(PSTR 02-0270)





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.





Could SIM (KAQK37509-I) of the BMC recovery be confirmed on the node opposite to the one that the cable is replaced?





Replacing the BMC port


Replace the BMC port on the node opposite to the one that SIM is confirmed. (*2)





Connect the maintenance PC to the maintenance port, execute the CLI command to the both nodes, and check if there is a SIM message that the other side resetting failed when recovering from forced failover. (*1)








[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.








Fill out the field under “A” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.
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A�
B�
�
�
�
�






*1:	For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.


*2:	For the CLI command for displaying SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Management LAN IP-SW replacement necessity decision table
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Yes (*1)





No

















Execute the reboot operation for the other side node of the node that could be confirmed the SIM message of when the other side resetting failed at the time of forced failover is recovering. (*2)








Was there any ping command response to the second BMC port?





No





Yes





*1:	The resetting at the time of recovering the heartbeat communication failed after the forced failover occurred by the restarting node on the side of failure BMC.  


*2:	Execute in the form of “nasreboot –force”. For the details, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”. 


*3:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.


*4:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For details of starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For details of executing failover/failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





Request the system administrator to set the “Node Status” of the restarted node to “UP”. (*4) 





Could the SIM message that the other side resetting failed when recovering from forced failover (KAQG72029-E) be checked?
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Request the system administrator to perform failover the resource group on the node with BMC port failure to the other node. (*4)





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*3)





Remove the end of the management LAN IP-SW of the LAN cable connected to the management port on the node with the BMC port failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.








Connect the LAN cable removed from the management LAN IP-SW in the previous procedure to the management port on the other node.











No





Yes





Determination completed (*A)





(PSTR 02-0280)





If failback is not executed yet, require the system administrator to execute failback. (*4) 





Is field under “A” filled out with a circle in the management LAN IP-SW replacement necessity decision table in “PSTR 02-0260”





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Yes
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Connect the maintenance PC to the maintenance port, and check the SIM message of BMC recovery on the node opposite the one that the cable is replaced. 





Remove the end of the BMC port of the LAN cable connecting the BMC port on the second node with the BMC port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the BMC port, and confirm whether the link of the port is up (whether LED lights up).





hb0





mng0





BMC0





hb1





mng1





BMC1





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





[If maintenance PC is not connected to maintenance port]


Connect the maintenance PC to the maintenance port, and execute the hwstatus command to the second node which has no ping command response, and check the status of BMC. (*1)





No





Yes





Can the status of BMC be confirmed as “ok”?
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*1:	Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.


*2:	Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





A failure occurs on the BMC of node where executed hwstatus





Could SIM (KAQK37509-I) of the BMC recovery be confirmed on the node opposite to the one that the cable is replaced?
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(PSTR 02-0300)





(PSTR 02-0290)





No





Replace the LAN cable connecting between the BMC port of the second node which has no ping command response and the management LAN IP-SW. (*2)





(PSTR 02-0290)





No
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[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the second node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.





Yes (Port failure of management LAN IP-SW)











1-4





The link of the port is up?





1-7





(PSTR 02-0300)





Replacing the BMC port


Replace the BMC port on the node opposite to the one that SIM is confirmed. (*1)





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the second node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.








Fill out the field under “A” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.








A�
B�
�
�
�
�






Management LAN IP-SW replacement necessity decision table





*1:	For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070).
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Remove the end of the management LAN IP-SW of the LAN cable connected to the management port on the node 1, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the node 0.





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*3)





Connect the LAN cable removed from the management LAN IP-SW in the previous procedure to the management port on the other node.





Yes

















Request the system administrator to perform failover the resource group on the node 1. If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. (*1)





Determination completed (*A)





If failback is not executed yet, request the system administrator to execute failback. (*2)





Is the field under “A” or field under “B” filled out with a circle in the management LAN IP-SW replacement necessity decision table in PSTR 02-0260 and PSTR 02-0290?





No





*1:	Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.


Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove) (MNTT 02-3020)”.


*3:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Determination start
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Connect the maintenance PC to the maintenance port, execute the CLI command for the both nodes, 


and check if there is a SIM message of when the other side reset failed at the time of forced failover is recovering. (*1)





Can the SIM message that the other side resetting failed when recovering from forced failover (KAQG72029-E) be checked?








Execute the reboot operation for the paired node of the node of which the SIM message that the other side resetting failed when recovering from forced failover is confirmed. (*2)








After executing the forced stopping of the resource group, request the system administrator to boot the resource group and restart the services. (*4)





Obtain the log file.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300) ”.





Contact the Technical Support Center for failures and request the information research.





*1:	For the CLI command for displaying the SIM messages, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.


*2:	Execute in the form of “nasreboot –force”. For the details, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.


*3:	The resetting at the time of recovering the heartbeat communication failed, after the occurrence of a forced failover by rebooting of node that opposite to the one where a failure occurred on the maintenance port. [srmd executable error] is displayed on the error status of a resource group.


*4:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. For details of starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For terminating a resource group, refer to “Maintenance Tool ‘3.3 The Operation Accompanying Forced Stop of the Resource group’ (MNTT 03-0060)”.





(PSTR 02-0320)





No





Yes (*3)
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Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





: Failover





: Failure location





Request the system administrator to set the “Node Status” of the restarted node to “UP”. (*4)











Yes (Failure of management LAN IP-SW)





Yes
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Replacing the LAN cable for the maintenance port


Replace the LAN cable connecting the management port where no ping command response and the management LAN IP-SW.








Determination completed (*A)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Connect the maintenance PC to the maintenance port, and check the SIM message of the maintenance port recovery on the node where the cable is replaced. 





Could SIM (KAQK37511-I) of the maintenance port recovery be confirmed on the node where the cable is replaced?
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If failover is not executed yet, request the system administrator to perform failover. Execute failover directed to the node where no failure occurred. (*1)





Insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).





The link of the port is up?





Management port replacement


Replace the management port of the node whose SIM is confirmed.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.
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If failback is not executed yet, request the system administrator for failback. (*1)





Directly connect the management ports of both of the nodes by the LAN cable in the same way as the heartbeat.





Management LAN IP-SW replacement


Replace the management LAN IP-SW.


Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove) (rgmove)’ (MNTT 02-3020)”.





No (Failure in management port)





No





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





No





Yes





Could you check the failover SIM message (KAQG70001-E) in the node that the maintenance port failure occurred?





Determination start





3-1





Connect the maintenance PC to the maintenance port, execute the CLI command to the both nodes, and check the failover SIM message.





For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Connect the maintenance PC to the maintenance port, execute the clstatus command for the both nodes, and check the cluster status.





Do the resource groups for the both node work on the other side node?











No





Yes





For the CLI command to check the cluster status, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040.)”





Request the system administrator to perform failover for the resource group of the failure node on other side node. (*1)





(PSTR 02-0340)
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Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





: Failover





: Failure location





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.
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Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.
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Replacing the BMC port cable


Replace the LAN cable connecting the BMC port and the management LAN IP-SW.





Connect the maintenance PC to the maintenance port, and check the SIM message of the BMC recovery on the node opposite to the one that the cable is replaced. 








No








Connect the maintenance PC to the maintenance port, and execute hwstatus command to node1 to check the status of BMC.


Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’





No (A failure occurs on the BMC of the node where executed hwstatus command.)





Yes





Can the status of BMC be confirmed as “ok”?
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Yes





(PSTR 02-0350)





For the details about CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Could SIM (KAQK37509-I) of the BMC recovery be confirmed on the node opposite to the one that the cable is replaced?
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(PSTR 02-0350)





(PSTR 02-0350)
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For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Execute BMC replacement for the node where the BMC port failure is determined. 


However, as failover is not executed, execute the procedure from (1) to (11).
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Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Replacing the LAN cable for the management port


Replace the LAN cable connecting the management port and the management LAN IP-SW.





Connect the maintenance PC to the maintenance port, and check the SIM message of the maintenance port recovery on the node where the cable is replaced. 








Yes
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Yes (Failure of management LAN IP-SW)











(PSTR 02-0360)





For the details about CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”











Could SIM (KAQK37511-I) of the maintenance port recovery be confirmed on the node where the cable is replaced? 








[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.





The link of the port is up?





Remove the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the BMC port, and confirm whether the link of the port is up (whether LED lights up)





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the BMC port on the node with the BMC port failure, and connect the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.











Fill out the field under “C” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.
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No








3-6





(PSTR 02-0370)





No








C�
D�
�
�
�
�






Management LAN IP-SW replacement necessity decision table
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3-3
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Yes (Port failure of management LAN IP-SW)








(PSTR 02-0370)





[LAN cable reconnection]


Unplug the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.








Link of the port is up?





Unplug the end of the management port of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether link of the port is up (whether LED lights up.)





[LAN cable reconnection]


Unplug the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.








Fill out the field under “D” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.





C�
D�
�
�
�
�






Management LAN IP-SW replacement necessity decision table








No (Failure exists in management port)





Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Replacing the management port


Replace the management port of the node where the SIM is confirmed.
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Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*2)





Connect the LAN cable removed from the management LAN IP-SW in the previous procedure to the management port on the other node.





Yes











*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.











Remove the end of the management LAN IP-SW of the LAN cable connected to the BMC port and the management port on the node with the management port failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.





Determination completed (*A)





If failback is not executed yet, request the system administrator to execute failback. (*1)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





No








Is the field under “C” or field under “D” filled out with a circle in the management LAN IP-SW replacement necessity decision table in PSTR 02-0350 and PSTR 02-0360?





Unplug the cables of the heartbeat port and the maintenance port connected to the node with the OS outage.





Determination start
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hb0





mng0





BMC0





hb1





mng1





BMC1





: Failover





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





Connect the maintenance PC to the maintenance port, execute the CLI command to the node where the OS is running, and check the SIM message of forced failover. For CLI command of the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Can the SIM message of forced failover (KAQG72026-E) be confirmed?





No





Yes





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Yes











Replacing the BMC port cable


Replace the LAN cable connecting the BMC port and the management LAN IP-SW.





No (A failure occurs on the BMC port)
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(PSTR 02-0400)





For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Could SIM (KAQK37509-I) of the BMC recovery be confirmed on the node opposite to the one that the cable is replaced?





(PSTR 02-0390)





Connect the maintenance PC to the maintenance port, and check the SIM message of the BMC recovery on the node opposite to the one that the cable is replaced.
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4-1





Yes (Port failure of management LAN IP-SW)








[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.





The link of the port is up?





Remove the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether link of the port is up (whether LED lights up).





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.








Unplug the end of the management LAN IP-SW of the LAN cable connected to the management port on the node with the BMC failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.





No





(PSTR 02-0400)





Connect the LAN cable unplugged from the management LAN IP-SW in the previous procedure to the management port on the other node.





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*1)


However, execute the procedure from (1-2)(a) to (1-3)(b). In addition, if the SIM message for forced failover (KAQG72026-E) is confirmed, do not connect the LAN cable to the management port of the node with the OS outage.





Confirm whether link is up or not in all ports to which the LAN cable is connected in the previous procedure.


However, it is not necessary to confirm the management port on the node with the OS outage.





*1:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.
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Yes (Failure identified)








If maintenance LAN IP-SW replacement is not executed or if SIM (KAQK37509-I) of the BMC recovery could not be confirmed on the node opposite to the one where the cable is replaced after the LAN cable replacement, execute the BMC replacement of the node where the BMC port failure was determined. (*1)


For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”. However, as the OS might not start in some cases, execute the procedure from (1) to (6).





Is the failure on the node with the OS outage identified?





Refer to ‘C.2.3.2.3 Failure determination flow in case of node outage’ and execute the failure determination.





Replace the identified failed part.


Refer to “Replacement (REP 00-0000)”. (*1)





If maintenance LAN IP-SW replacement is not executed or if SIM (KAQK37509-I) of the BMC recovery could not be confirmed on the node opposite to the one where the cable is replaced after the LAN cable replacement, execute the BMC replacement of the node where the BMC port failure was determined. (*2)


For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





No





(PSTR 02-0410)





4-7





(PSTR 02-0440)





*1:	If the heartbeat cable and the management port cable are removed, execute part replacement and confirmation after replacement with the cables removed. In addition, do not request the system administrator for failback.


*2:	If BMC replacement is already finished, proceed to the next procedure without executing this procedure.





No





Turn on the power to the node.


For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





Yes
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Contact the Technical Support Center for failures and request the information research.





Acquire the dump (*1) and collect the OS logs.


For acquiring information, refer to “Troubleshooting ‘6.1.1 Acquiring log files’ (TRBL 06-0000)”.





Has the OS been rebooted?





*1:	Acquire the dump only when an acquired dump file exists.
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(PSTR 02-0440)





Start up with the maintenance mode.


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





Could the log files be collected?








Contact the Technical Support Center for failures and request the information research.
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(PSTR 02-0420)





No








Could the log files be collected?





Yes





No
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(PSTR 02-0420)











Yes





Are the heartbeat cable and the maintenance port cable removed?
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Execute the forcelurelease command.


Refer to “Maintenance Tool ‘2.45 Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)’ (MNTT 02-2560)” and execute the procedure (4) and (5).





No











Log in to the normal mode via ssh from the maintenance PC. For the method of the logging, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.





Yes





Start up with the maintenance mode. 


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Execute at the side of normal node.
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(PSTR 02-0430)





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”. (*1)





*1:	To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.
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Determination completed (*A)











Replace the RAID controller.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”. (*1)





Is it the OS data failure?





No








Yes





Did the OS reboot with the procedure of (PSTR 02-0410)?





No








Execute the OS Disk recovery because it is the data failure of the OS.


For the details of OS Disk recovery, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500.)” (*1)

















Yes





*1:	If the heartbeat cable and the management port cable are removed, execute the procedure after connecting the cables.


*2:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.











[In case of BMC replacement]


Execute the procedure after starting up the OS because the OS does not startup at the time of replacing the BMC.


For the procedure after starting up the OS at the time of replacing the BMC, see the step (4) and later described in ‘D.1.20.1 Replacing the BMC (cluster configuration)’.





[In case the management LAN IP-SW is replaced]


If the procedure only from (1-2)(a) to (1-3)(b) is executed, as the management port on the node with the OS outage might not be connected, confirm that the link is up after the connection, and execute the procedure (1-3)(d) and later.


For the procedure (1-3)(d) and later of management LAN IP-SW replacement, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





If failback is not executed yet, require the system administrator to execute failback. (*2)











*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’





Yes





Are the cables for the maintenance port and the heartbeat port removed?





No
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Connect the maintenance PC to the maintenance port, execute the hwstatus command for the both nodes, and check that there is no failure except for the maintenance port and the heartbeat port. (*1)
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Is there any failure other than the maintenance port and the heartbeat port?





No








Yes





Refer to “Replacement (REP 00-0000)”, and execute the replacement of relevant hardware. Do not request the system administrator to perform failback.





Connect the maintenance PC to the maintenance port, execute the fpstatus command to the both nodes, and confirm that there is no failure on the FC path.





Refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280.)”





Is there any failure on the both FC paths for one side node?





No








Yes





Replace the Fibre Channel card.


Execute until the procedure (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.
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(PSTR 02-0450)





*1:	Because the [mng0] and [hb0] of [Network Interface] shows down, confirm the other status.





(PSTR 02-0450)
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Determination completed (*A)





Request the system administrator to perform failback if it is not performed (*1).
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Set the node whose OS is downed disabled to execute the dump collection. (*2)





Check if the node that had been reset was started. (*5)





After starting up the node that had been reset, set the node to execute the dump collection. (*6)





Request the system administrator to set the “Node Status” of the started node to “UP”. (*1)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Execute “dumpset –off” command.� For more details, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.


*3:	Execute it with the form of “nasshutdown –force”.� For more details, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.


*4:	For the details about power on the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.


*5:	For the details about starting confirmation of a node, refer to “SET UP ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.


*6:	Execute “dumpset –on” command.� For more details, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360.)”





Stop the node where removing the heartbeat cable and the maintenance port cable, and connect the heartbeat cable and the maintenance port cable. (*3)





Start up the node where the heartbeat cable and the maintenance port cable are reconnected. The node that is started up is reset from the other side node automatically. (*4)





[In case the BMC is replaced]


Execute the procedure after starting up the OS because the OS does not startup at the time of replacing the BMC.


For the procedure after starting up the OS at the time of replacing the BMC, see the step (4) and later described in ‘D.1.20.1 Replacing the BMC (cluster configuration)’.








[In case the management LAN IP-SW is replaced]


If the procedure only from (1-2)(a) to (1-3)(b) is executed, the management port on the node with the OS outage might not be connected, confirm that the link is up after the connection, and execute the procedure (1-3)(d) and later.


For the procedure (1-3)(d) and later of management LAN IP-SW replacement, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





Determination start
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Request the system administrator to execute the failover. Execute failover the resource group from the node which has a failure in the maintenance port to the node of no ping command response is returned to the BMC port. (*1)





No





Could you check the failover SIM message (KAQG70001-E) in the node that the maintenance port failure occurred?








Connect the maintenance PC to the maintenance port, execute the CLI command to the both nodes, and check the failover SIM message.





The CLI command for displaying the SIM message is “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





hb0





mng0





BMC0
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Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





: Failover





: Failure location





Yes











Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus) ’ (MNTT 02-0040)”.





(PSTR 02-0470)





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





Confirm the "Running node" of the both nodes. (Is the service of the node with the failure in the management port migrated to the other node?)
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Yes
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Connect the maintenance PC to the maintenance port, and check the SIM message of the maintenance port recovery on the node where the cable is replaced.





No








Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Replacing the LAN cable for the management port


Replace the LAN cable connecting the management port and the management LAN IP-SW.





(PSTR 02-0480)





The CLI command for displaying the SIM message is “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Could SIM (KAQK37511-I) of the maintenance port recovery be confirmed on the node where the cable is replaced?
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(PSTR 02-0490)





The link of the port is up?





No


(Failure in management port)
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[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Virtual IP is set?





Yes





Connect the maintenance PC to the maintenance port, execute the iflist command on the node with the management port failure, and confirm whether the virtual IP is set for the node with the management port or not. (*1)





Replacing the management port


Replace the management port (motherboard) of the node where the SIM is confirmed.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





No








[Switching LAN cable]


Connect the end of the  management LAN IP-SW of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW to the port 9 of the management LAN IP-SW. (*2)
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(PSTR 02-0490)





Remove the end of the management port of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).








[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.











Fill out the field under “E” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.











E�
F�
�
�
�
�






Management LAN IP-SW replacement necessity decision table
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*1:	Refer to “Maintenance Tool ‘2.4 Displaying the Network Status (iflist)’ (MNTT 02-0200)”.


*2:	For the location of a free port in the management LAN IP-SW, refer to ‘A.2.3 LAN Cable A.2.3.1 (1) Connecting the management system network’.





Yes (Port failure of management LAN IP-SW)








(PSTR 02-0490)











5-3





On the node of which the maintenance port failure has recovered, if the resource group that had been running on was not performed failback, request the system administrator to perform the failback. (*1)





Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.





Connect the maintenance PC to the maintenance port, execute the hwstatus command for the failed node, and check the status of BMC.





Connect the maintenance PC to the maintenance port, and check the SIM message of the BMC recovery on the node opposite to the one that the cable is replaced.





Replacing the BMC port cable


Replace the LAN cable connecting the BMC port and the management LAN IP-SW.





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.
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No (A failure occurs on the BMC of the node where the hwstatus command is executed)





Yes





Can the status of BMC be confirmed as “ok”?
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Request the system administrator to execute the failover. Execute failover of the resource group from the node of which existing a failure in the BMC port to the node that the maintenance port failure has recovered. (*1)





For the details about the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”





Could SIM (KAQK37509-I) of the BMC recovery be confirmed on the node opposite to the one that the cable is replaced?





No








(PSTR 02-0500)
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(PSTR 02-0510)





Yes





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





(PSTR 02-0500)





The link of the port is up?





No





5-4





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.
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(PSTR 02-0510)





Remove the end of the BMC port of the LAN cable connecting the BMC port on the node with the BMC port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the BMC port.





Fill out the field under “F” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.





E�
F�
�
�
�
�






Management LAN IP-SW replacement necessity decision table





Yes (Port failure of management LAN IP-SW)
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For the method of BMC replacement, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Execute BMC replacement for the node where the BMC port failure is determined. 


However, as failover is not executed, execute the procedure from (1) to (11).
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Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*2)





Connect the LAN cable removed from the management LAN IP-SW in the previous procedure to the management port on the other node.





Yes











*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.











Remove the end of the management LAN IP-SW of the LAN cable connected to the management port on the node with the management port failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the node with the BMC port failure.





Determination completed (*A)





If failback is not executed yet, request the system administrator to execute failback. (*1)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





No








I Is the field under “E” or field under “F” filled out with a circle in the management LAN IP-SW replacement necessity decision table in PSTR 02-0480 and PSTR 02-0500?





Determination start
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No





Yes (Failure identified)





Is the failure on the node with the OS outage identified?








Can the SIM message of forced failover (KAQG72026-E) be confirmed?





Remove the cables of the hard beat port and the maintenance port connected to the node with the OS outage.





Yes





No





Replace the relevant hardware.


Refer to “Replacement (REP 00-0000)” (*1).
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(PSTR 02-0550)





*1:	Execute part replacement and confirmation after replacement with the heartbeat cable and the management port cable removed. In addition, do not request the system administrator for failback.





(PSTR 02-0530)





node 0





node 1





Connect the maintenance PC to the maintenance port, execute the CLI command to the node where the OS is running, and check the SIM message of forced failover. For CLI command of the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.











Refer to ‘C.2.3.2.3 Failure determination flow in case of node outage’ and execute the failure determination.





Turn on power of the node with the OS outage.


For turning on the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





HiTrack
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Failure Assumption Diagram





Management LAN IP-SW





: Failover





: Failure location
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Yes





Yes





No





Replace the RAID Controller on the node with the OS failure. (*2)


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





No











Execute the OS Disk recovery because it is the data failure of the OS. (*2)


For the details of OS Disk recovery, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500)”.
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Has the OS been rebooted?





Are the cables for the maintenance port and the heartbeat port removed?





Execute the forcelurelease command.


Refer to “Maintenance Tool ‘2.45 Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)’ (MNTT 02-2560)” and execute the procedure (4) and (5).





Log in to the node via ssh from the maintenance PC. For the method of the logging, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.





(Running node)


Execute on the node with the management port failure.





6-2





(PSTR 02-0540)





Yes
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Start up with the maintenance mode. 


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





(PSTR 02-0550)





No











Is it the OS data failure?





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”. (*1)





*1:	To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required. 


*2:	If the heartbeat cable and the management port cable are removed, execute part replacement and confirmation after replacement with the cables removed. In addition, do not request the system administrator for failback.
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Collect dumps (*1) and OS logs.


For acquiring the information, refer to “Troubleshooting ‘6.1.1 Acquiring log files’ (TRBL 06-0000)”.





*1:	Acquire dump only when any dump files are acquired.


*2:	For the CLI command to confirm the cluster status, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Contact the Technical Support Center for failures and request the information research.
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(PSTR 02-0550)





Start up with the maintenance mode. 


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





Could the log files be collected?








Contact the Technical Support Center for failures and request the information research.
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(PSTR 02-0530)





No








Could the log files be collected?








Yes





No








Yes











Connect the maintenance PC to the maintenance port, execute the clstatus command on the failed node, and check the cluster status. (*2)
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Yes (Case where node recovery is completed without forced failover)











No (Case where node recovery is completed without forced failover)





Reboot the other node of the node where SIM message that the reset from the remote system in recovery by forced failover failed can be confirmed. (*3)
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ping command response to the relevant port?





[In case the LAN cable is not connected to the management port with the OS outage]


Reconnect the management port on the node where the OS outage failure occurred and the management LAN IP-SW. (*5)





[In case the heartbeat cable is not connected]


Directly connect the heartbeat.
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Request the system administrator to execute failover. Shift the resource group on the node with the management port failure to the node with the OS outage. (*1)





Replace the LAN cable connecting the management port on the node where the OS is running and the  management LAN IP-SW. (*4)








(PSTR 02-0560)











Connect the maintenance PC to the management port, execute the CLI command on the both nodes, and confirm the SIM message that the reset from the remote system in recovery by forced failover (KAQG72029-E) failed (*2).





If failback is not executed for the resource group of the node with the OS outage, request the system administrator to execute failback. (*1)





The SIM message that the reset from the remote system in recovery by forced failover failed (KAQG72029-E) could be confirmed?





Request the system administrator to set “Node Status” of the rebooted node to “UP”. (*1)





Request the system administrator to execute the ping command for the relevant port where the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW was replaced.





(PSTR 02-0560)





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For failover and failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	The CLI command for displaying the SIM message is “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”


*3:	Execute in the form of “nasreboot –force”. For the details, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.


*4:	Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.


*5:	For the location of the port to be connected, �refer to ‘A2.3 LAN cable’.
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Remove the end of the management port of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.








Remove the end of the management LAN IP-SW of the LAN cable connecting the management port on the node with the management port failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.





The link of the port is up?





Yes





No











[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Replacing the management port


Replace the management port (motherboard) of the node without a ping command response. (*2)
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Connect the LAN cable removed from the management LAN IP-SW in the previous procedure to the management port on the other node.





Replacing the management LAN IP-SW


Replace the management LAN IP-SW. (*3)





If failback is not executed for the resource group of the node with the failure, request the system administrator to execute failback. (*1)





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.


*3:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Determination completed (*A)





Determination start
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hb0





BMC0





hb1





mng1





BMC1





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





HiTrack





HFSM





node 0





node 1





*:	There are a case that the Failover does not occur and a case that the Failover has completed. Failover does not occur when a case that the maintenance port of the both nodes have failed at the same time.





: Failover *





*





No





Yes





Could you check the failover SIM message (KAQG70001-E) in the node that the maintenance port failure occurred?








Connect the maintenance PC to the maintenance port, execute the CLI command for the both nodes, and check the failover SIM message.





The CLI command for displaying the SIM message is “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
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(PSTR 02-0580)





For the details of Maintenance mode termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.





(PSTR 02-0590)





mng0





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Yes





Is there any response to the ping command for the maintenance port of the both nodes?
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Replacing LAN cable of the maintenance port on the side of node0


Replace the LAN cable that connects the maintenance port and the maintenance LAN IP-SW.





No








Replacing the LAN cable of the maintenance port on the side of node1


Replace the LAN cable that connects the maintenance port and the maintenance LAN IP-SW.








Request the system administrator to execute the ping command for the maintenance port of the both nodes.





Connect the maintenance PC to the maintenance port, execute the CLI command for the both nodes, and check the SIM message of sub-heartbeat recovery (KAQG72015-I). 


For the CLI command for the displaying SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Determination completed (*A)





Is there any response of the ping command to the maintenance port of either node0 or node1?





Yes





Request the system administrator to perform failover. (Migrate the resource group from which no ping command response is returned to the node where ping command response is returned.) (*1)
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(PSTR 02-0600)





7-4





(PSTR 02-0610)





No








*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Yes





Is there any response of the ping command to the maintenance port of the both nodes?
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No








Request the system administrator to execute the ping command to the maintenance port of the both nodes.





Connect the maintenance PC to the maintenance port, execute the CLI command to the both nodes, and check the SIM message of sub-heartbeat recovery (KAQG72015-I). 


For the CLI command for the displaying SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Determination completed (*A)





Is there any response of the ping command to the maintenance port of either node0 or node1?








Yes





Request the system administrator to execute the failback.


(Migrate the resource group from which no ping command response is returned to the node which ping command response is returned.) (*1)
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(PSTR 02-0600)





7-4





(PSTR 02-0610)





No








Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Connect the maintenance PC to the maintenance port, execute the clstatus command to the both nodes, and check the clstatus command.





Request the system administrator to execute the failback. (*1)





Is there any response of the ping command to the maintenance port where the resource group is running?





Yes











No








Replacing the LAN cable of the maintenance port on the side of node1:


Replace the LAN cable that connecting the maintenance port and the maintenance LAN IP-SW.








*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





For the CLI command to check the cluster status, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Replacing the LAN cable of the maintenance port on the side of node0:


Replace the LAN cable that connecting the maintenance port and the maintenance LAN IP-SW.





The link of the port is up?
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Remove the end of the management port of the LAN cable connecting the management port on the node which is not recovered from the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether link of the port is up (whether LED lights up).





Management port replacement


Replace the management port (motherboard) of the node which is not recovered from the management port failure.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node which is not recovered from the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Determination completed (*A)





Connect the LAN cable unplugged from the management LAN IP-SW in the previous procedure to the management port on the other node.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





Yes (Port failure of management LAN IP-SW)








[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node which is not recovered from the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.








Remove the end of the management LAN IP-SW of the LAN cable connected to the management port on the node which is not recovered from the management port failure, and remove the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*2)





If failback is not executed for the resource group, request the system administrator to execute failback. (*1)





No (Failure of management port)
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Remove the end of the management port of the LAN cable connecting the management port on the node 0 and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up). (*1)
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Remove the end of the management port of the LAN cable connecting the management port on the node 1 and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).








If the link is up on the management port of the node 1, fill out the field under “H” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.








(PSTR 02-0620)





If link is up on the management port of the node 0, fill out the field under “G” with a circle in the management LAN IP-SW replacement necessity decision table on upper right.





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node 0, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Proceed to the Flow of Management Network Failure Determination (10),  Management LAN IP-SW.


Refer to ‘C.2.3.2.2 Flow of management network failure determination (10)Failure in the management IP-SW’.





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node 1, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.

















*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





G�
H�
�
�
�
�






Management LAN IP-SW replacement necessity decision table





Determination completed (*A)





Yes





No








(PSTR 02-0650)





Yes





No








Are both of the fields under “G” and “H” filled out with circles in the management LAN IP-SW replacement necessity decision table on upper right?





Is either of the fields under “G” or “H” filled out with circles in the management LAN IP-SW replacement necessity decision table on upper right?





*1	Refer to the maintenance manual of the target model for how to verify link-up by the LED status.





Is the resource group running on one node?
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Confirm whether the resource group is running on one node. (*1)





Management port replacement


Replace the management port (motherboard) of the node 0.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Connect the maintenance PC to the maintenance port, execute the iflist command on the node 0, and confirm whether the virtual IP is set for the node with the management port or not. (*2)





*1:	Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.


*2:	Refer to “Maintenance Tool ‘2.4 Displaying the Network Status (iflist)’ (MNTT 02-0200)”.


*3:	Refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”, and execute the procedure from (1) to (4).


*4:	Refer to “Installation ‘2.1.2.2 Terminating the OS of the node by operating the power button’ (INST 02-0080)”.





Yes 








Shift the resource group on the node 0 to the node 1 under the system administrator's permission. (*3)





No
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(PSTR 02-0670)





Virtual IP is set?





Push the power supply buttons of the both nodes for power-off. (*4)





Management port replacement


Replace the management port (motherboard) of the node 0.


However, as failback cannot be executed, execute the procedure until (e).


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





(PSTR 02-0630)





(PSTR 02-0640)





Yes 








No








7-6





If failback is not executed for the resource group running on the node 0, request the system administrator to execute failback. (*1)





Management port replacement


Replace the management port (motherboard) of the node 1.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





If failback is not executed for the resource group running on the node 1, request the system administrator to execute failback. (*1)





Determination completed (*A)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





Request the system administrator to execute failback. Shift the resource group on the node 1 to the node 0 (*1)
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Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Confirm the status of the node 0 and confirm that the status of the node is UP. If the status of the node is not UP, request the system administrator to set the status to UP. (*1)





Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Determination completed (*A)





If failback is not executed yet, request the system administrator to execute failback. (*1)





Connect the maintenance PC to the management port, execute the CLI command on the both nodes, and confirm the SIM message of the remote heartbeat recovery (KAQG72015-I).


For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





After the status of the node is UP, wait 10 minutes and confirm that the resource group of the node 1 is started on the node 0.





Management port replacement


Replace the management port of the node where the resource group is not started.
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Confirm whether the resource group on the node with the management port failure is shifted to the node with the management LAN IP-SW failure.





If failback is not executed for the resource group running on the node with the management LAN IP-SW failure, request the system administrator to execute failback. (*1)





*1: 	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to ‘A.2.3 LAN cable A.2.3.1 (1) Connecting the management system network’.





Yes 








No
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[Switching LAN cable]


Connect the end of the management LAN IP-SW of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW to the port 9 of the management LAN IP-SW. (*2)





Management port replacement


Replace the management port of the node with the management port failure.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





(PSTR 02-0660)





Request the system administrator to execute failover. Shift the resource group on the node with the management port failure to the node with the management LAN IP-SW. (*1)





If the resource group of the node with the management LAN IP-SW failure is running on the node with the management port failure, request the system administrator to execute failback. (*1)











Is the resource group on the node with the management port failure shifted to the node with the management LAN IP-SW failure?
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Request the system administrator to execute failover. Shift the resource group on the node with management LAN IP-SW to the node which is recovered from the management port failure. (*1)





Connect the LAN cable removed from the management LAN IP-SW in the previous procedure and connect the LAN cable to the management port on the other node.





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*2)





Determination completed (*A)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	If the system administrator cannot execute the operation, a maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	For the location of a free port in the management LAN IP-SW, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





Remove the end of the management LAN IP-SW of the LAN cable connected to the management port on the node with the management port failure, and unplug the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node which is recovered from the management port failure.





If failback is not executed yet, require the system administrator to execute failback. (*1)





Management port replacement


Replace the management port (motherboard) of the node where the resource group is not started.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





If failover is not executed yet, request the system administrator to execute failover.


Shift the resource group on the node 1 to the node 0. (*1) (*2)





Management port replacement


Replace the management port (motherboard) of the node 1.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”. (*2)





Determination completed (*A)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	If the management port on the node 1 is already replaced, read the node 1 as the node 0, and the node 0 as the node 1.


*3:	If the management port (motherboard) on the node 0 is replaced in the previous procedure, read the node 1 as the node 0.





If failback is not executed for the resource group running on the node 0, request the system administrator to execute failback.


(*1) (*2)





If failback is not executed for the resource group running on the node 1, request the system administrator to execute failback. (*1) (*3)
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Determination start
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Yes (Failure identified)





Replace the identified hardware.


Refer to “Replacement (REP 00-0000)” (*1).
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(PSTR 02-0710)





*1: Execute part replacement and confirmation after replacement with the heartbeat cable and the management port cable removed. In addition, do not request the system administrator for failback.





(PSTR 02-0690)





HiTrack





HFSM





hb0





mng0





BMC0





hb1





mng1





BMC1





:Failover





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





node 0





node 1





Can the SIM message of forced failover (KAQG72026-E) be confirmed?








Connect the maintenance PC to the maintenance port, execute the CLI command to the node where the OS is running, and check the SIM message of forced failover. For CLI command of the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist) (syseventlist)’ (MNTT 02-0360)”.





Remove the cables of the heartbeat port and the maintenance port connected to the node with the OS outage.





Yes








No














Refer to ‘C.2.3.2.3 Failure determination flow in case of node outage’ and execute the failure determination.





Is the failure on the node with the OS outage identified?











Turn on power of the node with the OS outage.


For turning on the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





No
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Yes





Yes





No





Replace the RAID Controller on the node with the OS failure. (*2)


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





No











Execute the OS Disk recovery because it is the data failure of the OS. (*2)


For the details of OS Disk recovery, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500)”.
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Has the OS been rebooted?





Are the cables for the maintenance port and the heartbeat port removed?





Execute the forcelurelease command.


Refer to “Maintenance Tool ‘2.45 Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)’ (MNTT 02-2560)” and execute the procedure (4) and (5).





Log in to the node via ssh from the maintenance PC. For the method of the logging, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.





(Running node)


Execute on the node with the management port failure.
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(PSTR 02-0700)





Yes
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Start up with the maintenance mode. 


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





(PSTR 02-0710)





No











Is it the OS data failure?





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”. (*1)





*1:	To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.


*2:	If the heartbeat cable and the management port cable are removed, execute the procedure after connecting the cables.
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Collect dumps (*1) and OS logs.


For acquiring the log, refer to “Troubleshooting ‘6.1.1 Acquiring log files’ (TRBL 06-0000)”.





*1:	Acquire dump only when any dump files are acquired.


*2:	For the CLI command to confirm the cluster status, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Contact the Technical Support Center for failures and request the information research.
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(PSTR 02-0710)





Start up with the maintenance mode. 


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





Could the log files be collected?








Contact the Technical Support Center for failures and request the information research.
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(PSTR 02-0690)





No








Could the log files be collected?








Yes





No








Yes











Connect the maintenance PC to the maintenance port, execute the clstatus command on the failed node, and check the cluster status. (*2)
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Yes (Case where node recovery is completed without forced failover)











No (Case where node recovery is completed without forced failover)








Reboot the other node of the node where SIM message that the reset from the remote system in recovery by forced failover failed. (*3)
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ping command response to the relevant port?





[In case the LAN cable is not connected to the management port with the OS outage]


Reconnect the management port on the node where the OS outage failure occurred and the management LAN IP-SW. (*5)





[In case the heartbeat is connected]


Directly connect heartbeat.
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Request the system administrator to execute failover. Shift the resource group on the node with the management port failure to the node with the OS outage. (*1)





Replace the LAN cable connecting the management port on the node where the OS is running and the management LAN IP-SW. (*4)











(PSTR 02-0720)











Connect the maintenance PC to the maintenance port, execute the CLI command on the both nodes, and confirm the SIM message that the reset from the remote system in recovery by forced failover (KAQG72029-E) failed (*2).





If failback is not executed for the resource group of the node with the OS outage, request the system administrator to execute failback. (*1)








The SIM message that the reset from the remote system in recovery by forced failover failed (KAQG72029-E) could be confirmed?








Request the system administrator to set “Node Status” of the rebooted node to “UP”. (*1)





Request the system administrator to execute the ping command for the relevant port where the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW was replaced.








*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For failover and failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”


*3:	Execute in the form of “nasreboot –force”. For the details, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.


*4:	Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.


*5:	For the location of the port to be connected, refer to ‘A.2.3 LAN cable’.





(PSTR 02-0720)
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Remove the end of the management port of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).





[LAN cable reconnection]


Unplug the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was unplugged in the previous procedure, to the management port.











Unplug the end of the management LAN IP-SW of the LAN cable connecting the management port on the node with the management port failure, and unplug the end of the management port of the LAN cable connected to the management LAN IP-SW on the other node.





The link of the port is up?





Yes





No














[LAN cable reconnection]


Unplug the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was unplugged in the previous procedure, to the management port.





Replacing the management port


Replace the management port (motherboard) of the node with no ping command response.(*2)
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Connect the LAN cable unplugged from the management LAN IP-SW in the previous procedure to the management port on the other node.





Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*3)





If failback is not executed for the resource group on the node with the failure yet, request the system administrator to execute failback. (*1)





*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.


*3:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Determination completed (*A)





No





Yes (Failures on the both nodes can be determined)





Determination start





Are message codes displayed in the LCDs of the both nodes?
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Is a message code displayed in the LCD of one side node only?





9-5





No


(Displayed in �neither node)





HiTrack





HFSM





hb0





mng0





BMC0





hb1





mng1





BMC1





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





node 0





node 1





(PSTR 02-0740)





(PSTR 02-0760)





(PSTR 02-0780)





Yes (A failure on the one side node can be determined)








No





Replace the hardware according to the message code (*1) displayed on the node0 LCD.





Turn on the power to node0.





Yes








Collect the OS logs and acquire the dump (*2).
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The cause of the OS down of node0 is unknown, but continues the recovery operation because there is another failure.





Has the OS been rebooted?
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Replace the relevant hardware unit.


Refer to “Replacement (REP 00-0000)”.





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





*1:	If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in the right side table.


*2:	Acquire the dump only when it exists.�For acquiring the log, refer to Troubleshooting “6.1.1 Acquiring log files” (TRBL 06-0000).�For acquiring the dump, refer to Troubleshooting “6.2.1 Collecting dump files” (TRBL 06-0010).





Message Code Displayed on LCD


#�
Message code�
Failed part�
�
1�
E122D / E2010 / E2011 / E2012 / E2013 / E201E / E2021 / E2023 / E2110 / E2111 / E2113�
Memory�
�
2�
E1229 / E122A / E122C / E1414 / E1418 / E141C / E141F / E1420 / E1422 / E1717 / E2020�
CPU�
�
3�
E1210�
Motherboard�
�
4�
E1114 / E1116�
Temperature abnormality�
�
5�
E1810 / E1812�
Two embedded HDDs�
�






(PSTR 02-0750)





No





Replace the hardware according to the message code (*1) displayed on the node1 LCD.





Turn on the power to node1.





Yes








Collect the OS logs and acquire the dump (*2).
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Has the OS been rebooted?





Replace the relevant hardware unit.


Refer to “Replacement (REP 00-0000)”.





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





Contact the Technical Support Center for failures and request the information research.





Determination completed (*A)





*1:	If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in the right side table.


*2:	Acquire the dump only when it exists. �For acquiring the log, refer to Troubleshooting “6.1.1 Acquiring log files” (TRBL 06-0000).�For acquiring the dump, refer to Troubleshooting “6.2.1 Collecting dump files” (TRBL 06-0010).





Message Code Displayed on LCD


#�
Message code�
Failed part�
�
1�
E122D / E2010 / E2011 / E2012 / E2013 / E201E / E2021 / E2023 / E2110 / E2111 / E2113�
Memory�
�
2�
E1229 / E122A / E122C / E1414 / E1418 / E141C / E141F / E1420 / E1422 / E1717 / E2020�
CPU�
�
3�
E1210�
Motherboard�
�
4�
E1114 / E1116�
Temperature abnormality�
�
5�
E1810 / E1812�
Two embedded HDDs�
�






Start up with the maintenance mode.


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.











Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





No





Execute the hardware replacement for the node where a message code (*1) is displayed on the LCD.





Terminate the node where a message code is displayed on the LCD.


If the power indicator of the node is lit, press and hold the power button for a while to terminate the node.





Turn on the power to the node where a message code is displayed on the LCD.





Yes








Collect the OS logs and acquire the dump (*2).
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The cause of the OS down of node0 is unknown, but continues the recovery operation because there is another failure.





Has the OS been rebooted?
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Replace the relevant hardware unit.


Refer to “Replacement (REP 00-0000)”.





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





A case when a message code is displayed in the LCD of one node only





*1:	If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in the right side table.


*2:	Acquire the dump only when it exists.�For acquiring the log, refer to Troubleshooting “6.1.1 Acquiring log files” (TRBL 06-0000). �For acquiring the dump, refer to Troubleshooting “6.2.1 Collecting dump files” (TRBL 06-0010).





Message Code Displayed on LCD


#�
Message code�
Failed part�
�
1�
E122D / E2010 / E2011 / E2012 / E2013 / E201E / E2021 / E2023 / E2110 / E2111 / E2113�
Memory�
�
2�
E1229 / E122A / E122C / E1414 / E1418 / E141C / E141F / E1420 / E1422 / E1717 / E2020�
CPU�
�
3�
E1210�
Motherboard�
�
4�
E1114 / E1116�
Temperature abnormality�
�
5�
E1810 / E1812�
Two embedded HDDs�
�






Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





(PSTR 02-0770)





No





Terminate the node where no message code is displayed on the LCD.


If the power indicator of the node lights up, press and hold the power button for a while to terminate the node.





Turn on the power to the node where no message code is displayed on the LCD.





Yes








Collect the OS logs and acquire the dump (*1).
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Has the OS been rebooted?





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





*1:	Acquire the dump only when it exists.�For acquiring the log, refer to Troubleshooting “6.1.1 Acquiring log files” (TRBL 06-0000).�For acquiring the dump, refer to Troubleshooting “6.2.1 Collecting dump files” (TRBL 06-0010).





Contact the Technical Support Center for failures and request the information research.





Determination completed (*A)





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Start up with the maintenance mode.


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.











*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





No





Terminate node1.


If the power indicator of node1 lights up, press and hold the power button for a while to terminate node1.





Turn on the power to node1.





Yes








Collect the OS logs and acquire the dump (*1).





9-5





Has the OS been rebooted?





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





*1:	Acquire the dump only when it exists. �For acquiring the log, refer to Troubleshooting “6.1.1 Acquiring log files” (TRBL 06-0000). �For acquiring the dump, refer to Troubleshooting “6.2.1 Collecting dump files” (TRBL 06-0010).





Contact the Technical Support Center for failures and request the information research.





Determination completed (*A)





Yes





Terminate node0.


If the power indicator of node0 lights up, press and hold the power button for a while to terminate node0.





Turn on the power to node0.





No








Collect the OS logs and acquire the dump (*1).





Has the OS been rebooted?





For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





The cause of the OS down of node is unknown, but continues the recovery operation because there is another failure.





A case when message codes are not displayed in the LCDs of the both nodes

















Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Start up with the maintenance mode.


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Determination start





A failure has occurred in the management IP-SW.


Prepare the replacement parts of the management IP-SW.





Determination completed (*A)





*1:	Remove the LAN cable connecting between the management port on the node 0 and the management LAN IP-SW from the management LAN IP-SW, and then connect to the management port on the node 1.


*2:	Before executing the procedure (1-3) (c) that is described in the “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”, the other side node of the node where the SIM message of forced failover is confirmed is reset. After confirming the startup of the other side node, execute the procedure (1-3) (c) and later.





Connect the maintenance PC to the maintenance port, execute the CLI command for the both nodes, and check if there is the SIM message of forced Failover.


Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Can be checked the SIM message of forced failover (KAQG72026-E)?





Yes





Is there any failure on the both FC paths of one side node?





No








Refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280.)”





Replace the Fibre Channel card.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”. 











Yes





No














HiTrack





HFSM





hb0





mng0





BMC0





hb1





mng1





BMC1





: Failure location





Failure Assumption Diagram





Management LAN IP-SW





node 0





node 1





Connect the maintenance PC to the maintenance port, execute the fpstatus command for the both nodes, and check that there is no failure on the FC path.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Directly connect the management ports on both of the nodes by the LAN cable as the heartbeat cable. (*1)





Replace the management IP-SW.


Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”. (*2)


Maintenance personnel should perform the rest of the operations after notified about the completion of the replacement.








Directly connect the management ports on both of the nodes by the LAN cable as the heartbeat cable. (*1)





Replace the management IP-SW.


Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”. (*2)


Maintenance personnel should perform the rest of the operations after notified about the completion of the replacement.








Determination start
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Was there a ping command response to the relevant port?





Replacing the LAN cable for the management port


Replace the LAN cable connecting the management port and the management LAN IP-SW.


Refer to “Replacement ‘1.5.1 Replacing the LAN Cable (cluster configuration) (1) Replacing a LAN cable while the node is in operation’ (REP 01-0210)”.





Request the system administrator to execute the ping command to the port for which you replaced parts.





Remove the end of the management port of the LAN cable connecting the management port on the node with the management port failure and the management LAN IP-SW, insert the LAN cable directly from the maintenance PC to the management port, and confirm whether the link of the port is up (whether LED lights up).





Remove the cables of the heartbeat port and the maintenance port that are connected to the node of failed OS.





(PSTR 02-0810)





Yes





No
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(PSTR 02-0810)





node 0





node 1
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Management LAN IP-SW





:Failover
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(





Failure Assumption Diagram





Note:	Order of failure occurrence (1 to 3) is shown in figure





[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Directly connect the management ports on both of the nodes by the LAN cable as the heartbeat cable.





The link of the port is up?





No














[LAN cable reconnection]


Remove the LAN cable of the maintenance PC connected to the management port on the node with the management port failure, and connect the end of the management port of the LAN cable connecting the management port and the management LAN IP-SW, which was removed in the previous procedure, to the management port.





Replacing the management port


Replace the management port (motherboard) of the node without a ping command response. (*3)











Management LAN IP-SW replacement


Replace the management LAN IP-SW. (*1)


However, execute the procedure from (1-2)(a) to �(1-3)(b). In addition, if the SIM message for forced failover (KAQG72026-E) is confirmed, do not connect the LAN cable to the management port of the node with the OS outage.





Confirm whether the link is up or not in all ports to which the LAN cable is connected in the previous procedure.


However, it is not necessary to confirm the management port on the node with the OS outage.





Request the system administrator to start the resource group. (*2)





*1:	Refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.


*2:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission. Refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.


 *3:	“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.
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Yes (Port failure of management LAN IP-SW)








(PSTR 02-0820)





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Yes





Refer to ‘C.2.3.2.3 Failure determination flow in case of node outage’, and execute the failure determination.





Terminate the node.


If the power lamp of the node lights up, press and hold the power button for a while to terminate the target node.





Turn on the power to the node.


For procedures to turn on the power to the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





No








Contact the Technical Support Center for failures and request the information research.





Acquire the dump (*1) and collect the OS logs.


For acquiring information, refer to “Troubleshooting ‘6.1.1 Acquiring log files’ (TRBL 06-0000)”.





Has the OS been rebooted?





*1:	Execute part replacement and confirmation after replacement with the heartbeat cable and the management port cable removed.


In addition, do not request the system administrator for failback.





(PSTR 02-0840)





Start up with the maintenance mode.


For more details, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300.)”





Could the log files be collected?








Contact the Technical Support Center for failures and request the information research.





(PSTR 02-0830)





No








Could the log files be collected?





Yes





No








(PSTR 02-0830)











Yes
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11-2





11-5





11-4





Is the failure on the node with the OS outage identified?








No








Yes (Failure identified)








Replace the identified failed part.


Refer to “Replacement (REP 00-0000)”. (*1)





(PSTR 02-0840)





Are the heartbeat cable and the maintenance port cable removed?
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Determination completed (*A)





Execute the forcelurelease command. (*5)





Replace the RAID controller.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”. (*1)





Is the result of isolating the failure by the oslogget command the OS data failure?











No








Yes





Did the OS reboot with the procedure of (PSTR 02-0820)?








No








Log in to the normal node via ssh from the maintenance PC. (*4)





Yes





Start up with the maintenance mode. (*2)





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure. (*3)(*6)





Execute on the running node.





Recover the OS Disk because it is a failure of the OS data.


For the details of OS Disk recovery, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500)” (*1).
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Yes











No











[In case the management LAN IP-SW is already replaced]


If the procedures only from (1-2)(a) to (1-3)(b) are executed, as the management port on the node with the OS outage might not be connected, confirm that the link is up after the connection, and execute the procedure (1-3)(d) and later.


For the procedure (1-3)(d) and later of management LAN IP-SW replacement, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





*1:	Execute the procedure after connecting the heartbeat cable and the management port cable.


*2:	Refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.


*3:	Refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332).


*4:	For the method of the logging, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.


*5:	Refer to “Maintenance Tool ‘2.45 Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)’ (MNTT 02-2560)” and execute the procedure (4) and (5).


*6:	To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.





Refer to ‘B.3.1 Displaying the Hardware Status (hwstatus.)’





Yes





Are the cables for the maintenance port and the heartbeat port removed?








No
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Connect the maintenance PC to the maintenance port, execute the hwstatus command for the both nodes, and check that there is no failure except the maintenance port and the heartbeat port. (*1)
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Is there any failure other than the maintenance port and the heartbeat port?








No








Yes





Refer to “Replacement (REP 00-0000)”, and execute the replacement of relevant hardware. Do not request the system administrator to perform failback.





Connect the maintenance PC to the maintenance port, execute the fpstatus command to the both nodes, and confirm that there is no failure on the FC path.





Refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280.)”





Is there any failure on the both FC paths for one side node?








No








Yes





Replace the Fibre Channel card.


Execute until the procedure (e) described in the “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.











*1:	Because the [mng0] and [hb0] of [Network Interface] shows down, confirm the other status.
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(PSTR 02-0850)





(PSTR 02-0850)





Execute it with the form of “nasshutdown –force”.� For more details, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.





Execute “dumpset –off” command.� For more details, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.





For the details about power on the node, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





For the details about starting confirmation of a node, refer to “SET UP ‘1.3 Startup Confirmation of the OS by using KVM (In the cluster configuration)’ (SETUP 01-0010)”.





Execute “dumpset –off” command.� For more details, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.





Determination completed (*A)





Stop the node where removing the heartbeat cable and the maintenance port cable, and connect the heartbeat cable and the maintenance port cable.





Start up the node where the heartbeat cable and the maintenance port cable are reconnected. The node that is started up is reset from the other side node automatically.





Request the system administrator to perform failback if it is not performed (*1).











Set the node whose OS is downed disabled to execute the dump collection.





Check if the node that had been reset was started.





After starting up the node that had been reset, set the node to execute the dump collection.





Request the system administrator to set the “Node Status” of the started node to “UP”. (*1)
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*1:	If the system administrator cannot execute the operation, maintenance personnel executes it under the system administrator’s permission.�For starting a node, refer to “Maintenance Tool ‘2.50 Node Start Up (ndstart)’ (MNTT 02-2760)”.�For failback, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.





Message Code Displayed on LCD


#�
Message code�
Failed part�
�
1�
E122D / E2010 / E2011 / E2012 / E2013 / E201E / E2021 / E2023 / E2110 / E2111 / E2113�
Memory�
�
2�
E1229 / E122A / E122C / E1414 / E1418 / E141C / E141F / E1420 / E1422 / E1717 / E2020�
CPU�
�
3�
E1210�
Motherboard�
�
4�
E1114 / E1116�
Temperature abnormality�
�
5�
E1810 / E1812�
Two embedded HDDs�
�






No





Yes (a message code can be confirmed on the LCD)





Has the system diagnostic program been executed?





Is a message code (*1) displayed on the LCD of the OS-down node?





Check the hardware by using the system diagnostic program CD (*2).


(It will take approximately three hours.)





Has a failure been reported in the hardware check?





Remove the media of the system diagnostic program from the DVD drive.





Yes





Yes (a failure can be determined)





No





No





Write down the part to be replaced that is detected a failure at the LCD.





Remove the media of the system diagnostic program from the DVD drive.





Write down the part in which a failure has been detected in the hardware check.


Refer to “Replacement (REP 00-0000)”. (*3)
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Determination start





1-1





Determination completed (by continuing the maintenance)


(A case that a failure could be identified)





Remove the media of the system diagnostic program from the DVD drive.





Press and hold the power supply button of the node of which the system diagnosis program is executed to terminate the node forcibly.





Determination completed (by continuing the maintenance) (A case that a failure could not be identified)





Determination completed (by continuing the maintenance) (A case that a failure could be identified)





Replace DVD drive. If it does not restore, replace the motherboard.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070.)” (*3)





*1:	If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in the right side table.


*2:	For the detailed of the system diagnostic program, refer to “DellTM  PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor. Select Custom Test for an option, and then select all the devices.


*3: 	If the heartbeat cable or the management port cable is removed, go on to the procedures of the parts replacement and the confirmation after the replacement. In this case, do not request the system administrator to perform failback.





Start specifying failed part





No





Determination completed





Yes





End





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, and collect the failure information.


Once the failure information is acquired, send the failure information to the Technical Support Center, and request the investigation.











Is the one of following SIMs displayed?


KAQG72012-W, KAQG81003-W, KAQK31500-E, KAQK32500-E, KAQK37506-E, KAQK39504-E











Is the message code displayed on the LCD (*)?


Refer to Table C.2.3.3-1�for the message code.











Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the part.





No





No





Yes





Yes





Refer to the messages of “Troubleshooting ‘Chapter 8 Messages’ (TRBL 08-0000)”, and replace the parts.





1





1











*:	For the details of the message code displayed on LCD, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.





Is the one of following SIM displayed?


KAQK39500-E


KAQK39505-E








(A failure part is determined)





(A software failure occurs)








(A failure cause is determined)





Start specification of failed part





Yes





No





Can the maintenance PC access the node in which the failure occurred (*)?





Determination completed





The local SIM is displayed.


For the display method of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





1





Is the following SIM displayed in either place?


KAQK39500-E


Detail=06 00 00 00 or Detail=06 00 01 00 or Detail=06 00 02 00








Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, and collect the failure information.


Once the failure information is acquired, send the failure information to the Technical Support Center, and request the investigation.





Inform the system administrator that it is not a hardware failure.





No





Yes





(PSTR 02-0920)





A





(PSTR 02-0900)





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, and collect the failure information.


Once the failure information is acquired, send the failure information to the Technical Support Center, and request the investigation.





Refer to “Troubleshooting ‘9.1.5 Software Recovery by Installing the OS Initially’ (TRBL 09-0600)”, and install the OS newly.





End





Is the following SIM displayed in either place?


KAQK39500-E


Detail=00 02 00 02





Yes (Failed to mount the file system to store the dump)





No





*:	The node in which a failure occurred indicates the node on the opposite side where SIM of KAQG70000-E is checked.





Refer to the messages of ‘C.3 Messages’, and replace the parts.





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





End





A





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”, acquire the log file, and send it to the developer.





Is the following SIM displayed?


KAQK39504-E





Is the following SIM displayed?


KAQK37503-E





Is the following SIM displayed?


KAQK32500-E


Is the status of two or more FANs “Failed” by the hwstatus command (*)?





Yes





No





Yes





Yes





No





No





*:	For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.





(A FAN failure occurs)





(NIC port is linked down)





(A temperature failure occurs)





X





(PSTR 02-0910)





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





End





X





Determination completed





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)” and acquire the Dump file. Send the acquired Dump file to the Technical Support Center and request the investigation.





Is the following SIM displayed in either place?


KAQK39526-I





No





Yes





(The blocked file system is released)





Request the system administrator to perform failback.





Although the file system is blocked, it is succeeded to release the blocked state at the place where performed failover. Therefore, request the system administrator to check the name of the file system that is succeeded the release of blocked state by em_alert, and confirm that I/O can be executed for the file system.





Yes





(A software failure occurs)





Is the following SIM displayed in either place?


KAQK39500-E


KAQK39601EE





No





End





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Replace a parts in reference to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”.





End





1





Prepare for executing the system diagnosis program (*2).





Before executing the system diagnosis program, check the Boot sequence setting of BIOS. Refer to ‘C.2.3.4.1 Boot sequence setting of BIOS’, and check the setting contents of BIOS.





After turning on the power, insert the media of the system diagnosis program into the DVD drive within 40 seconds.





B





2





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node.





Are the message codes �from No 1 to No. 5 in �Table C.2.3.4-1 displayed on LCD (*1)?





Yes





No





(PSTR 02-0930)





*1:	If the LCD displayed in amber light, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor, and check the message code starting from the letter “E” as shown in Table C.2.3.4-1.


*2:	Execution of the system diagnosis program takes about three hours. Therefore, get the permission from the system administrator in advance to execute this program. �For the detailed information of the system diagnosis program, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





(The message code can be confirmed on the LCD)





B





Does the access lump of the DVD drive light up?





Yes





No





C





Is the System Diagnosis Program Execution Start Window as shown in Figure C.2.3.4-2 displayed?





Yes





No





2





2





The execution of the system diagnosis program takes about three hours. When the system diagnosis program is completed, the window as in Figure C.2.3.4-3 is displayed.





Was the failed part found? (*)





Yes





No





3





A failure may have occurred in the media of the system diagnosis program. Contact the Technical Support Center, and obtain the media of the new system diagnosis program.





Remove the media of the system diagnosis program from the DVD drive.





Remove the media from the DVD drive, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”, and replace the DVD drive.





Contact the Technical Support Center and obtain the replacement part.





When you obtain the part, refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the part.





(PSTR 02-0920)





(PSTR 02-0920)





(PSTR 02-0940)





(PSTR 02-0940)





Refer to the failure recover procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Remove the media of the system diagnosis program from the DVD drive.





*:	For how to find the failed part by the system diagnosis program, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.�Select “Custom Test” as an option, and execute it by selecting all the devices.





(DVD drive is out of order)





(A failure can be determined.)





C





End (*A)





Refer to “Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”, and replace the RAID controller.





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





Did the OS reboot?





Yes





No





Remove the media of the system diagnosis program from the DVD drive.





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Start up with the maintenance mode. (*B)


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





No








Yes





Recover the OS Disk because it is a failure of the OS data.


For the details of OS Disk recovery, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500)”.











4





D





(PSTR 02-0950)





3





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node.





Is it the OS data failure?





To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.


For the details of Maintenance mode termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”.


Terminate the maintenance mode.(*B)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.


*B:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





Send the acquired log files to the Technical Support Center and request the investigation.





Start up with the maintenance mode. (*C)


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”. Terminate the maintenance mode. (*B)(*C)





Could the Log files be collected?








Contact the Technical Support Center for failures and request the information research.





No








Could the Log files be collected?








Yes





No








Yes











Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





D





End (*A)





4





(PSTR 02-0940)





*A:	After completing determination, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’.


*B:	For the details of Maintenance mode termination, refer to “SETUP ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.


*C:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode.�For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





System Time	XX:XX:XX


System Date	YYYY/MM/DD





Memory Setting	<ENTER>


Processor Setting	<ENTER>





SATA Setting	<ENTER>





Boot Setting	<ENTER>





Integrated Devices	<ENTER>


PCI IRQ Assignment	<ENTER>





Serial Communication	<ENTER>


Embedded Server Management	<ENTER>





Power Management	<ENTER>





Dell Inc.(www.dell.com) – PowerEdge R710


BIOS Version X.X.X





Service Tag : XXXXXXX





Asset Tag : 





Boot Mode	BIOS


Boot Sequence	<ENTER>


Boot Sequence Retry	Disable





√1.SATA Optical drive


√2.Hard drive C:(Integrated RAID PERC 6/5 Integrate)


√3.Embedded NIC IMBA v5.0.5 Slot 0100





System Time	XX:XX:XX


System Date	YYYY/MM/DD





Memory Setting	<ENTER>


Processor Setting	<ENTER>





SATA Setting	<ENTER>





Boot Setting	<ENTER>





Integrated Devices	<ENTER>


PCI IRQ Assignment	<ENTER>





Serial Communication	<ENTER>


Embedded Server Management	<ENTER>





Power Management	<ENTER>





Dell Inc.(www.dell.com) – PowerEdge R710


BIOS Version X.X.X





Service Tag : XXXXXXX





Asset Tag : 





Save changes and exit


Discard changes and exit


Return to Setup





Save changes and exit


Discard changes and exit


Return to Setup





Save changes and exit


Discard changes and exit


Return to Setup





Start specification of failed part





Is there any response by the ping command for the BMC port?





No





Yes





1





(PSTR 02-1030)





Is OS running?





Can the ssh login be done from the maintenance port?





Can the ssh login be done from the maintenance port?





Ask the system administrator if I/O is available.





3





(PSTR 02-1060)





7





(PSTR 02-1030)





A failure on the LAN cable or the maintenance port. If it cannot be restored after replacing the LAN cable, replace the mother board.





7





(PSTR 02-1030)





A failure of the LAN cable or the BMC. If it cannot be restored after replacing the LAN cable, replace the BMC.





7





(PSTR 02-1030)





Replace the BMC and the mother board because it is a failure of the BMC and the maintenance port.





3





(PSTR 02-1060)





No





Yes





Yes





No





No





No





Yes �(A prompt is returned)





Yes �(I/O is available)





Are the message codes �from No 1 to No. 5 in Table C.2.3.5-2 displayed on the LCD (*1)? 





2





(PSTR 02-1040)





No





Yes





1





Can the status be confirmed with hwstatus command described in Table C.2.3.5-2?





Is the LCD displayed �as described in �Table C.2.3.5-2?





End





Refer to the failure recovery procedure in “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Refer to the messages of ‘C.3 Messages’, and replace the parts.





7











End





Refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the part.





Refer to the failure recover procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





No





No





Yes





Yes





(A failure cause is determined)





(A failure cause is determined)





(A failure part is determined)





*1:	For the CLI command for displaying SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





End





Determination completed





Refer to “Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)” and acquire the Dump file. Send the acquired Dump file to the Technical Support Center and request the investigation.





Is the following SIM displayed?


KAQK39526-I





Yes





No





(The blocked file system is released)





Although the file system is blocked, it is succeeded to release the blocked state after rebooting of a node. Therefore, request the system administrator to check the name of the file system that succeeded the release of blocked state by em_alert, and confirm that I/O can be executed for the file system.





Yes





(A software failure occurs)








Is the one of following SIMs displayed?


KAQK39500-E


KAQK39601-E





No





End





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





2





Replace a parts in reference to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”.





End





3





3-1





Are the message codes �from No 1 to No. 4 in �Table C.2.3.5-3 displayed on the LCD (*1)?





Yes





No





(PSTR 02-1070)





*1:	Execution of the system diagnosis program takes about three hours. Therefore, get the permission from the system administrator in advance to execute this program. �For the detailed information of the system diagnosis program, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.





(The message code can be confirmed on the LCD)





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Is the dump collection executed after confirming to the system administrator?





End





Does the node starts?





Refer to the failure recovery procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Execute the dump collection manually, and check if the node is started or not. For more detailed information, refer to “Installation ‘2.1.3.2 OS reboot of a node by NMI issue operation (single node configuration only)’ (INST 02-140)”.





No





No





Yes











Prepare for executing the system diagnosis program (*1).





3-1





Before executing the system diagnosis program, check the Boot sequence setting of BIOS. Refer to ‘C.2.3.4.1 Boot sequence setting of BIOS’, and check the setting contents of BIOS. (*1)





4





5





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





(PSTR 02-1080)





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





*1:	Execute the BIOS window checking from the virtual console by connecting the maintenance PC to the BMC directly. For the detailed information, refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)”.


*2:	Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node. (*2)





4





Does the access lump of the DVD drive light up?





Yes





No





6





Is the System Diagnosis Program Execution Start Window as shown in Figure C.2.3.4-2 displayed?





Yes





No





5





5





The execution of the system diagnosis program takes about three hours. When the system diagnosis program is completed, the window as in Figure C.2.3.4-3 is displayed.





Was the failed part found? (*)





Yes





No





A failure may have occurred in the media of the system diagnosis program. Contact the Technical Support Center, and obtain the media of the new system diagnosis program.





Remove the media of the system diagnosis program from the DVD drive.





Remove the media from the DVD drive, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”, and replace the DVD drive.





Contact the Technical Support Center and obtain the replacement part.





When you obtain the part, refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the part.





(PSTR 02-1070)





(PSTR 02-1070)





(PSTR 02-1090)





Refer to the failure recover procedure of “Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”, and recover the failure.





Remove the media of the system diagnosis program from the DVD drive.





*:	For how to find the failed part with the system diagnosis program, refer to the manual provided by the hardware vendor: “DellTM PowerEdgeTM R710 Systems Hardware Owner's Manual” when the PowerEdge R710 is used, and check the message code starting from the letter “E” as shown in the table in Table C.2.3.5-3. If the current using model is unknown, check the product name by the label attached on the device.





(DVD drive is out of order)





(A failure can be determined)





After turning on the power, insert the media of the system diagnosis program into the DVD drive within 40 seconds.





End





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





6





End (*D)





Refer to “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)”, and replace the RAID controller. (*B)





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





Did the OS reboot?





Yes





No





Remove the media of the system diagnosis program from the DVD drive.





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node.





Start up with the maintenance mode. (*A)


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





No








Yes





Because it is data failure of the OS, execute the whole data restoration.


Execute the newly installation of OS with the RAID reconfiguration, and then request the system administrator to restore the data. (*B)


For the details of newly installation, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)” (*C)





9





8





(PSTR 02-1100)





*B:	All data within the node will be initialized.


*C:	In the configuration where the data port is used, connect the management port to the current using SW that is used with the data port. After completing the installation, input the IP address of the data port instead of inputting management IP address.


*D:	After the completion, return to the ‘C.2.2.2 Failure determination procedure in the single node configuration’.





To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.


For the details of Maintenance mode termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.





Get the dump file when there is dump file.


For the details of obtaining dump file, refer to “Troubleshooting ‘6.2.1 Collecting dump files’ (TRBL 06-0010)”.








Is it the OS data failure?





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”.


Terminate the maintenance mode. (*A)





*A:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





For the details of collecting log file, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.


For the details of obtaining dump file, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”.





Contact the Technical Support Center for failures and request the information research.





Start up with the maintenance mode. (*D)


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Get the dump file when there are log file and dump file. (*B)(*C)(*D)





Could the Log files be collected?








Contact the Technical Support Center for failures and request the information research.





No








Could the Log files be collected?








Yes





No








Yes











Get the dump file when there are log file and dump file.





8





End (*A)





9





(PSTR 02-1090)





*A: After the completion, return to the ‘C.2.2.2 Failure determination procedure in the single node configuration’.


*B: For the details of collecting log file, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.


For the details of obtaining dump file, refer to “Maintenance Tool ‘2.21.3 Confirm the existence of unconverted dump file (dumpcheck)’ (MNTT 02-1461)”.


*C: For the details of Maintenance mode termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.


*D: In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.





OS boot failure found





Yes


(a message code can be confirmed on the LCD.)





No





Check if LCD (*1) displays the message code of


#1 to #5 in the Table C.2.3.4-1 in the case of cluster configuration 


or  #1 to #4 in the Table C.2.3.5-2 in the case of single node configuration.





Are the message codes displayed on LCD?





*1:	Execution of the system diagnosis program takes about three hours. Therefore, get the permission from the system administrator in advance to execute this program.�For the detailed information of the system diagnosis program, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.





End





Replace a parts in reference to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”.





Continue remained procedure that you perform before the OS boot failure.





B





(PSTR 02-1120)





Prepare for executing the system diagnosis program. (*1)





Push “F2” key and check if BIOS Boot sequence setting is collect.


Refer to ‘C.2.3.4.1 Boot sequence setting of BIOS’ and perform from step (5).





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node.





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





After turning on the power, insert the media of the system diagnosis program into the DVD drive within 40 seconds.





2











Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Yes





No





Does the access lump of the DVD drive light up?





Remove the media from the DVD drive, refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”, and replace the DVD drive.





C





(PSTR 02-1130)





B





2





(PSTR 02-1110)





Yes





No





Is the System Diagnosis Program Execution Start Window as shown in Figure C.2.3.4-2 displayed?





A failure may have occurred in the media of the system diagnosis program. Contact the Technical Support Center, and obtain the media of the new system diagnosis program.





The execution of the system diagnosis program takes about three hours. When the system diagnosis program is completed, the window as in Figure C.2.3.4-3 is displayed.





Remove the media of the system diagnosis program from the DVD drive.





2





(PSTR 02-1110)





Was the failed part found? (*)





No





End





Remove the media of the system diagnosis program from the DVD drive.





Contact the Technical Support Center and obtain the replacement part.





When you obtain the part, refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”, and replace the part.





Continue remained procedure that you perform before the OS boot failure.





Yes (A failure can be determined.)





(DVD drive is out of order)





*:	For the detailed information of the system diagnosis program, refer to “DellTM PowerEdgeTM R710 Systems Hardware Owner’s Manual” provided by the hardware vendor.�If the current using model is unknown, check the product name by the label attached on the device.





Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





C





End





Refer to “Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”, and replace the RAID controller.





Turn on the power of the node.


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)” for turning on the power of the node.





Did the OS reboot?





Yes





No





Remove the media of the system diagnosis program from the DVD drive.





Terminate the node.


If the power indicator of the node lights up, press the power button a little longer and terminate the target node.





Start up with the maintenance mode. (*A) 


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





No








Yes





Recover the OS Disk because it is a failure of the data.


In the case of cluster configuration, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore) 2.8.2 (2) Recovery of the OS Disk’ (MNTT 02-0500)”.


In the case of single node configuration, perform newly installation with RAID re-configuration (*C), and then ask the system administrator to recover the OS parameter and the all data.


For the details of newly installation, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)” (*D)
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*C:	All data within the node will be initialized.


*D:	In the configuration where the data port is used, connect the management port to the current using SW that is used with the data port. After completing the installation, input the IP address of the data port instead of inputting management IP address.





Continue remained procedure that you perform before the OS boot failure.





*A:	In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. And, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.


*B:	To determine whether the RAID controller failure or the OS data failure, run the oslogget command. Therefore, sending the log file to the Technical Support Center is not required.





Is it the OS data failure?





Run the oslogget command on the OS failure node, and isolate either the RAID controller failure or the OS data failure.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget) (3) When running the oslogget command on the maintenance mode to isolate the failure’ (MNTT02-1332)”. (*B)


Terminate the maintenance mode. (*D)





Contact the Technical Support Center for failures and request the information research.





Start up with the maintenance mode. 


For more information, refer to “Set Up ‘6.3.2 Starting maintenance mode’ (SETUP 06-0060)”.





Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





Could the Log files be collected?








Contact the Technical Support Center for failures and request the information research.





No








Could the Log files be collected?








Yes





No








Yes











Collect the log files.


For more details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.





D





End
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Continue remained procedure that you perform before the OS boot failure.
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Virtual disk drive D: (32767 KB, 512 bytes/sector, 1024 root entries)

DRMK Uersion 8.00
COMMAND .COM Build 37 - Jul 28, 2008
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Searching for RAM drive
Uolume in drive D is RAMdisk 8.0
Loading smart

Ci\smartdry a- b- ¢ D- /q 512
Copying diagnostic to RAM drive D:

Copying DISKZ modules to RAM drive D:

Customer Diagnostic Menu Uer 1.6 ——

Options:
1 Mpmemory diagnostic (Supports comsole-redirection in output log only).
2 Ddgui graphics-based diagnostic (No console-redirection support).
3 Loop mpmemory and diagnostic in batch mode.
xxx Please install all removable media if selecting option 3.
4 Quit
Enter option or letter: (default = 3, timeout in 18 secs)




