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Chapter 3
New Installation
3.1
Procedure before New Installation
Before the new installation, check whether the node configuration is the single or the cluster.
For the confirmation of the node configuration, refer to “B.4 Setting value when the OS is installed”.
Before starting new installation, it is necessary to confirm the BMC setting in the both cluster configuration and the single node configuration.
Refer to “B.2.5 BMC Setting Procedure” for the BMC setting for confirming the virtual disk setting of the internal drive.
Table 3.1-1 shows the new installation procedures for the first time and for recovery from a failure.
NOTE:
The BMC setting is required to newly install Hitachi Data Ingestor.
Execute the BMC setting with reference to “B.2.5 BMC Setting Procedure”.

Table 3.1-1  New Installation Procedures
	#
	Procedures
	Cluster configuration
	Single node configuration

	
	
	For new installation

	For recovery from a failure
	For new installation

	For recovery from a failure

	1
	“B.2.5 BMC Setting Procedure”
	Y
	N (*1)
	Y
	N (*1)

	2
	“B.2.6 RAID Controller Setting”
	Y (*2)
	Y (*2)
	(
	(

	3
	Stop the cluster (*3)
	N
	Y
	N
	N

	4
	Set Up “3.2 The node Status Confirmation before Installation” (SETUP 03-0010)
	Y
	Y
	Y
	Y

	5
	Set Up “3.3 Installing OS (New)” (SETUP 03-0020)
	Y
	Y
	Y
	Y

	6
	Set Up “3.4 Installing to other node” (SETUP 03-0080)
	Y
	Y
	(
	(

	7
	Set Up “5.1 Setting/Confirmation after New Installation” (SETUP 05-0000)
	Y
	Y
	Y
	Y


Y:
The procedure needs to be executed.
N:
The procedure does not need to be executed.
-:
The single node configuration is not necessary.
*1:
The BMC setting is required when the motherboard is recovered from failures.
*2:
Perform this operation when the OS version is 2.1.1-XX or earlier.
*3: 
Perform this operation when the OS version is 3.2.3-04 or earlier.

Execute the clstatus command (“Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040,)”) to check the cluster status. If the cluster status is not “INACTIVE,” notify the system administrator that the service will be stopped, and then stop the cluster by executing the clstop command (“Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720.)”)
3.2
The node Status Confirmation before Installation
It is necessary to terminate the node before executing installation.
Check that the power indicator of the node is turned off.
If the power indicator of the node lights up, terminate the node by pressing the power button a little longer.
For the position of the power indicator, refer to “Installation ‘2.1 Procedure for Turning on and off the Power’ (INST 02-0000)”.
When the node termination is completed, confirm that the OS is terminated on the login prompt window. Refer to “B.1.2 Startup Confirmation of the OS by Using KVM” for the method of this checking.
After confirming that the OS is terminated on the login prompt window, proceed to Set Up “3.3 Installing OS (New)” (SETUP 03-0020).
3.3
Installing OS (New)
“Hitachi Data Ingestor” have different procedures for OS installation.
Check the media name indicated in the installation media.
In addition, OS installation procedures differ depending on the node configuration. Refer to “B.4 Setting value when the OS installation” for how to check whether it is the single node configuration or the cluster configuration.
If it is the cluster configuration, refer to Set Up “3.3.1 New OS installation in the cluster configuration” (SETUP 03-0021), and if it is the single node configuration, refer to Set Up “3.3.2 New OS installation in the single node configuration” (SETUP 03-0051).
3.3.1
New OS installation in the cluster configuration
(1)
Confirm the BOOT priority order.
Refer to “B.2.3 BOOT Priority Order” for the confirmation method.
During this procedure of the BOOT Priority Order, set the installation media to the DVD drive of the node before exiting the BIOS setup menu.
(2)
After a while, the installation mode selection window is displayed as in Figure 3.3.1-1.
Enter “1” and press [Enter] key.
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Figure 3.3.1-1  Installation Mode Selection window
NOTE:(
If the installation mode selection window in Figure 3.3.1-1 is not displayed even after some time passes and “No boot device available” or “Operating System not found” is displayed, the BIOS boot sequence setting may not be correct. Reboot the node by pressing [Ctrl]+[Alt]+[Delete] keys, and then execute from “B.2.3 BOOT Priority Order (3)” again to check and correct the BIOS settings. In the case Remote console is used, hold down “Alt” key and press “L” key to reboot the node. The Remote console has the restriction on the operation of the [Alt] key. In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
If there is no error in the BIOS settings, reboot the node.
See the following for the execution procedures.
After that, check whether the DVD drive access lamp blinks at the time of starting the node.
If it does not blink, remove the media from the DVD drive, and then replace the DVD drive with referring to “Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”.
If the DVD drive access lamp blinks, but the installation mode selection window in Figure 3.3.1-1 is not displayed, there may be a failure in the media. Contact the Technical Support Center and obtain new installation media.
(
In the installation mode selection window in Figure 3.3.1-1, if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key .KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key. Shutdown of the node is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key.
(3)
Item inputting window as shown in Figure 3.3.1-2 is displayed.
Enter “2” and press [Enter] Key.
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Figure 3.3.1-2  Item Inputting window 1
(4)
Different contents will be displayed depending on the installed OS version.
If the installed OS version is earlier than 3.1.0-XX, refer to (4-1).
If the installed OS version is 3.1.0-XX or later, refer to Set Up “3.3.1 (4-2) When the installed OS version is 3.1.0-XX or later” (SETUP 03-0031).
(4-1)
When the installed OS version is earlier than 3.1.0-XX
The private maintenance port IP address input window is displayed as in Figure 3.3.1-3.
Enter the private maintenance port IPv4 address of the node to be installed.
If the disk array subsystem is AMS2000 series, MSS, set the IPv4 address of the same network segment of AMS2000 series, MSS maintenance port to the IP address of private maintenance port. If the disk array subsystem is USP V, USP VM, or VSP, set the IPv4 address of the private maintenance port as follows.
Enter the following IPv4 addresses normally.
Node0: 10.0.0.51
Node1: 10.0.0.52
When the customer needs to set another network segment for using the above-mentioned network segment, any of the following segments must be set.

“192.168.0.XXX”,”192.168.233.XXX”,”172.23.211.XXX”,”10.197.181.XXX”

In “XXX”, enter “51” for node 0, and enter “52” for node 1.
When other values are used, select sequential numbers between 50 and 253.
When executing the installation for the failure recovery, check the label attached on the node, and enters the written IPv4 address.
 SHAPE  \* MERGEFORMAT 



Figure 3.3.1-3  Private Maintenance port IP Address Input window
NOTE:(
The subnet mask of the Private Maintenance port is fixed to “255.255.255.0”.
(
In the Private Maintenance port IP address input window in Figure 3.3.1-3, if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key. KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key. Shutdown of the node is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key .
(4-2)
When the installed OS version is 3.1.0-XX or later

The private maintenance port IPv4 address input window is displayed as in Figure 3.3.1-4.
Enter the private maintenance port IPv4 address of the node to be installed.
If the disk array subsystem is AMS2000 series, MSS, or HUS100 series, set the IPv4 address of the same network segment of the maintenance port for AMS2000 series, MSS, or HUS100 series to the IP address of the private maintenance port. If the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00 or HUS VM, set the IPv4 address of the private maintenance port as follows.
Enter the following IPv4 addresses normally.
Node0: 10.0.0.51
Node1: 10.0.0.52
When the customer needs to set another network segment for using the above-mentioned network segment, any of the following segments must be set.
“192.168.0.XXX”,”192.168.233.XXX”,”172.23.211.XXX”,”10.197.181.XXX”
In “XXX”, enter “51” for node 0, and enter “52” for node 1.
When other values are used, select sequential numbers between 50 and 253.
After entering the private maintenance port IPv4 address, the private maintenance port IPv6 address input window is displayed as in Figure 3.3.1-5.
Unless specifically instructed, press [Enter] key without entering anything.
If entry of an IPv6 address is instructed, enter the instructed IPv6 address.
However, the IPv6 address of the Private Maintenance port is fixed until [fe80::1:], and therefore enter the last octet part only. The range of values which can be entered is from 0000 to 00ff.
When executing the installation for the failure recovery, check the label attached on the node, and enters the written IP address.
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Figure 3.3.1-4 Private Maintenance port IPv4 Address Input window
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Figure 3.3.1-5 Private Maintenance port IPv6 Address Input window
NOTE:(
The subnet mask of the Private Maintenance port IPv4 Address is fixed to “255.255.255.0”.
(
The prefix length of the Private Maintenance port IPv6 address is fixed to “64”.
(
In Private Maintenance port IPv4 address input window (Figure 3.3.1-4) or Private Maintenance port IPv6 address input window (Figure 3.3.1-5), if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key. KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key. Shutdown of the node is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key .
(5)
Different contents will be displayed depending on the installed OS version.
If the installed OS version is earlier than 3.1.0-XX, refer to (5-1).
If the installed OS version is 3.1.0-XX or later, refer to Set Up “3.3.1 (5-2) When the installed OS version is 3.1.0-XX or later” (SETUP 03-0041).
(5-1)
When the installed OS version is earlier than 3.1.0-XX
The installation confirmation window is displayed as in Figure 3.3.1-6.
When the node is in cluster configuration, [Installation model:] is displayed as [Cluster].
Check the following display contents.
(
Type of installation
(
node configuration
(
Whether to execute the RAID reconfiguration
(
IP address of the private maintenance port
Refer to the “B.4 Setting value when installing the OS” and check if there is any error in the displayed contents.
It returns to step (2).
If there is no error, enter “y” and press [Enter] key.
It proceeds to step (6).
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Figure 3.3.1-6  Installation Confirmation window
(5-2)
When the installed OS version is 3.1.0-XX or later
The installation confirmation window is displayed as in Figure 3.3.1-7.
When the node is in cluster configuration, [Installation model:] is displayed as [Cluster].
Check the following display contents.
(
Type of installation
(
node configuration
(
Execution of RAID reconfiguration (check that “Format disk” is “Yes”)
(
IPv4 address of the private maintenance port
(
IPv6 address of the private maintenance port (This is a blank space if IPv6 address is not input.)
Depending on the version to be installed, “Initial install (delete all data on the disk)” is displayed at the end of the KAQG61005-Q message.
If there is any error found, enter “n” and press [Enter] key.
It returns to step (2).
If there is no error found, enter “y” and press [Enter] key.
It proceeds to step (6).
The display contents differ by the version to be installed.
If the OS version to be installed is 3.1.1-XX or earlier, it is displayed as the format of “XX-XX-XX-XX-XX.”
If the OS version to be installed is 3.2.0-XX or later, it is displayed as the format of “X.X.X-XX.”

[image: image7]
Figure 3.3.1-7 Installation Confirmation window
*1:
The part of “XXXXXXXXXXXXXXXXX” differs the output contents by the configuration.
It shows as “Hitachi Data Ingestor”.
(6)
The installation progress window is displayed as in Figure 3.3.1-8.
When the installation is completed, [Completed] is displayed in the Status.
When the installation failed, an error message is displayed.
In that case, refer to Set Up “Chapter 6 Troubleshooting at the Time of OS Installation Failure” (SETUP 06-0000).
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Figure 3.3.1-8  Installation Progress window
NOTE:
The installation normally takes about 15 minutes after the progress is displayed.

(7)
When the installation is terminated normally, the Installation Termination Window is displayed as in Figure 3.3.1-9. Remove the installation media according to the message, and then press [Enter] key.
Reboot is executed.
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Figure 3.3.1-9  Installation Termination window
During the OS startup, the LILO Boot Menu window in Figure 3.3.1-10 may be displayed on the console window, and the OS startup process may be aborted.

If this happens, press [Enter] key to resume the OS startup process.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 3.3.1-10  LILO Boot Menu window
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
(8)
After completing the rebooting, check that the login prompt is displayed on the console window.
If it is displayed, the installation is completed.
Also, switch to the login window by pressing [Ctrl] +[F2] key as the setting window shown in Figure 3.3.1-11 is displayed after completing the installation of the version 4.1.1-XX or later.

[image: image11]
Figure 3.3.1-11  Console Window after Rebooting
NOTE:(
Normally, it takes approximately 6 minutes to display the login prompt on the console window after executing step (7.)
(
If the login prompt is not displayed on the console window even after 30 minutes passed after step (7) is executed, collect the OS log by following the procedures below, and send it to the Technical Support Center.
1. Turn off the power to the node by refer to “Installation ‘2.1.2.3 Terminating the OS 
forcibly by using the power button’ (INST 02-0090)”.
2. Start the node in the maintenance mode by refer to Set Up “6.3 Maintenance Mode” 
(SETUP 06-0050).
3. Acquire the log file by refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ 
(MNTT 02-1300)”.
3.3.2
New OS installation in the single node configuration

[image: image12]
Figure 3.3.2-1  Overview Flow of New Installation Procedure
(1)
In the configuration connected to the disk array subsystem, disconnect the node side FC cable which connects the node with the disk array subsystem/FC-SW.
For the location of the FC cable to disconnect, refer to “A.2.2.2 Port arrangement and port names.”
When the OS version is 3.2.3-XX or earlier and in the configuration connected to the disk array subsystem, disconnect the node side end of the FC cable which connects the node and the disk array subsystem/FC-SW.
(2)
Confirm the BOOT priority order.
Refer to “B.2.3 BOOT Priority Order” for the confirmation method.
During this procedure of the BOOT Priority Order, set the installation media to the DVD drive of the node before exiting the BIOS setup menu.
(3)
After a while, the installation mode selection window is displayed as in Figure 3.3.2-2.
Enter “1” and press [Enter] key.
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Figure 3.3.2-2  Installation Mode Selection window
NOTE:(
If the installation mode selection window in Figure 3.3.2-2 is not displayed even after some time passes and “No boot device available” or “Operating System not found” is displayed, the BIOS boot sequence setting may not be correct. Reboot the node by pressing [Ctrl]+[Alt]+[Delete] keys, and then execute from “B.2.3 BOOT Priority Order (3)” again to check and correct the BIOS settings. In the case Remote console is used, hold down “Alt” key and press “L” key to reboot the node. The Remote console has the restriction on the operation of the [Alt] key. In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
If there is no error in the BIOS settings, reboot the node.
See the following for the execution procedures.
After that, check whether the DVD drive access lamp blinks at the time of starting the node.
If it does not blink, remove the media from the DVD drive, and then replace the DVD drive with referring to “Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”.
If the DVD drive access lamp blinks, but the installation mode selection window in Figure 3.3.2-2 is not displayed, there may be a failure in the media. Contact the Technical Support Center and obtain new installation media.

(
In the installation mode selection window in Figure 3.3.2-2, if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key .KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key. Shutdown of the node is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key.
(4)
Configuration selecting window as shown in Figure 3.3.2-3 is displayed.
Enter “1” and press [Enter] key.
If figure 3.3-2-4 is displayed, proceed to step (5).
If figure 3.3-2-6 is displayed, proceed to step (7).
If figure 3.3-2-7 is displayed, proceed to step (8).
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Figure 3.3.2-3  Configuration Selecting window
(5)
The user data location selecting window as shown in Figure 3.3.2-4 is displayed.
Select the user data storing location with reference to “B.4 Setting value when the OS installation”.
 SHAPE  \* MERGEFORMAT 



Figure 3.3.2-4  User Data Location Selecting window
(6)
Confirm whether separate RAID groups for the OS data and the user data with reference to “B.4 Setting value when the OS installation.”
If you want to separate RAID groups for the OS data and the user data, enter “y,” and if not, enter “n.”
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Figure 3.3.2-5  User Data RAID Group Location Selecting window
(7)
The user data delete window is displayed.

When the user data is not stored on the OS LU, the window will not be displayed.

If [1. Internal disk] was selected in step (5,) the next procedure will automatically be step (8,) and if [2.External disk] was selected, it will automatically be step (9.)

When the user data is stored on the OS LU, or “y” was selected in step (6,) the following window will be displayed.

Refer to “B.4 Setting value when the OS is installed”, and check the necessity of RAID rebuilding.
Press “y” key and proceed to step (8) when executing the RAID reconfiguration. However, proceed to step (9) if you have selected [2. External disk] in step (5.)
When not executing the RAID reconfiguration, enter “n” key and proceed to Set Up “3.3.2 New OS installation in the single node configuration (9)” (SETUP 03-0072.)
NOTE:
In the case of executing the RAID reconfiguration, all the user data will be initialized.
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Figure 3.3.2-6  User Data Delete window

(8)
The RAID level selecting window is displayed.
Select always [3. RAID 6] as a RAID level.

Figure 3.3.2-7 is an example when the OS version is 3.2.3-XX or later.

NOTE:(
When the OS version is 3.0.2-XX or earlier, “RAID10” will not be displayed on the selecting window.
(
When the OS version is 3.2.2-XX or earlier, the message to be displayed is [Select a RAID level, and then press the [Enter] key. (1/2/3/4) :].
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Figure 3.3.2-7  User Data RAID Level Selecting window 
(when OS version is 3.2.3-XX or later)

*:
When the installation media is HDI, windows as shown in the figures above may not be displayed.
(9)
Enter an IP address of the maintenance port. Different contents will be displayed depending on the installed OS version.
The private maintenance port IPv4 address input window is displayed as shown in Figure 3.3.2-8.
Figure 3.3.2-8 shows a display example when the OS version is 3.1.0-XX or later. If the OS version is 3.0.2-XX or earlier, the message to be displayed will be [IP Address at the Maintenance port :].

Enter the private maintenance port IPv4 address of the node to be installed.
If the disk array subsystem is AMS2000 series, MSS, or HUS100 series, set the IPv4 address of the same network segment of the maintenance port for AMS2000 series, MSS or HUS100 series to the IP address of the private maintenance port. If the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00 or HUS VM, set the IPv4 address of the private maintenance port as follows.
Use the following IPv4 address usually.
Node0: 10.0.0.51

When the customer needs to set another network segment for using the above-mentioned network segment, any of the following segments must be set.

“192.168.0.XXX”,”192.168.233.XXX”,”172.23.211.XXX”,”10.197.181.XXX”

Enter “51” in “XXX.”

When using the other value, select a number between 50 and 253.

When the OS version is 3.1.0-XX or later, the private maintenance port IPv6 address input window is displayed as shown in Figure 3.3.2-9 after entering the private maintenance port IPv4 address.
Unless specifically instructed, press [Enter] key without entering anything.
If entry of an IPv6 address is instructed, enter the instructed IPv6 address.
However, the IPv6 address of the Private Maintenance port is fixed until [fe80::1:], and therefore enter the last octet part only. The range of values which can be entered is from 0000 to 00ff.
When executing the installation for the failure recovery, check the label attached on the node, and enters the written IP address.
 SHAPE  \* MERGEFORMAT 



Figure 3.3.2-8 Private Maintenance port IPv4 Address Input window
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Figure 3.3.2-9 Private Maintenance port IPv6 Address Input window
NOTE:(
The subnet mask of the Private Maintenance port IPv4 Address is fixed to “255.255.255.0”.

(
The prefix length of the Private Maintenance port IPv6 address is fixed to “64”.
(
In Private Maintenance port IPv4 address input window (Figure 3.3.2-8) or Private Maintenance port IPv6 address input window (Figure 3.3.2-9), if you press [Ctrl]+[C] keys, a message to confirm the cancellation of the installation “KAQG61006-Q Are you sure you want to cancel the installation? (y/n):” is displayed.
To cancel the installation, enter “y” in response to the KAQG61006-Q message, and then press [Enter] key. KAQG61001-I is displayed after that. Remove the installation media, and then press [Enter] key. Shutdown of the node is executed.
To continue the installation, do not press [Ctrl]+[C] keys.
If you press [Ctrl]+[C] keys by mistake, enter “n” in response to the KAQG61006-Q message, and then press [Enter] key .
(10)
The installation confirmation window is displayed as shown in Figure 3.3.2-10. The contents to be displayed differ depending on the installed OS version.
[Installation model] to be displayed as [Single.]
If the RAID reconfiguration is executed, [Format disk:] is displayed as [Yes (Delete all data on the disk)] or [Yes,] and if the RAID reconfiguration is not executed, [Format disk:] is displayed as [No.]
Also, the storage location selected in step (5) is displayed in [Location for saving the user data,] and the RAID level selected in step (8) is displayed in [RAID level for the user data:.]
Check the following contents.
(
Type of installation
(
node configuration
(
User data storage location (*1)

(
Whether to use separate RAID groups for the OS and the user data (only when the internal drive has been selected as the storage location for the user data) (*1)
(
Whether to execute the RAID reconfiguration
(
RAID level (when the RAID level was selected)
(
IPv4 address of the private maintenance port
(
IPv6 address of the private maintenance port (this will be blank if IPv6 address was not input.) (*1)
*1:
When the OS version is 3.0.2-XX or earlier, this will not be displayed.
If the RAID reconfiguration is executed, “Initial install (delete all data on the disk)” is displayed at the end of the KAQG61005-Q message depending on the version to be installed.
If there is any error found, enter “n” and press [Enter] key to return to step (3.)
If there is no error found, enter “y” and press [Enter] key to proceed to step (11.)
The contents differ depending on the version to be installed.
If the OS version to be installed is 3.1.1-XX or earlier, it is displayed as the format of “XX-XX-XX-XX-XX.”
If the OS version to be installed is 3.2.0-XX or later, it is displayed as the format of “X.X.X-XX.”
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Figure 3.3.2-10 Installation Confirmation window
*2:
The part of “XXXXXXXXXXXXXXXXX” differs the output contents by the configuration.
It shows as “Hitachi Data Ingestor”.
NOTE:
Figure 3.3.2-10 is a display example of Installation confirmation window when the OS version is 3.2.3-XX. If the OS version is 3.2.2-XX or earlier, [RAID level for the user data] is displayed as [RAID level.]

(11)
The installation progress window is displayed as in Figure 3.3.2-11.
When the installation is completed, “Completed” is displayed in [Status.]
When the installation failed, an error message is displayed.
In that case, refer to Set Up “Chapter 6 Troubleshooting at the Time of OS Installation Failure” (SETUP 06-0000).
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Figure 3.3.2-11  Installation Progress window
NOTE:
The installation normally takes about 15 minutes after the progress is displayed.

(12)
When the installation is terminated normally, the Installation Termination Window is displayed as in Figure 3.3.2-12. Remove the installation media according to the message, and then press [Enter] key.
Reboot is executed.
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Figure 3.3.2-12  Installation Termination window
During the OS startup, the LILO Boot Menu window in Figure 3.3.2-13 may be displayed on the console window, and the OS startup process may be aborted.

If this happens, press [Enter] key to resume the OS startup process.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 3.3.2-13  LILO Boot Menu window
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
(13)
After completing the rebooting, check that the login prompt is displayed in the console.

If the login prompt is displayed, the installation is completed.

If the setting window shown in Figure 3.4.2-14 is displayed after the installation, press [Alt] + [F2] key (*) to switch to the login window and confirm.

If the setting window shown in Figure 3.4.2-15 is displayed, press [Ctrl] + [F2] key to switch to the login window and confirm.
*:
Note that the remote console has the restriction with [Alt] key.
When using the remote console in CR210HM/CR220SM, perform the following three steps.
i
Press [Alt] + [Z] key and hold [Alt] key down.

ii
Press either [F1] or [F2] key solely to switch the window.

iii
Press [Alt] + [Z] key and release [Alt] key.
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide”.

[image: image25]
Figure 3.3.2-14  Console window in the single node configuration 1

[image: image26]
Figure 3.3.2-15  Console window in the single node configuration 2
NOTE:(
Normally, it takes approximately 6 minutes to display the login prompt on the console window after executing step (12).

(
If the login prompt is not displayed on the console window even after 30 minutes passed after step (12) is executed, collect the OS log by following the procedures below, and send it to the Technical Support Center.
1. Turn off the power to the node by refer to “Installation ‘2.1.2.3 Terminating the OS 
forcibly by using the power button’ (INST 02-0090)”.
2. Start the node in the maintenance mode by refer to Set Up “6.3 Maintenance Mode” 
(SETUP 06-0050).
3. Acquire the log file by refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ 
(MNTT 02-1300)”.
3.4
Installing to other node
(1)
When new installation of both nodes is required in the cluster configuration
After installation of the first node is completed, execute installation for the second node.
To install the second node, execute from Set Up “3.1 Procedure before New Installation” (SETUP 03-0000) again.

(2)
When installation is not necessary to a peer node forming a cluster, when installation to both nodes has been completed, or in the case of single node configuration
Execute the operation after the installation referring to Set Up “5.1 Setting/Confirmation after New Installation” (SETUP 05-0000).
This page is for editorial purpose only.
[Mode select]


1. Initial install


2. Update install


3. Maintenance





KAQG61000-I Select a mode, and then press the [Enter] key. (1/2/3): 1





[Install parameters]


1. Single


2. Cluster


Select an installation model, and then press the [Enter] key. (1/2):





[Install parameters]


IP Address at the Maintenance port:





[Install parameters]


Enter an IPv4, address and then press the [Enter] key.


IPv4 Address at the Maintenance port :








[Install parameters]


Enter an IPv6 address, and then press the [Enter] key. (The fe80::1: part is fixed. Only 00 to ff can be specified for the last part.) If the IPv6 address setting is unnecessary, simply press the [Enter] key.


IPv6 Address at the Maintenance port: fe80::1:





[Mode]


1. Initial install


[Install parameters]


Installation model:	Cluster


Format disk:	Yes (Delete all data on the disk)


IP Address at the Maintenance port:	10.197.181.51


[Information on product to be installed]


Product name:	Version


Hitachi Data Ingestor	03-00-00-XX


KAQG61005-Q Are you sure you want to execute the selected mode? (initial install) (y/n):





[Mode]


1 . Initial install


[Install parameters]


Installation model:Cluster


Format disk: Yes


IPv4 Address at the Maintenance port:10.197.181.51


IPv6 Address at the Maintenance port:


[Information on product to be installed]


Product name		Version


XXXXXXXXXXXXXXXXX(*1)	3.2.0-XX


KAQG61005-Q Are you sure you want to execute the selected mode?�(initial install(delete all data on the disk)) (y/n):





[Status]


Status:      0% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    20% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    30% (Time elapsed:          0 min. Estimated time remaining:          15 min.)


Status:    55% (Time elapsed:          5 min. Estimated time remaining:          10 min.)


Status:    70% (Time elapsed:          7 min. Estimated time remaining:            8 min.)


Status:    90% (Time elapsed:        12 min. Estimated time remaining:            1 min.)


Status:    Completed





*:	If the OS version is 4.2.0-XX or earlier, elapsed time and remaining time are not displayed.





KAQG61001-I Eject the installation media, and then press [Enter] key.





Setting window





(Hint: Press Ctrl + F2 to go to the Login screen.)





[Select mode]


1. Set management port and BMC


2. View management port and BMC





KAQM05163-I Select a mode, and then press [Enter]. (1 or 2):





Ctrl+F2





Ctrl+F1





(Hint: Press Ctrl + F1 to go to the Settings screen.)





  xxxxxxxx(device-serial-number) login:





Login window





Start





Operations and confirmations before installation


Set Up “3.3.2 New OS installation in the single node configuration (1), (2)” (SETUP 03-0060)





Select the user data RAID group location


Set Up “3.3.2 New OS installation in the single node configuration (6)” (SETUP 03-0070)





Select a RAID level


Set Up “3.3.2 New OS installation in the single node configuration (8)” (SETUP 03-0071)





Enter a maintenance port


Set Up “3.3.2 New OS installation in the single node configuration (9)” (SETUP 03-0072)





Confirm, execute, and terminate the installation


Set Up “3.3.2 New OS installation in the single node configuration (10), (11), (12), (13)” (SETUP 03-0074)





Start a new installation


Set Up “3.3.2 New OS installation in the single node configuration (3)” (SETUP 03-0060)





OS 3.1-XX or later





OS 3.0.2-XX or earlier





End





Select a configuration


Set Up “3.3.2 New OS installation in the single node configuration (4)” (SETUP 03-0070)





Select whether to delete or keep the user data (*1)


Set Up “3.3.2 New OS installation in the single node configuration (7)” (SETUP 03-0071)


*1:	If no OS data is stored on the OS LU, the selecting window described in the reference above will not be displayed (the option is automatically selected.) However, when “y” was selected in step (6,) the selecting window will always be displayed.





OS3.0.2-XX or earlier, or �“n (keep)” was entered





“y (delete)” was entered





Select a user data storage location


Set Up “3.3.2 New OS installation in the single node configuration (5)” (SETUP 03-0070)





[Mode select]


1. Initial install


2. Update install


3. Maintenance





KAQG61000-I Select a mode, and then press the [Enter] key. (1/2/3): 1





[Install parameters]


1. Single


2. Cluster


Select an installation model, and then press the [Enter] key. (1/2):





[Install parameters]


1. Internal disk


2. External disk


3. Internal disk (no hardware RAID card)


Select a location for saving the user data, and then press the [Enter] key. (1/2/3):





*: If the OS version is earlier than 4.1.1-XX, the selection item [3] is not displayed.





[Install parameters]


Do you want to use separate RAID groups for the OS data and the user data? (y/n):





[Install parameters]


Do you want to delete the existing data? To delete all data on the disk, enter [y], and then press the [Enter] key. To keep any existing data, enter [n], and then press the [Enter] key, or simply press the [Enter] key. (Default = n) (y/n):





[Install parameters]


1. RAID1


2. RAID5


3. RAID6


4. RAID10


Select a RAID level for the user data, and then press the [Enter] key. (1/2/3/4) : 3





[Install parameters]


Enter an IPv4, address and then press the [Enter] key.


IPv4 Address at the Maintenance port :





[Install parameters]


Enter an IPv6 address, and then press the [Enter] key. (The fe80::1: part is fixed. Only 00 to ff can be specified for the last part.) If the IPv6 address setting is unnecessary, simply press the [Enter] key.


IPv6 Address at the Maintenance port: fe80::1:





[Mode]


1 . Initial install


[Install parameters]


Installation model: Single


Location for saving the user data: Internal disk


Separate RAID groups for the OS data and the user data: Yes


Format disk: Yes


RAID level for the user data: RAID6


IPv4 Address at the Maintenance port:10.197.181.51


IPv6 Address at the Maintenance port:


[Information on product to be installed]


Product name   		    Version


XXXXXXXXXXXXXXXXX(*2)             3.2.0-XX


KAQG61005-Q Are you sure you want to execute the selected mode? �(initial install (delete all data on the disk)) (y/n):





[Status]


Status:      0% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    20% (Time elapsed:          0 min. Estimated time remaining: calculating...)


Status:    30% (Time elapsed:          0 min. Estimated time remaining:          15 min.)


Status:    55% (Time elapsed:          5 min. Estimated time remaining:          10 min.)


Status:    70% (Time elapsed:          7 min. Estimated time remaining:            8 min.)


Status:    90% (Time elapsed:        12 min. Estimated time remaining:            1 min.)


Status:    Completed





*:	If the OS version is 4.2.0-XX or earlier, elapsed time and remaining time are not displayed.





KAQG61001-I Eject the installation media, and then press [Enter] key.





(Hint: Press Alt + F1 to go to the Settings screen.)





  xxxxxxxx(device-serial-number) login:





Setting window





Login window





ALT+F2





ALT+F1





(Hint: Press Alt + F2 to go to the Login screen.)





Set management port and BMC


Management IP address(IPv4):





(Hint: Press Ctrl + F1 to go to the Settings screen.)





  xxxxxxxx(device-serial-number) login:





Setting window





Login window





Ctrl+F2





Ctrl+F1





(Hint: Press Ctrl + F2 to go to the Login screen.)





Set management port and BMC


KAQM05282-Q Do you want to use DHCP? (y/n) : 
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