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Chapter 4
Appendix B  Confirmation of Management-Related Network Communication by the Maintenance Personnel
If a failure occurs and communication with the management-related network (management port/BMC port (*1)) cannot be performed, it must be determined whether the failure is caused by a hardware failure or a software failure such as invalid setting of the IP address or invalid entry definition of the routing table.
The procedure of confirming the management-related network communication is shown below.
This procedure can be executed if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060). 
If the OS version is earlier than 3.1.0-XX, request the system administrator to confirm the OS version.
*1:
In the BMC direct connection configuration, the management port only.
4.1
Confirming Network Communication
(1)
Confirm that an LED between the management port/the BMC port and the management LAN IP-SW is on /flashing in each of the nodes. In the BMC direct connection configuration, confirm that LED between the management port and the management LAN IP-SW is on /flashing.
If the LED is off, there might be a hardware failure. Therefore, do not perform the following procedure and perform “C.2.2 Determination Procedure when a Failure Occurred”.
(2)
Confirm the IP address of the management port and the BMC port in each of the nodes. In the BMC direct connection configuration, confirm the IP address of the management port.
Log in to the node via ssh from the maintenance PC. For the details of how to log in, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
If you cannot log in, there might be a hardware failure. Therefore, perform “C.2.2 Determination Procedure when a Failure Occurred”.
For the IP address of the management port, execute the mngiflist command as in Figure 4.1-1 to confirm that the IP address and the net mask (the prefix length in case the IPv6 is specified) are correct.
If the above information is correct, write down the IPv4 address of the management port marked by a thick line. Also write down the IPv6 address if it is set.
If there is any mistake, execute the ownmngifedit command and set the correct IP address and subnet mask (the prefix length in case the IPv6 is specified). For the details of the ownmngifedit command, refer to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840).
If the above information is not displayed for both of the nodes, log in to the other node and reexecute the mngiflist command. For the details of the mngiflist command, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800).
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Figure 4.1-1  Execution Example of the mngiflist Command (in case IPv6 is set)

(3)
Perform communication confirmation between the nodes.
For each of the IP addresses written down at step (2), execute the nasping command, and confirm that communication can be performed with the management port and the BMC port (in the BMC direct connection configuration, the management port only) of the other node. For the details of the nasping command, refer to Maintenance Tool “2.7 Checking Network Connection Status (nasping)” (MNTT 02-0410).
(a)
As shown in Figure 4.1-2, specify the IPv4 address of the management port of the node1 in the node0, and execute the nasping command.
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Figure 4.1-2  nasping Specification Example 
(communication confirmation from node0 to node1 of IPv4 address)

In case the IPv6 address is set, specify the IPv6 address as shown in Figure 4.1-3 and execute the nasping command 
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Figure 4.1-3  nasping Specification Example 
(communication confirmation from node0 to node1 of IPv6 address)

(b)
As shown in Figure 4.1-4, specify the IPv4 address of the BMC port of the node1 in the node 0, and execute the nasping command (not required to perform in the BMC direct connection configuration.)
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Figure 4.1-4  nasping Specification Example 
(communication confirmation from node0 to node1)

(c)
In the node1, as step (a), specify the IPv4 address of the management port of the node0, and execute the nasping command. In case the IPv6 address is set, specify the IPv6 address and also execute the nasping command.

(d)
In the node1, as step (b), specify the IPv4 address of the BMC port of the node0, and execute the nasping command (not required to perform in the BMC direct connection configuration.)
The action to be taken is different depending on the execution result of the nasping command.
[In case communication succeeded]
If all the results of confirmation by the nasping command from (a) to (d) (in the BMC direct connection configuration, (a) and (c)) indicate that communication succeeded as shown in Figure 4.1-5 and Figure 4.1-6, perform the rest of the operation.
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Figure 4.1-5  Execution Example of the nasping Command 
(in case IPv4 address is specified and communication succeeded)
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Figure 4.1-6  Execution Example of the nasping Command 
(in case IPv6 address is specified and communication succeeded)

[In case communication failed 1]

If any of the results of confirmation by the nasping command from (a) to (d) (in the BMC direct connection configuration, (a) and (c)) indicates that communication failed as shown in Figure 4.1-7 and Figure 4.1-8, review the IP address specified when executing the command and reexecute.
If connection fails in spite of reexecution, refer to Maintenance Tool “4.2 Confirmation in Case Communication Failed” (MNTT 04-0040).
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Figure 4.1-7  Execution Example of the nasping Command 
(in case IPv4 address is specified and communication failed) (1)
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Figure 4.1-8  Execution Example of the nasping Command 
(in case IPv6 address is specified and communication failed) (1)

[In case communication failed 2]

If any of the results of confirmation by the nasping command from (a) to (d) (in the BMC direct connection configuration, (a) and (c)) indicates that communication failed as shown in Figure 4.1-9 and Figure 4.1-10, review the IP address specified when executing the command and reexecute.
If connection fails in spite of reexecution, refer to Maintenance Tool “4.2 Confirmation in Case Communication Failed” (MNTT 04-0040).
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Figure 4.1-9  Execution Example of the nasping Command 
(in case IPv4 address is specified and communication failed) (2)


[image: image10]
Figure 4.1-10  Execution Example of the nasping Command 
(in case IPv6 address is specified and communication failed) (2)

4.2
Confirmation in Case Communication Failed
(1)
Log in to the node where communication failed as shown in Figure 4.2-1, execute the nasnetstat command, and confirm that no invalid routing setting of the management port is included and that no invalid routing information is set.
Check the route displayed in the routing table from top and confirm the route matching the specified IP address and the net mask (the prefix length in case IPv6 is set) of the management port. If a gateway is set in the relevant route, confirm by the nasping command that communication with the gateway is possible.
If multiple routes matching the specified management port exist, the route closest to top is applied to communication.
If multiple routes of the same segment are displayed as marked by a thick line in Figure 4.2-2, one of the route might be invalid, and therefore request the system administrator to review the routing setting.
If the routing setting is correct, proceed to step (2).
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Figure 4.2-1  Execution Example of the nasnetstat Command (routing table list)


[image: image12]
Figure 4.2-2  Execution Example of the nasnetstat Command (routing table list)
(2)
Get the system administrator to directly connect the management LAN IP-SW and the maintenance PC and confirm that no failure or mistake is included in the customer environment.
In case of the management LAN IP-SW owned by the customer, also request the confirmation whether the MTU value and the negotiation mode of the IP-SW match the MTU value and the negotiation mode of the management port.
This page is for editorial purpose only.


















































































































$ sudo nasnetstat -r


Kernel IP routing table


Destination        Gateway         Genmask                 Flags      MSS  Window  irtt Iface


192.168.0.0        192.168.0.30  255.255.255.255     UGH         0      0              0 mng0-br


10.0.1.0               *                    255.255.255.224     U               0      0              0 hb0


10.0.1.0               *                    255.255.255.0         U               0      0              0 hb0-br


10.197.181.0       *                    255.255.255.0         U               0      0              0 pm0


192.168.0.0         *                    255.255.0.0             U               0      0              0 mng0-br





$ sudo nasnetstat -r


Kernel IP routing table


Destination        Gateway         Genmask                 Flags      MSS  Window  irtt Iface


10.0.1.0              *                     255.255.255.224     U               0      0              0 hb0


10.0.1.0              *                     255.255.255.0         U               0      0              0 hb0-br


10.197.181.0      *                     255.255.255.0         U               0      0              0 pm0


192.168.0.0        *                     255.255.0.0             U               0      0              0 mng0-br





$ sudo nasping -6 [2001:2c0:418:1::2]


PING 2001:2c0:418:1::2 (2001:2c0:418:1::2) 56 data bytes





--- 2001:2c0:418:1::2 ping statistics ---


10 packets transmitted, 0 received, 100% packet loss, time 8999ms





$ sudo nasping 192.168.0.21


PING 192.168.0.21 (192.168.0.21) 56(84) bytes of data.





--- 192.168.0.21 ping statistics ---


10 packets transmitted, 0 received, 100% packet loss, time 8999ms





$ sudo nasping -6 [2001:2c0:418:1::2)


PING 2001:2c0:418:1::2 (2001:2c0:418:1::2) 56 data bytes


From 2001:2c0:418:1::20 icmp_seq=1 Destination unreachable: Address unreachable


From 2001:2c0:418:1::20 icmp_seq=1 Destination unreachable: Address unreachable


From 2001:2c0:418:1::20 icmp_seq=1 Destination unreachable: Address unreachable


(   (   (   (   (





--- 2001:2c0:418:1::2 ping statistics ---


10 packets transmitted, 0 received, +10 errors, 100% packet loss, time 9036ms





$ sudo nasping 192.168.0.21


PING 192.168.0.21 (192.168.0.21) 56(84) bytes of data.


From 192.168.0.20 icmp_seq=1 Destination Host Unreachable


From 192.168.0.20 icmp_seq=2 Destination Host Unreachable


From 192.168.0.20 icmp_seq=3 Destination Host Unreachable


(   (   (   (   (





--- 192.168.0.21 ping statistics ---


10 packets transmitted, 0 received, +9 errors, 100% packet loss, time 9004ms, pipe 3











$ sudo nasping 192.168.0.21


PING 192.168.0.21 (192.168.0.21) 56(84) bytes of data.


64 bytes from 192.168.0.21: icmp_seq=1 ttl=64 time=3.88 ms


64 bytes from 192.168.0.21: icmp_seq=2 ttl=64 time=0.090 ms


64 bytes from 192.168.0.21: icmp_seq=3 ttl=64 time=0.089 ms


(   (   (   (   (





--- 192.168.0.21 ping statistics ---


10 packets transmitted, 10 received, 0% packet loss, time 8999ms


rtt min/avg/max/mdev = 0.089/0.484/3.888/1.134 ms





Write down the IPv4 and IPv6 addresses of each of the nodes.





$ sudo nasping 192.168.0.23





$ sudo mngiflist


Interface	: mng0


node 0(T119000010)


[IPv4]


 Fixed IP addr	: 192.168.0.20


 Netmask	: 255.255.255.0


[IPv6]


 Fixed IP addr	: 2001:2c0:418:1::1


 Prefix length	: 64


node 1(T119000011)


[IPv4]


 Fixed IP addr	: 192.168.0.21


 Netmask	: 255.255.255.0


[IPv6]


 Fixed IP addr	: 2001:2c0:418:1::2


 Prefix length	: 64


MTU	: 1500





$ sudo nasping 192.168.0.21





$ sudo nasping -6 [2001:2c0:418:1::2]

















$ sudo nasping -6 [2001:2c0:418:1::2]


PING 2001:2c0:418:1::2 (2001:2c0:418:1::2) 56 data bytes


64 bytes from 2001:2c0:418:1::2: icmp_seq=1 ttl=64 time=0.023 ms


64 bytes from 2001:2c0:418:1::2: icmp_seq=1 ttl=64 time=0.027 ms


64 bytes from 2001:2c0:418:1::2: icmp_seq=1 ttl=64 time=0.027 ms


(   (   (   (   (





--- 2001:2c0:418:1::2 ping statistics ---


10 packets transmitted, 10 received, 0% packet loss, time 8999ms


rtt min/avg/max/mdev = 0.021/0.026/0.035/0.007 ms
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