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Chapter 5
LAN Configuration Settings
This chapter describes the LAN interfaces and their settings for Hitachi Data Ingestor.
5.1
LAN Interface Setting Items
Table 5.1-1 shows the setting items that the maintenance personnel must specify correctly for using a LAN interfaces between a node and the device to be connected to the node.
Table 5.1-1  LAN Interface Setting Items
	Port
	IP address
	Negotiation mode
	MTU

	
	IPv4
	IPv6
	
	

	Private Maintenance port
	Y 
(essential)
	Y 
	Auto Negotiation (fixed)
	1500 (fixed)

	Heartbeat port (*1)
(set up by the administrator at the installation destination)
	Y 
(essential)
	N
	100Base Full Duplex (fixed)
	1500 (fixed)

	Management port (*5)
	Y 
(essential)
	Y
	Auto Negotiation (Default), 1000Base Full Duplex, 100Base Full Duplex (*4), 100Base Half Duplex (*4)
	1500 (fixed)

	BMC port
	Y 
(essential)
	N
	Auto Negotiation (fixed)
	1500 (fixed)

	Data port (*2)(*5)
(set up by the administrator at the installation destination)
	Y 
	Y
	Auto Negotiation (Default), 1000Base Full Duplex, 100Base Full Duplex (*4), 100Base Half Duplex (*4)
	Variable 
(initial value: 1500)

	Reset port (*1)(*3)
	Y 
(essential)
	N
	Auto Negotiation (fixed)
	1500 (fixed)

	Legend:
Y (#1)
:
The setting must be specified on the node.
N
:
The setting need not be specified.


*1:
It does not exist in the single node configuration.
*2:
This is not used in the single node Configuration using Management port.
*3:
This is used only in the BMC direct connection configuration. In the BMC direct connection configuration, reset port IP address is automatically set when BMC port IP address is set. In this case, set a BMC port IP address of which the network segment is different from the management port IP address.
*4:
For the setting of Auto Negotiation in 100Base, in case that the OS version is 3.2.2-XX or earlier, it sets to “ON”. In case of 3.2.3-XX or later, and 4.1.0-01 or earlier, it sets to “OFF”. In case of 4.1.0-02 or later, you can select either “ON” or “OFF”.
*5:
In the case of D51B-2U, the port of 10GbE can only set Auto Negotiation.
(a)
LAN Interface settings
Specify the setting of each LAN interface. You can change the settings while the system is operating. For the setting and the confirmation, it uses the maintenance CLI. If you change the setting, obtain the setting information from the system administrator.
(
For details about how to perform the Private Maintenance port settings, refer to “Maintenance Tool ‘2.41 Configuring a Private Maintenance LAN Port (pmctl)’ (MNTT 02-2370)”.
(
For details about how to perform the Management port settings, refer to “Maintenance Tool ‘2.12 Setting the Management Port Information (ownmngifedit)’ (MNTT 02-0840)”.
(
For details about how to perform the BMC port and the Reset port settings, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(a-1)
Notes on changing the settings in the cluster configuration
For the Management port, the administrator at the installation destination can use Hitachi File Services Manager to change the settings after the initial settings have been performed.

Note the following when setting the IP address, subnet mask (prefix length in case of IPv6), and default gateway:
(i)
In case of IPv4, set IP addresses that do not begin with 0, 127, or 255.
Do not set IP addresses such as these: 0.xxx.xxx.xxx, 127.xxx.xxx.xxx, 255.xxx.xxx.xxx
By the IPv6 address of the Management port, the link local unicast address (fe80::/10) and the multicast address (ff00::/8) cannot be set.
(ii)
In case of IPv4, set a correct subnet mask.
For example, 255.0.255.0 is not correct as a subnet mask because bit values are not contiguous.
(iii)
For the IPv4 address, make sure that IP addresses and the default gateway host address you set do not become an address consisting of all 0s or 1s. For example, when the subnet mask is 255.255.255.0, you cannot set 192.168.0.0 or 192.168.0.255 as an IP address or the default gateway address.
(iv)
Make sure that IP addresses and the default gateway address set to the same network segment (same address prefix in case of IPv6).
If you do not use a gateway address, you do not need to set it.
For example, when the subnet mask is 255.255.255.0, it is not correct that you set 192.168.0.16 and 192.168.1.1, whose network segments are different, as an IP address and the default gateway address.
(v)
In the IPv4 address setting, make sure that the Management ports and BMC ports belong to the same network segment in the BMC and Management SW connection configuration.
Set the IP address for the network segment of Management port, BMC port, Private Maintenance port, Heartbeat port, and Reset port to prevent from the duplication in each other.
In the BMC direct connection configuration, set the IP addresses of BMC port and Reset port to be in the same network segment. And also set the IP addresses of BMC port and Reset port, Management port, Private Maintenance port, and Heartbeat port to be in the different network segment.
(vi)
When a LAN device is connected to the Management port as an extension via a gateway, make sure that the network segment (same address prefix in case of IPv6) of the device is different from the network segment of the Private Maintenance port. If these network segments are the same, correct communication is impossible because of contention. You can also avoid the contention by using a command to change the IP address of the Private Maintenance port to an address that does not belong to the network segment of the LAN device connected via the gateway.
(vii)
When the disk array subsystem is AMS2000 series, MSS, or HUS100 series, set the IP address of the same network segment of AMS2000 series, MSS, or HUS100 series maintenance port to the IPv4 address of private maintenance port.
In case of setting the IPv6 address, set the link local unicast address (the address within the range from fe80::1:0/64 to fe80::1:ff/64 and not matching the maintenance port) set in the maintenance port of AMS2000 series, MSS, or HUS100 series.
When the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00 or HUS VM, set the IP address of private maintenance port that is different from the network segment of management port, BMC port, heartbeat port and data port.
(a-2)
Notes on changing the settings in the single node configuration

Note the following when setting the IP address, subnet mask, and default gateway:
(i)
In case of IPv4, set IP addresses that do not begin with 0, 127, or 255.
Do not set IP addresses such as these: 0.xxx.xxx.xxx, 127.xxx.xxx.xxx, 255.xxx.xxx.xxx
By the IPv6 address of the Management port, the link local unicast address (fe80::/10) and the multicast address (ff00::/8) cannot be set.
(ii)
In case of IPv4, set a correct subnet mask.
For example, 255.0.255.0 is not correct as a subnet mask because bit values are not contiguous.
(iii)
For the IPv4 address, make sure that IP addresses and the default gateway host address you set do not become an address consisting of all 0s or 1s. For example, when the subnet mask is 255.255.255.0, you cannot set 192.168.0.0 or 192.168.0.255 as an IP address or the default gateway address.
(iv)
In the IPv4 address setting, make sure that the Private Maintenance ports and BMC ports belong to the same network segment. Set the IP address for the network segment of Private Maintenance port, BMC port, Management port, and Data port to prevent the duplication in each other.
(v)
When a LAN device is connected to the Management port as an extension via a gateway, make sure that the network segment (same address prefix in case of IPv6) of the device is different from the network segment of the Private Maintenance port. If these network segments are the same, correct communication is impossible because of contention. You can also avoid the contention by using a command to change the IP address of the Private Maintenance port to an address that does not belong to the network segment of the LAN device connected via the gateway.
(vi)
In the Configuration using trunk 2 Data ports, the Management port is not be used for user daily operation. But in the case of performing system LU recovery, the Management port must be connected temporarily when newly installation will be performed to a vacant port of front-end LAN. Therefore, system administrator must keep 1 vacant port of front-end LAN to be connected the Management port.
When the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00 or HUS VM, set the IP address of private maintenance port that is different from the network segment of management port, BMC port and data port.
(b)
Negotiation settings
Set the LAN interface negotiation.
(b-1)
Initial settings
Table 5.1-2  Initial Value of Negotiation
	Setting Item
	Negotiation

	Private Maintenance port
	Automatic negotiation (10M/100M/1000M, half duplex/full duplex)

	Heartbeat port
	[100M/ full duplex] fixed

	Management port
	Automatic negotiation (10M/100M/1000M, half duplex/full duplex)

	BMC port
	Automatic negotiation (10M/100M, half duplex/full duplex)

	Data port
	No value is specified because interface information has not been assigned.
The default setting when interface information has been assigned is automatic negotiation (10M/100M/1000M, half duplex/full duplex).

	Reset port (pm1)
	Automatic negotiation (10M/100M/1000M, half duplex/full duplex)
*: This is used only in the BMC direct connection configuration.


(b-2)
Notes on changing the settings
Make sure that the negotiation settings of a port and the device to be connected to the port are the same.

If the negotiation settings of connected devices are different, communication throughput may be deteriorated or communication may be impossible.
(c)
MTU settings
Set the packet transmission size (Max Transfer Unit).
(c-1)
Initial settings
Table 5.1-3  Initial Value of MTU
	Setting Item
	MTU

	Private Maintenance port
	1500 (fixed)

	Heartbeat port
	

	Management port
	

	BMC port
	

	Reset port (pm1)
	1500 (fixed)

*: This is used only in the BMC direct connection configuration.

	Data port
	1500 (the default value to be used when setting interface information for data port.)


(c-2)
Notes on changing the settings
(i)
Make sure that the MTU settings of a port and the device connected to the port are the same.
If the MTU settings of connected devices are different, communication may be impossible.
(d)
Setting items in case of using the customer owned IP-SW
For IP-SW to be used for the management LAN, IP-SW provided by a customer may be used.
In this case, a maintenance personnel does not have to set IP-SW. However, the information regarding the customer IP-SW is shows below for reference.
(
Customer provided IP-SW should be L2 switch (IEEE standard: IP-SW possessing IEEE 802.3 CSMA/CD, IEEE 802.3u Fast Ethernet).
(
IP-SW provided by a customer has the two cases. One is the IP-SW provided solely for the management LAN and the other case is the IP-SW provided as the management VLAN of the separate segment in the common IP-SW with data LAN and so on.
(
Depending on the LAN connection configuration in the customer environment, two cases may be available, One is the case that only the management port connects to IP-SW used for the management LAN, and the other case is that the management port and BMC port connect to IP-SW used for the management LAN.
(
Interface requirements will be varied for each connection port.
Table 5.1-4  Interface Requirements of IP-SW Provided by Customer
	Setting Item
	Interface Requirement

	Connection destination port of management port
	Auto negotiation
100M: half-duplex/full-duplex
1000M: full-duplex

	Connection destination port of BMC port
	Auto negotiation
100M: half-duplex/full-duplex


5.2
LAN Interface Security
(1)
About the protocols used for Hitachi Data Ingestor in the cluster configuration
The following services are running to provide various types of services in Hitachi Data Ingestor.
Table 5.2-1  Ports Used by a node (1/2)

	Port number
	Protocol
	Service name
	Description

	20
	tcp
	ftp
	ftp-data port

	21
	tcp
	ftp
	Used for ftp

	22
	tcp
	ssh
	Used for ssh

	22
	tcp
	sshd
	Used for sftp. Also used as a data port.

	53
	udp
	DNS
	Used for DNS

	69
	udp
	tftp
	Used for tftp (It is used for OS version 4.2.0-XX or later)

	88
	udp/tcp
	kdc
	Used for user authentication in an Active Directory environment

	111
	udp/tcp
	portmap
	Used to manage the port numbers used by NFS-related services, and respond to inquiry from clients about port numbers

	123
	udp
	ntp
	Used for NTP

	137
	udp
	NetBIOS Name Service
	Used for the CIFS service via NetBIOS over TCP/IP

	138
	udp
	NetBIOS Datagram Service
	

	139
	tcp
	NetBIOS Session Service
	

	161
	udp
	SNMP
	Used for SNMP

	162
	udp
	SNMP trap
	Used for SNMP

	199
	tcp
	SNMP Unix Multiplexer
	For SNMP compatibility

	389
	tcp
	LDAP
	Used for the following two services:

( User mapping using external LDAP

( LDAP authentication
Note:
If a port number other than the default port number (389) is used, the port number can be specified from Hitachi File Services Manager.

	389
	udp
	connectionless ldap
	Used to check whether the DC server is alive or acquire DC information

	443
	tcp
	https
	Used for connection between the management server and the management console, communication with HCP, and communication with Hi-Track

	445
	tcp
	Direct Hosting of SMB
	Used for the CIFS service via Direct Hosting of SMB

	464
	udp/tcp
	kpasswd
	Used to join in a domain or change the user password in an Active Directory environment


Table 5.2-1 Ports Used by a node (2/2)

	Port number
	Protocol
	Service name
	Description

	514
	udp
	syslog
	Used when SYSLOG is sent to other server.

	750
	tcp
	kerberos4
	Used for user authentication in an Active Directory environment

	600 to 1023
	tcp
	NIS
	Used for NIS

	600 to 1023

(29998)
	udp/tcp
	rpc.rquotd
	Used to retrieve Quote information from NFS client at the time of the NFS port dynamic allocation (default).
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.

	2049
	udp/tcp
	nfsd
	Used for file shares by NFS

	4045
	udp/tcp
	rpc.lockd
	Used for region locks on file shares by NFS

	8005
	tcp
	tomcat
	Used for Tomcat shutdown
Do not use in the OS version 6.1.0-XX or later.

	8006
	tcp
	tomcat
	Used for Tomcat shutdown
Do not use in the OS version 6.1.0-XX or later.

	8443
	tcp
	tomcat
	Used for communication with Tomcat by HTTPS
Do not use in the OS version 6.1.0-XX or later.

	8444
	tcp
	tomcat
	Used for communication with Tomcat by HTTPS
Do not use in the OS version 6.1.0-XX or later.

	9090
	tcp
	Management API
	Receiving port for Management API 

	9090
	tcp
	HCP
	Used for MAPI access to HCP

	10000
	tcp
	ndmp
	Used for NDMP

	15000 to 15039,

19012,

19032
	udp/tcp
	Data Management
	Used for Migration management port

	20265
	tcp
	(
	For maintenance, Program product installation, etc.

	20266
	tcp
	(
	

	20287
	udp
	FailSafe
	Used for communication with the remote node in a cluster configuration

	20288
	udp
	FailSafe
	Used for communication with the remote node in a cluster configuration

	20289
	udp
	FailSafe
	Used for communication with the remote node in a cluster configuration

	20331
	udp
	(
	Used by Shadow Image and True Copy

	20332
	udp
	(
	

	30020 to 30499
	udp
	(
	

	31032 to 31254
	udp
	(
	

	31532 to 31754
	udp
	(
	

	22550
	tcp
	hfrrdmn
	Used for HFRR (default port number)

	21000 to 22499
	tcp
	(
	Used for communication inside the FailSafe node

	32768 to 61000

(20048)
	udp/tcp
	rpc.mountd
	Used for the NFS mount request processing shared by NFS at the time of the NFS port dynamic allocation (default).
(Port is not used in case of NFSv4)
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.

	32768 to 61000

(29997)
	udp/tcp
	rpc.statd
	Used for the file lock recovery processing of the file shared by NFS at the time of the NFS port dynamic allocation (default).
(Port is not used in case of NFSv4)
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.


Table 5.2-2 Ports Used by the Management Server (Hitachi File Services Manager)
	Port number
	Protocol
	Service name
	Description

	443
	tcp
	https
	Used to access the GUI

	2000
	tcp
	SNM API
	Used for changing LU settings

	20265
	tcp
	Manager Agent
	Used for authentication by using the account/password generated by the temporary-account login function during access to the GUI

	22015
	tcp
	HBase 64
	Used to access HBase 64 Storage Mgmt Web Service that does not support SSL/TLS. This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22016
	tcp
	HBase 64
	Used to access HBase 64 Storage Mgmt Web Service that supports SSL/TLS.

This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22017
	tcp
	HBase 64
	Used to access the HBase 64 Storage Mgmt Common Service via AJP connection using the HBase 64 Storage Mgmt Web Service. This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22018
	udp
	HBase 64
	Used for HBase 64 Storage Mgmt Common Service to receive a termination request. This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22032
	udp
	HBase 64
	Used to access HiRDB. This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22131
	tcp
	HBase 64
	HFSMの内部通信（ネーミングサービス）で使用されます。Used for internal communication of HFSM software component (naming service). This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22130, 22132,

22133
	tcp
	HBase 64
	HFSMの内部通信（Web サーバとの通信）で使用されます。Used for internal communication of HFSM software component (Web service). This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	23015
	tcp
	HBase
	Used to access HBase Storage Mgmt Web Service that does not support SSL/TLS. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	23016
	tcp
	HBase
	Used to access HBase Storage Mgmt Web Service that supports SSL/TLS. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	23017
	tcp
	HBase
	Used to access the HBase Storage Mgmt Common Service via AJP connection using the HBase Storage Mgmt Web Service. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	23018
	udp
	HBase
	Used for HBase Storage Mgmt Common Service to receive a termination request. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	23032
	udp
	HBase
	Used to access HiRDB. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	45001 to 49000
	tcp
	HBase
	Loop back port used for communication between HFSM software components (Hbase and HiRDB). This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later


Table 5.2-3 Ports Used by the Management Console (Web browser)
	Port number
	Protocol
	Service name
	Description

	443
	tcp
	https
	Used to access the GUI

	22015
	tcp
	HBase 64
	Used to access HBase 64 Storage Mgmt Web Service that does not support SSL/TLS. This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	22016
	tcp
	HBase 64
	Used to access HBase 64 Storage Mgmt Web Service that supports SSL/TLS.

This port do not use in the Hitachi File Services Manager version 6.1.2-XX or earlier.

	23015
	tcp
	HBase
	Used to access HBase Storage Mgmt Web Service that does not support SSL/TLS. This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.

	23016
	tcp
	HBase
	Used to access HBase Storage Mgmt Web Service that supports SSL/TLS.

This port do not use in the Hitachi File Services Manager version 6.2.0-XX or later.


(2)
About the protocols used for Hitachi Data Ingestor in the single node configuration

The following services are running to provide various types of services in Hitachi Data Ingestor.
Table 5.2-4  Ports Used by a node (1/2)
	Port number
	Protocol
	Service name
	Description

	20
	tcp
	ftp
	ftp-data port

	21
	tcp
	ftp
	Used for ftp

	22
	tcp
	ssh
	Used for ssh

	22
	tcp
	sshd
	Used for sftp. Also used as a data port.

	53
	udp
	DNS
	Used for DNS

	69
	udp
	tftp
	Used for tftp (It is used for OS version 4.2.0-XX or later)

	88
	udp/tcp
	kdc
	Used for user authentication in an Active Directory environment

	111
	udp/tcp
	portmap
	Used to manage the port numbers used by NFS-related services, and respond to inquiry from clients about port numbers

	123
	udp
	ntp
	Used for NTP

	137
	udp
	NetBIOS Name Service
	Used for the CIFS service via NetBIOS over TCP/IP

	138
	udp
	NetBIOS Datagram Service
	

	139
	tcp
	NetBIOS Session Service
	

	161
	udp
	SNMP
	Used for SNMP

	162
	udp
	SNMP trap
	Used for SNMP

	199
	tcp
	SNMP Unix Multiplexer
	For SNMP compatibility

	389
	tcp
	LDAP
	Used for the following two services:

( User mapping using external LDAP

( LDAP authentication

	389
	udp
	connectionless ldap
	Used to check whether the DC server is alive or acquire DC information

	443
	tcp
	https
	Used for connection between the management server and the management console, communication with HCP, and communication with Hi-Track

	445
	tcp
	Direct Hosting of SMB
	Used for the CIFS service via Direct Hosting of SMB

	464
	udp/tcp
	kpasswd
	Used to join in a domain or change the user password in an Active Directory environment

	514
	udp
	syslog
	Used when SYSLOG is sent to other server.

	750
	tcp
	kerberos4
	Used for user authentication in an Active Directory environment

	600 to 1023
	tcp
	NIS
	Used for NIS

	600 to 1023

(29998)
	udp/tcp
	rpc.rquotd
	Used to retrieve Quote information from NFS client at the time of the NFS port dynamic allocation (default).
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.

	2049
	udp/tcp
	nfsd
	Used for file shares by NFS

	4045
	udp/tcp
	lockd
	Used for region locks on file shares by NFS

	8005
	tcp
	tomcat
	Used for Tomcat shutdown
Do not use in the OS version 6.1.0-XX or later.

	8443
	tcp
	tomcat
	Used for communication with Tomcat by HTTPS
Do not use in the OS version 6.1.0-XX or later.

	9090
	tcp
	HCP
	Used for MAPI access to HCP

	9090
	tcp
	Management API
	Receiving port for Management API 

	10000
	tcp
	ndmp
	Used for NDMP


Table 5.2-4  Ports Used by a node (2/2)

	Port number
	Protocol
	Service name
	Description

	15000 to 15019,

19012
	udp/tcp
	Data Management
	Used for Migration management

	20265
	tcp
	(
	For maintenance, Program product installation, etc.

	22550
	tcp
	hfrrdmn
	Used for HFRR (default port number)

	32768 to 61000

(20048)
	udp/tcp
	rpc.mountd
	Used for the NFS mount request processing shared by NFS at the time of the NFS port dynamic allocation (default).
(Port is not used in case of NFSv4)
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.

	32768 to 61000

(29997)
	udp/tcp
	rpc.statd
	Used for the file lock recovery processing of the file shared by NFS at the time of the NFS port dynamic allocation (default).
(Port is not used in case of NFSv4)
A value ( ) is used in the OS version 4.2.0-XX or later when NFS port is fixed.


Table 5.2-5 Ports Used by the Management Console (Web browser)
	Port number
	Protocol
	Service name
	Description

	443
	tcp
	https
	Used to access the GUI

	20265
	tcp
	Manager Agent
	Used for authentication by using the account/password generated by the temporary-account login function during access to the GUI
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