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C.1
Local Initial Operations According to Maintenance Request 
Before troubleshooting, this chapter describes precautions for maintenance personnel to refer to maintenance procedures in HA8000 maintenance manual partly.

Determination of a failure and parts replacement of Hitachi Data Ingestor (HDI) hardware are performed with reference to both the HDI maintenance manual and the HA8000 maintenance manual for which maintenance personnel need to do a certain amount of work in the HA8000 maintenance manual first and return to the work in the HDI maintenance manual.
Figure C.1-1 shows general flow for the maintenance personnel to refer to the proper procedures described in the two maintenance manuals while performing troubleshooting or parts replacement of HDI hardware.

The maintenance personnel must refer to and understand the flow in Figure C.1-1 before performing troubleshooting or parts replacement.
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Figure C.1.1 General Flow for Referring to Procedures in Two Manuals

C.1.1
When Detected by HiTrack
A failure detected by HiTrack is reported to the Maintenance Center of (HDS) by HiTrack. The maintenance personnel should perform the failure analysis according to the following.
(1)
Receive the failure information acquired by HiTrack from the Maintenance Center of (HDS) via FTP or e-mail.

(2)
Acquire TagID and SIM from the received failure information.
The acquired TagID is used in the failure analysis to specify the failure occurrence node and to replace the parts. The acquired SIM is used in the failure analysis to analyze the failure of Hitachi Data Ingestor.
NOTE:
The acquired SIM is the one when the failure occurred or when the communication with the node was disrupted.
Maintenance personnel need to confirm the SIM by connecting the maintenance PC even at the local site.

(3)
Based on the acquired TagID and SIM, perform the failure analysis and failure determination operation.
For the details of the failure analysis and the failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
C.1.2
When Detected by SNMP Trap
When monitoring by SNMP, a failure detected by HDI is stored in the SNMP Trap server as a failure information equivalent to SIM and reported to the SNMP manager. After that, it is reported to the Maintenance Center of (HDS) by the system administrator. The maintenance personnel should perform the local initial measurement and failure analysis according to the following.
(1)
By requesting the system administrator, receive all the SNMP Trap. Maintenance personnel should check the Trap IDs and Trap messages in the received SNMP Trap, and check whether there is a Trap where the SIM of HDI is stored or not. For the details of SNMP Trap where the SIM of HDI is stored, refer to “Troubleshooting ‘7.2 Messages of Trap that the Maintenance Personnel should Obtain Table 7.2-1 SNMP Trap to be sent by HDI’ (TRBL 07-0010).
(2)
Based on the management IP address (IP address of the port used in the operation in the single node configuration) of the received failure information, confirm the position of the node where a failure occurred with the system administrator. The confirmed position of the node where a failure occurred is used in the failure analysis for specifying the failure occurrence location and for replacing.
In the single node configuration, the system administrator should execute the failure determination that is described in ‘C.1.3 When the System Administrator Noticed a Failure’ in advance.
However, if the “KAQK37525-E” SIM message ID is included in the “KAQG46040-E” that is received Trap ID of SNMP Trap, there is a possibility that the system data or the user data has been lost. In this case, it is needed to execute the initial installation of OS and to restore the data from the backup information. For this reason, execute the Table C.1.2-1 or Table C.1.2-2 according to the configuration. 
(3)
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
Table C.1.2-1  Procedures for restoring data in the node 
in the configuration using management port
	#
	Contents
	Worker

	1
	Execute the initial OS installation (with RAID reconfiguration) (*1)
	Maintenance personnel

	2
	Execute setup after installation is completed.
	Maintenance personnel

	3
	Execute the restoration of the system LU ( including user data)
	System administrator

	4
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	5
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command which is open to the system administrator.
	System administrator

	6
	Execute the I/O confirmation for the system
	System administrator


*1:
All data within the node will be initialized.
Table C.1.2-2  Procedures for restoring data in the node 
in the configuration using trunk 2 Data ports
	#
	Contents
	Worker

	1
	Ask the system administrator to search a vacant port of IP-SW of front-end LAN, then connect the Management port of the node to the vacant port with a LAN cable.
	Maintenance personnel

	2
	Execute the initial OS installation (with RAID reconfiguration) (*1)
	Maintenance personnel

	3
	Execute setup after installation is complete (Set the IP address and Routing used for trunk 2 data ports in the front-end LAN to the Management port IP address. (Ask the system administrator about the IP address and Routing for trunk 2 data ports in the front-end LAN.)
	Maintenance personnel

	4
	Execute the restoration of the system LU ( including user data)
	System administrator

	5
	After the restoration is completed, remove the LAN cable between IP-SW of front-end LAN and the Management port that was connected at sequence #1 of the node .
	Maintenance personnel

	6
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	7
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command which is open to the system administrator.
	System administrator

	8
	Execute the I/O confirmation for the system
	System administrator


*1:
All data within the node will be initialized.
C.1.3
When the System Administrator Noticed a Failure
When the system administrator detected a failure, it is reported to the Maintenance Center of (HDS) by the system administrator. The maintenance personnel should perform the local initial measurement and failure analysis according to the following.
In the single node configuration, the system administrator should determine a failure in advance to make shorten of downtime. 
Refer to C.1.3.1 Action to be taken in the cluster configuration for the cluster configuration and ‘C.1.3.2 Action to be taken it the single node configuration’ for the single node configuration.

C.1.3.1
Action to be taken in the cluster configuration
(1)
When the failure noticed by the system administrator is the ERROR lamp lighting of the node or LED alarm lighting of the parts (power unit, embedded HDD and others)
(
Request the system administrator to check the status of the LCD display and LED alarm lighting of the installed parts.

(
The confirmed information is used in the failure analysis.
(
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
(2)
When the failure noticed by the system administrator is the abnormal OS operation and inaccessible
Request the system administrator if he/she can access the both node with HFSM, and if it can be accessed, check whether failover has occurred or not.
(
Proceed to (2-1) if the system administrator cannot access the both nodes with HFSM and installing the management LAN IP-SW provided by (HDS).
(
If the management LAN IP-SW owned by the customer is installed, request the customer to determine the failure.

(
When the failover has occurred, proceed to step (2-2).
(
When the failover has not occurred, proceed to step (2-3).
(2-1)
When it cannot access the both nodes with HFSM
(
Remove the LAN cable connected to the #7 port on the management LAN IP-SW, and connect the removed LAN cable to the #9 port on the management LAN IP-SW. Request the system administrator to check whether it can communicate with the both nodes with HFSM.
When it is available to communicate, execute the step( to step(. When it is not available to communicate, reconnect the removed LAN cable to the port as it was connected, and execute the step(.
(
Because it is the port failure of the maintenance LAN IP-SW, ask the system administrator to failover the resource group. If the system administrator is not available to operate, maintenance personnel should perform this operation with the permission of the system administrator. Ask the system administrator which node should be used to failover the resource group. If no instruction is given, failover the resource group on the node 1 to the node 0. For the failover procedure, refer to “Maintenance Tool ‘3.1 Failover Node Termination to Execute the OS stop or OS reboot’ (MNTT 03-0000)”.
(
Remove the #3 port on the maintenance LAN IP-SW that is connected with the management port on the side of node1, and remove the LAN cable that is connected with the management port on the side of node0.
(
Connect the LAN cable that is removed from #3 on the maintenance LAN IP-SW at the step( to the management port on the side of node0.
(
Replace the management LAN IP-SW. For the replacement of management LAN IP-SW, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch)’ (REP 01-0280)”.
After replacing the management LAN IP-SW, execute the operation described in “Troubleshooting ‘9.1.2 Confirmation of Recovery from Hardware Failure’ (TRBL 09-0010)”.
(
Request the system administrator to replace the LAN cable that is connected between the HFSM and the management LAN IP-SW, and check if the connection can communicate or not.
If it cannot communicate, it is a failure of the management server. Therefore, request the system administrator to review and replace the management server.
(2-2)
When failover has occurred
(
Request the system administrator to check SIM. The confirmed SIM is used in the failure analysis.
(
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
(2-3)
When failover has not occurred
(
The system administrator may have performed the incorrect setting. Request the system administrator to recheck the items before and after the setting if there are any errors or not.
(
Request the system administrator to acquire the failure information.
(
Execute the manual dump operation. Furthermore, inform the Technical Support Center of the manual dump execution.
(
Send the acquired failure information to the Technical Support Center via e-mail.
C.1.3.2
Action to be taken it the single node configuration
(1)
In the single node configuration, maintenance personnel get the result of failure determination operation from the system administrator, and execute the action to be taken according to the result. Figure C.1.3.2-1 shows the overview of the determination flow to be executed by the system administrator.
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (1/4)
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (2/4)
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (3/4)
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (4/4)

(1-1)
OS is running, and when the system administrator cannot restore from the failure information (such as em_alert/SNMP Trap).
Execute failure analysis and the failure determination based on the collected failure information.
Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ for the details of failure analysis and determination process of a failure.

(1-2)
OS is running, and when the system administrator can be restored from the failure information (such as em_alert/SNMP Trap).
Because the restarting operation is available, collect the failure information from the system administrator.

(1-3)
It cannot confirm that the OS is running or not, and the MAINTENANCE lamp display of a node shows an error.
Execute failure analysis and the failure determination based on the collected failure information.
Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ for the details of failure analysis and determination process of a failure.

(1-4)
When the system administrator executes the dump manually and then after collecting the dump manually, the system starts automatically and confirmed that the I/O operation is available (This is executed when it is unknown if the OS is running and the MAINTENANCE lamp display shows normal.)
Because the restarting operation is available, collect the failure information from the system administrator.

(1-5)
After collecting the dump manually by the system administrator, the system does not start automatically or the I/O operation cannot be done after restarting. (This is executed when it is unknown if the OS is running and the MAINTENANCE lamp display shows normal.)
Execute failure determination operation.
Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ for the details of failure analysis and determination process of a failure.
C.1.4
When the Maintenance Personnel Noticed the Failure at the Time of Initial Installation in the Local Site
When the maintenance personnel noticed the ERROR lamp lighting and the LED lighting of the parts of the node in which the failure occurred, perform the local initial measurement and failure analysis according to the following.
(1)
Check the alarm lighting of the installed parts and others of the node in which the failure occurred.
(2)
Perform “hwstatus” for the node in which the failure occurred.
For the details of “hwstatus”, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(3)
Acquire the result of “hwstatus”. Note that the connection (remote node BMC connection status) of BMC Information becomes “none” (cluster not built) at the time of initial installation because it is before the cluster building. 
(4)
Based on the result of “hwstatus”, replace the failure occurrence parts of the failure occurrence node.
For the details of the part replacement, refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”.
C.1.5
Determination Procedure for the Possible Failure Part when a PCI Error Occurred
If SIM message in a failure notice is “KAQK30801-E”, the failure content can be determined by RC information which is included in the SIM message.

Although, in the case the failure content of RC turns out to be a PCI error, RC information alone is not enough to determine the possible failure part; the combination of installation pattern of PCI slot and SEL information is required in that case.
RC of a PCI error is either of the following.

1001000A13E46FA4XXXXXXXX (Parity error of PCI)

1001000A13E56FA5XXXXXXXX (System error of PCI)
The determination procedure of a possible failure part when a PCI error occurred is as follows.

Note that the following software must be installed on the maintenance PC by the maintenance personnel in advance.
Extraction software (software that can extract “tar.gz”)
Text editor (Notepad is acceptable)
The following shows the determination procedure of a possible failure part.

In the case the maintenance personnel collect logs, perform (1) to (3) of [In the case the maintenance personnel collect logs], and in the case you receives logs collected from HFSM by the system administrator, perform (1) to (3) of [In the case the system administrator collected logs], then perform procedure (4) and subsequent procedures in both cases.

[In the case the maintenance personnel collect logs]
(1)
Execute oslogget command on the node where a SIM with RC of PCI error was output to download logs onto the maintenance PC. This procedure is not necessary if logs have been already downloaded.
For oslogget command, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
(2)
Extract the log which was downloaded in the procedure (1) on the maintenance PC with the extraction software.

(3)
Open the extracted log folder “naslog_full_nncX” (X: the node on which the command was executed) and extract “selmanager.tar.gz.”
[In the case the system administrator collected logs]
(1)
Confirm that ALL log you received from the system administrator is the log of the node from which a SIM with RC of PCI error was output.

(2)
Extract ALL log received in procedure (1) on the maintenance PC with the extraction software.

(3)
Open the extracted log folder and search by “selmanager.tar.gz” inside the folder, and then extract the hit file.
(“selmanager.tar.gz” is stored under “var\log.”)

 (4)
Open the extracted “opt” folder and open “ipmi_sel.log” stored under “opt\hitachi\SelManager” with the text editor.

(5)
Search in the opened file by the specified characters below and check the hit SEL. 
Use these two specified characters for the search. (*)

01000413E46FA4
01000413E56FA5
*:
The search must be performed for the both specified characters because the SEL format of a PCI error is either of the following.
“xxxx02yyyymmdd01000413E46FA4zzzz”
“xxxx02yyyymmdd01000413E56FA5zzzz”
xxxx: Record ID
yyyymmdd: Time stamp
zzzz: bus/device/function

(6)
Note down the last 4 digits of SEL that was hit in procedure (5). 
“zzzz” in SEL formats above is the part to be noted.
In the case two or more SEL were hit in procedure (5), note down the last 4 digits of all the hit SEL.

(7)
Check the back side of the node to confirm which pattern in Table C.1.5-1 corresponds to the current PCI installation status.

Table C.1.5-1  PCI Slot Installation List

	#
	Slot 1
	Slot 2
	Slot 4
	Installation pattern

	1
	GbE-2Portcard
	Fibre Channel card
	(
	Pattern 0

	2
	GbE-2Port card
	(
	(
	

	3
	GbE-2Port card
	Fibre Channel card
	GbE-4Port card
	Pattern 1


*:
Slot 3 and Slot 5 is always empty (no card is installed).

(8)
Use a list for possible failure part of determination either Table C.1.5-2 or Table C.1.5-3 of which the installation pattern corresponds to the one you confirmed in procedure (7). Find the line in the list where “Last 4 bytes in SEL” is same as the last 4 digits of SEL that was noted down in procedure (6).
The first possible failure part in the line you have determined is the first replacement part.
If the node did not recovered from the error after the replacement of the first possible failure part, replace all the parts described in the second and the third possible failure part.

Table C.1.5-2  List for Possible Failure Part Determination in the case of Installation Pattern 0

	#
	Last 4 bytes in SEL
	First possible failure part
	Second possible failure part
	Third possible failure part

	1
	0000
	Motherboard
	(
	(

	2
	0008
	Motherboard
	PCI Riser B Board
	Card installed in slot 1

	3
	0038
	Motherboard
	PCI Riser B Board
	Card installed in slot 2

	4
	0048
	Motherboard
	RAID controller
	(

	5
	00A0
	Motherboard
	(
	(

	6
	00A1
	Motherboard
	(
	(

	7
	00A2
	Motherboard
	(
	(

	8
	00B0
	Motherboard
	(
	(

	9
	00B1
	Motherboard
	(
	(

	10
	00B2
	Motherboard
	(
	(

	11
	00B3
	Motherboard
	(
	(

	12
	00B4
	Motherboard
	(
	(

	13
	00B5
	Motherboard
	(
	(

	14
	00B6
	Motherboard
	(
	(

	15
	00B7
	Motherboard
	(
	(

	16
	00D0
	Motherboard
	(
	(

	17
	00D1
	Motherboard
	(
	(

	18
	00D7
	Motherboard
	(
	(

	19
	00E0
	Motherboard
	(
	(

	20
	00E4
	Motherboard
	(
	(

	21
	00E5
	Motherboard
	(
	(

	22
	00E8
	Motherboard
	USB device (*1)
	(

	23
	00E9
	Motherboard
	USB device (*1)
	(

	24
	00EA
	Motherboard
	USB device (*1)
	(

	25
	00EB
	Motherboard
	USB device (*1)
	(

	26
	00EF
	Motherboard
	USB device (*1)
	(

	27
	00F0
	Motherboard
	(
	(

	28
	00F8
	Motherboard
	(
	(

	29
	00FA
	Motherboard
	(
	(

	30
	00FB
	Motherboard
	(
	(

	31
	0100
	Card installed in slot 1
	PCI Riser B Board
	Motherboard

	32
	0101
	Card installed in slot 1
	PCI Riser B Board
	Motherboard

	33
	0400
	Card installed in slot 2
	PCI Riser B Board
	Motherboard

	34
	0401
	Card installed in slot 2
	PCI Riser B Board
	Motherboard

	35
	0500
	RAID controller
	Motherboard
	(

	36
	0600
	Motherboard
	(
	(

	37
	0601
	Motherboard
	(
	(

	38
	0700
	Motherboard
	(
	(


*1:
“USB device” means a device connected with USB.

Table C.1.5-3  List for Possible Failure Part Determination in the case of Installation Pattern 1

	#
	Last 4 bytes in SEL
	First possible failure part
	Second possible failure part
	Third possible failure part

	1
	0000
	Motherboard
	(
	(

	2
	0008
	Motherboard
	PCI Riser B Board
	Card installed in slot 1

	3
	0028
	Motherboard
	PCI Riser A Board
	Card installed in slot 4

	4
	0038
	Motherboard
	PCI Riser B Board
	Card installed in slot 2

	5
	0048
	Motherboard
	RAID controller
	(

	6
	00A0
	Motherboard
	(
	(

	7
	00A1
	Motherboard
	(
	(

	8
	00A2
	Motherboard
	(
	(

	9
	00B0
	Motherboard
	(
	(

	10
	00B1
	Motherboard
	(
	(

	11
	00B2
	Motherboard
	(
	(

	12
	00B3
	Motherboard
	(
	(

	13
	00B4
	Motherboard
	(
	(

	14
	00B5
	Motherboard
	(
	(

	15
	00B6
	Motherboard
	(
	(

	16
	00B7
	Motherboard
	(
	(

	17
	00D0
	Motherboard
	(
	(

	18
	00D1
	Motherboard
	(
	(

	19
	00D7
	Motherboard
	(
	(

	20
	00E0
	Motherboard
	(
	(

	21
	00E4
	Motherboard
	(
	(

	22
	00E5
	Motherboard
	(
	(

	23
	00E8
	Motherboard
	USB device (*1)
	(

	24
	00E9
	Motherboard
	USB device (*1)
	(

	25
	00EA
	Motherboard
	USB device (*1)
	(

	26
	00EB
	Motherboard
	USB device (*1)
	(

	27
	00EF
	Motherboard
	USB device (*1)
	(

	28
	00F0
	Motherboard
	(
	(

	29
	00F8
	Motherboard
	(
	(

	30
	00FA
	Motherboard
	(
	(

	31
	00FB
	Motherboard
	(
	(

	32
	0100
	Card installed in slot 1
	PCI Riser B Board
	Motherboard

	33
	0101
	Card installed in slot 1
	PCI Riser B Board
	Motherboard

	34
	0600
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	35
	0710
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	36
	0720
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	37
	0800
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	38
	0801
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	39
	0900
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	40
	0901
	Card installed in slot 4
	PCI Riser A Board
	Motherboard

	41
	0A00
	Card installed in slot 2
	PCI Riser B Board
	Motherboard

	42
	0A01
	Card installed in slot 2
	PCI Riser B Board
	Motherboard

	43
	0B00
	RAID controller
	Motherboard
	―

	44
	0C00
	Motherboard
	―
	―

	45
	0C01
	Motherboard
	―
	―

	46
	0D00
	Motherboard
	―
	―


*1:
“USB device” means a device connected with USB.
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Determine the failure of HDI





The failure has been determined by executing maintenance procedure for HDI (determine the possible failure part).





Execute HATP





Search for RC





Perform a pre-procedure before the replacement





Recovered?





Execute replacement





Troubleshooting or parts replacement policy using two manuals (*)


Start a failure determination with HDI maintenance manual.


Determine a failure by HATP if node is down; determine a failure by SIM of the OS if node is running.


Do not refer to the parts replacement procedure of HA8000 maintenance manual from the result of the failure determination of HA8000 maintenance manual; return to the caller of HDI maintenance manual and follow the instruction.


If the node did not recover from the failure after part replacement, determine the failure again.





*:	“Two manuals” indicates HDI maintenance manual and HA8000 maintenance manual.





HA8000 Maintenance Manual





No





Troubleshooting





Replacement





Chapter 2 Troubleshooting





Chapter 7 Replacement





(If there are multiple possible failure parts from the results of the RC, replace the highest-priority possible failure part.


(If the node did not recover from the failure by the first parts replacement, perform a failure determination again and if RC was the same, replace all of the other possible failure parts of the RC.





Troubleshooting Chapter 9 Final system recovery confirmation





A hardware failure the possible failure part has been already determined





If the failure contents turned out to be a PCI error from the result of RC, perform ‘C1.5 Determination Procedure for the Possible Failure Part when a PCI Error Occurred’ to determine the failure part.





Perform a post-procedure after the replacement





Before replace each part, read �“NOTE: Precautions before parts replacement” in “Replacement” of HDI maintenance manual that is described in the procedure for referring to HA8000 maintenance manual on a parts replacement.





Yes





Node down is detected





SIM with RC is found





Determine the possible failure part





























File access possible





File access impossible





Other than a normal response





Display dump is in process





C





No response (OS outage)





Login prompt response





Wait 10 minutes.





Software failure.


A case of automatic reboot.





Normal response





Execute (1-1)





(PSTR 01-0090)





(PSTR 01-0090)





Execute (1-2)





Execute (1-1)








(PSTR 01-0090)





File access possible





File access impossible





A





(PSTR 01-0060)





Confirmation possible








Confirmation impossible





B





(PSTR 01-0080)





(PSTR 01-0070)





Start








Read/Write cannot be accessed?





Inaccessible?





Display remote console screen.





ping confirmation result?





em_alertfile can be confirmed?





If hardware error is detected from em_alert, SNMP, or others, call maintenance personnel, collect failure information and execute failure recovery.





There might be a failure in BMC hardware. Call maintenance personnel, collect failure information and execute failure recovery.





Read/Write retry from client after 20 minutes.





Web access to BMC to open remote console and confirm screen display.





Directly connect Windows-installed PC and BMC port by LAN cable.





Confirm communication by ping from connected PC to BMC port.





A





No





Yes





Network failure





Other





Execute (1-1).








(PSTR 01-0090)





Receive error status from HCP





Execute (1-2).








(PSTR 01-0090)





Yes





No





em_alertfile failure information confirmation result?





System administrator executes failure recovery based on em_alertfile result.





Confirm status of network and environment server.





Failure might be of other than Edge site


Contact Core site.





Any failure?





Contact Core site.





System administrator executes failure recovery.





Failure recovery achieved?





Call maintenance personnel, collect failure information and execute failure recovery.





B





Yes





No





Execute (1-1).








(PSTR 01-0090)





Failure might be of (front-end port(2) or (Management port(1), which cannot be confirmed by em_alert.


Call maintenance personnel, collect failure information and execute failure recovery.





System administrator confirms status of customer network.





Any failure?





System administrator executes failure recovery.





C





Normal





Startup successful





Startup failed





There is an error





Successful





Not successful





Execute (1-3).
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(PSTR 01-0090)





Execute (1-4).





(PSTR 01-0090)





MAINTENANCE lamp displayed?





Call the maintenance personnel, collect failure information and execute failure recovery.





Execute manual dump collecting and reboot by pushing RESET button down of node.





Wait 10 minutes after start of reboot.





Confirm OS prompt from PC directly connected to BMC port via BMC port.





Reboot completed?





Confirm “Read/Write” is possible from client.





Access result?





Resume operation.


Request the maintenance personnel to collect dump.











Execute (1-5).





Call the maintenance personnel, collect failure information and execute failure recovery.
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