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Chapter 1
Method of Local Initial Measures According to Maintenance Request
The contents of local initial measures according to the maintenance request when a failure occurs in Hitachi Data Ingestor are described.
Note that if the target model is HA8000 Series, you must refer to “C.1 Local Initial Operations According to Maintenance Request” in advance.
For the Configuration of single node with spare for Cloud, read “Theory ‘3.2.2.1 Operation policy when a failure occurs in the single node configuration (3)’ (THEO 03-0070)” first before executing the maintenance work. Basically, execute the failure recovery for the node isolated from the failure occurred front-end LAN.
1.1
Failure Detection by Hitachi Data Ingestor
NOTE: If the appearance of MAINTENANCE lamp of the target model is different from Figure 1.1-1, refer to Troubleshooting “1.5 Appendix Contents Indicated by MAINTENANCE Lamp of Each Model” (TRBL 01-0050) and read the indication and meaning of the MAINTENANCE lamp properly.
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Figure 1.1-1 Appearance of MAINTENANCE Lamp

A failure in Hitachi Data Ingestor is detected by the following methods.
(1)
Detected by HiTrack
(2)
The system administrator notices the failure detected by SNMP Trap
(3)
The system administrator notices the following failures visually
(
Power supply unit, internalembedded drive and others, LED lighting on parts
(
Abnormal OS operation, abnormal environment
(
Impossible to access the both nodes from the HFSM.
(
The entire failure on the side of HDI in the configuration of HDI for Cloud environment (*1)
(
Notice an abnormal occurrence such as an OS access impossible in the single node configuration.
*1:
The entire failure on the side of HDI means the failure that requires the resetting all of the equipments (nodes, disk array, network devices, and environment servers etc.) from the initial state due to an occurrence such as a disaster on the HDI placed area.
(4)
The maintenance personnel notice the failure by LED lighting, which is front of the node.
About the LED status, refer to Troubleshooting “1.5 Appendix Contents Indicated by MAINTENANCE Lamp of Each Model” (TRBL 01-0050).
1.2
Maintenance Request and Method of Local Initial Measurement
The failure detected by HiTrack or the system administrator is notified to the Maintenance Center of (HDS) (maintenance request). As the local initial measures for this maintenance request, the maintenance personnel should collect the failure information at the time of failure notice.
The collection method of the failure information differs depending on the method of the failure detection.
NOTE:(
When executing OS termination (stopping auto power supply or stopping power supply by the power lamp switch, stopping by a command instruction), a part of failure information might be disappeared. Therefore, do not stop OS unless otherwise there is such instruction to stop the OS or there is a special instruction.

(
Check whether the maintenance LAN IP-SW is owned by (HDS) or customer.
(
When performing troubleshooting in the configuration where KVM is not used, read “KVM” in this manual as "Remote console."
(
In the case of CR220SM, an external DVD-ROM drive is required for performing HATP. Ask the system administrator about external DVD-ROM drive because it is an accessory of the product. If there is no external DVD-ROM drive, the maintenance personnel must prepare it. For how to connect, refer to “A.2.1.2 External DVD-ROM drive.”
(
When collecting Simple log by using HATP, select “3 (ALL escalation log)” in “Select menu number” of HATP menu (2) Log collect menu to collect a complete log.
For details, refer to the maintenance manual of the target model (HA8000 series / CR2x0 series).
(
HATP might be used for collecting logs or locating faulty hardware. If the node to be maintained is CR210HM or CR220SM, be sure to turn off the node before performing HATP.
Make sure that the CD of HATP is not inserted before turning off the node, or the node cannot be restarted.
(1)
When detected by HiTrack
Refer to “C.1.1 When Detected by HiTrack”.
(2)
When detected by SNMP Trap
Refer to “C.1.2 When Detected by SNMP Trap”.
(3)
When detected by the system administrator visually
Refer to “C.1.3 When the System Administrator Noticed a Failure”.
However, in the case of entire failure on HDI side in the configuration of HDI for Cloud environment, refer to Troubleshooting “1.4 Restoration Procedures for the Entire Failures on HDI Side at the Configuration of HDI for Cloud Environment” (TRBL 01-0040).
(4)
When detected by the maintenance personnel (at the time of initial installation)
Refer to “C.1.4 When the Maintenance Personnel Noticed the Failure at the Time of Initial Installation in the Local Site”.
1.3
This Page is Intentionally Blanked
This page is for editorial purpose only.
1.4
Restoration Procedures for the Entire Failures on HDI Side at the Configuration of HDI for Cloud Environment
In the configuration of HDI for Cloud, the setting on the side of HDI can be restored if the entire systems on the HDI side failed. Note that, in the single node configuration, the system administrator must execute data recovery after OS installation.
However, the following conditions must be met. 
(
In the cluster configuration, distributors must store the serial number of disk array subsystem per customer or site, and apply it when shipping a disk array subsystem for the restoration of HDI side.
(
System Administrator must execute the following migration operation periodically (assumed 1 time/ day).
User data:
Every file systems of HDI must be set OS: “the entire file system makes the subject of migration”.
System configuration information:
Regular Backup of System configuration information to HCP must be performed.
(
System administrator must store the following information of HDI side to the place where unaffected of HDI failure.
(
IP segment, IP address, and routing information of each Network equipment.
(
Setting of environment servers (interface setting of DNS) to make interface with HCP.
(
Configuration file that is recorded the setting of disk array. (In the cluster configuration)
(
Backup file that is recorded the sharing in formation of file system. (In the cluster configuration)
(
A combination of File system name and Namespace name. (In the cluster configuration)
(
Key codes for encryption of data stored on a HCP system (In the case that HCP payload encryption function is enabled).
(
The system administrator of HCP side on a configuration of HDI for Cloud must store the following information per HDI to be connected.
(
Accessing account
(
Migration policy name
(
Tenant name/ System name
(
The place to be stored the system configuration information file. 
The following example shows when the host name of HCP to be stored is “hcp.hitachi.com”, the name space is NS1, and the tenant name is tenant1. 
(e.g.): http:// NS1.tenant1.hcp.hitachi.com/rest/system/system_backupfile.tgz

For the details of restoration procedure in the cluster configuration, refer to Troubleshooting “Chapter 12 Appendix C The Entire Restoration Procedures on HDI Side in the Configuration of HDI for Cloud” (TRBL 12-0000).
For the details of restoration procedure in the single node configuration, refer to Troubleshooting “9.2.3.1.1 Failure recovery of the blocked file system in the Configuration using Management port when not connected to the disk array subsystem” (TRBL 09-0720) in case of a failure in the Configuration using Management port and Troubleshooting “9.2.3.1.2 Failure recovery of the blocked file system in the Configuration using trunk 2 Data ports when not connected to the disk array subsystem” (TRBL 09-0730) in case of a failure in the Configuration using trunk 2 Data ports.

1.5
Appendix  Contents Indicated by MAINTENANCE Lamp of Each Model
NOTE:
D51B-2U does not have a LED corresponding to MAINTENANCE Lamp. To specify the failure part, log into MegaRAC GUI and check Event Log. For the details of MegaRAC GUI, refer to “QuantaGrid Series D51B-2U Technical Guide”.
MAINTENANCE lamp indicates system operating status. 
There are three types of system operating status to be indicated: event code, POST code, and power consumption, which can be switched by SERVICE lamp switch. For the details about how to switch the system operating status to be indicated, refer to the maintenance manual of the target model (HA8000 series / CR2x0 series).
When event code is the system operating status currently indicated, the lamp indication means the part where an error occurred. However, the shape of MAINTENANCE lamp differs depending on the model. Therefore indication also differs by model.
Table 1.5-1 shows the indication of MAINTENANCE Lamp of Each Model, and meanings of the indication.
Table 1.5-1 Contents Indicated by MAINTENANCE Lamp of Each Model
	Shapes and indications of MAINTENANCE lamp
	Error occurrence part

	1
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	2
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	3
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	LED 1 on
	80 on
	CPU

	LED 2 on
	40 on
	Memory

	LED 3 on
	20 on
	Mother board

	LED 4 on
	10 on
	PCI

	LED 5 on
	08 on
	Power supply/Voltage

	LED 6 on
	04 on
	Fan

	LED 7 on
	02 on
	Temperature

	LED 8 on
	01 on
	Other hardware

	All lamps off
	00 on
	No error (power-on status)

	
	All lamps off
	No error (power-off status)


All MAINTENANCE Lamps above (1 to 3) indicate the error status.
For example, on the occurrence of a temperature anomaly, LED 7 lights up on MAINTENANCE lamp 1 and 2 while “02” is displayed on MAINTENANCE lamp 2.
Also, on the occurrence of HDD error and temperature anomaly, LED 7 and LED 8 light up on MAINTENANCE lamp 1 and 2 while “03”, which is the sum of “01” and “02” in hexadecimal, is displayed on MAINTENANCE lamp 2.
MAINTENANCE lamp
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