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Chapter 1
Installing Hitachi Data Ingestor
1.1
Installing Hitachi Data Ingestor
1.1.1
Overview
This section provides the installation procedure of the Hitachi Data Ingestor (hereinafter called HDI) and the initial setup procedure to be executed by the system administrator after the device installation.
After installing the system in accordance with the HDI installation procedure, request the system administrator to perform the initial setup procedure.
In the initial setup procedure includes the operation that Data port of node is assumed in the state of Link Up. Therefore, request the system administrator to make Link Up the Data port before the initial setup procedure.
In the configuration of HDI for HCP, it is also assumed that the installation of HCP has been completed before the installation of HDI.
NOTE:
When shipping HDI with customer settings completed on the nodes of which the OS is installed, request the system administrator to indicate information about the IP addresses of the Private Maintenance ports.
(1)
In the cluster node configuration
Table 1.1.1-1 shows the installation procedure of the HDI in the cluster configuration, and Table 1.1.1-2 The initial setup operation of cluster configuration to be executed by the system administrator (INST 01-0011) shows the procedure to be executed by the system administrator after the device installation.
Table 1.1.1-1  HDI Installation operation procedure in the cluster node configuration (1/2)
	#
	Operating contents
	CTO Operation
	Local Operation
	Reference

	1
	Procedure before the newly installation of the first node
(BMC setting)
	Y
	N
	

	2
	Confirmation of the first node status before the installation
	Y
	N
	

	3
	OS installation of the first node.
(Including the BIOS version confirmation)
	Y
	N
	

	4
	Procedure before the newly installation of the second node.
(BMC setting)
	Y
	N
	

	5
	Confirmation of the second node status before the installation
	Y
	N
	There is no place to be referred because it is not the operation for maintenance personnel.

	6
	OS installation of the second node
( Including the BIOS version confirmation)
	Y
	N
	

	7

(*)
	First phase configuration of management LAN IP-SW

(The setting on the side of management LAN is tentative)
	Y
	N
	

	8
	OS version confirmation for the both nodes
(Skip the setting of management port IP address at the time of first logging.)
	Y
	N
	

	9
	Confirmation of the hardware status of the both nodes
	Y
	N
	


*:
This item is not performed if an IP-SW owned by the customer is used as the management LAN.
Table 1.1.1-1  HDI Installation operation procedure in the cluster node configuration (2/2)
	#
	Operating Contents
	CTO operation
	Local operation
	Reference

	10
	Device delivery 
	N
	Y
	(

	11
	Unpacking and installing of rack frame
	N
	Y
	(

	12
	Unpacking and installing of node
	N
	Y
	Installation “1.1.6 Installing the nodes” (INST 01-0080)

	13
	Setting the Disk Array Subsystem
	N
	Y
	“Disk Setting ‘Chapter 1 Overview of Disk Settings’ (DSKST 01-0000)”

	14

(*)
	Setting of management LAN IP-SW 

(Resetting it to make match with the management port IP address specified by the customer)
	N
	Y
	Installation “Chapter 4 Overview of VLAN Setting Procedure for the Management LAN IP-SW” (INST 04-0000)

	15
	Connecting cables
( Fibre Channel cables
( LAN cable
( KVM/ Remote Console
( Power cables to the nodes
	N
	Y
	( Installation “1.1.4 Overall configuration diagram” (INST 01-0070)
( Installation “1.1.5 Port arrangement and port names of the node” (INST 01-0080)
( Installation “1.1.7 Connecting fibre channel interface cables” (INST 01-0081)
( Installation “1.1.8 Connecting the LAN cable” (INST 01-0130)

	16
	Turning on the AC power of the nodes
	N
	Y
	Installation “2.1.1 Procedure for turning on the power 2.1.1.1 (1) Starting the OS of a node” (INST 02-0000)

	17
	Setting the management port IP address and BMC IP address
(Set with the IP address specified by the customer)
	N
	Y
	“SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.1 (1)’ (SETUP 05-0000)” 

	18
	Confirmation of the firmware version

( HBA firmware

( RAID controller firmware
	N
	Y
	“SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.1 (6) (7)’ (SETUP 05-0050)”

	19
	Check the node statuses
( Hardware status
( LU mapping

( FC path status
	N
	Y
	( “SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.1 (8)’ (SETUP 05-0050)”
( “SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.1 (9)’ (SETUP 05-0060)”
( “SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.1 (10)’ (SETUP 05-0060)”


*:
This item is not performed if an IP-SW owned by the customer is used as the management LAN.
Table 1.1.1-2  The initial setup operation of cluster configuration to be executed 
by the system administrator
	#
	Operating contents
	CTO operation
	Local operation
	reference

	1
	Set the device using Hitachi File Services Manager 

(1)
Register the system administrator

(2)
Set the cluster

(3)
Set the service-related configuration

(4)
Set the network for the data LAN ports

(5)
Set the network (DNS and NIS)

(6)
Specify a user and group

(7)
Create a file system

(8)
Specify file shares

(9)
Specify settings related to the failure monitoring function
	N
	Y
	(

	2
	Mount from the NFS or CIFS client
	N
	Y
	(


(2)
In the single node configuration
(2-1)
When not using the disk array subsystem in the single node configuration
Table 1.1.1-3 shows the installation operation procedure of the HDI in the single node configuration when not using the disk array subsystem, and Table 1.1.1-4 shows the procedure to be executed by the system administrator after the device is installed.
Table 1.1.1-3  HDI Installation operation procedure in the single node configuration 
(when not using the disk array subsystem)
	#
	Operating Contents
	CTO operation
	Local operation
	Reference

	1
	Procedure before the newly installation of node

(BMC setting)
	Y
	N
	There is no place to be referred because it is not the operation for maintenance personnel.

	2
	Confirmation of the node status before the installation
	Y
	N
	

	3
	OS installation of the node

(Including the BIOS version confirmation)
	Y
	N
	

	4
	OS version confirmation

(Skip the setting of management port IP address at the time of first logging.)
	Y
	N
	

	5
	Confirmation of the hardware status of node
	Y
	N
	

	6
	Device delivery
	N
	Y
	(

	7
	Unpacking and installing of rack frames
	N
	Y
	(

	8
	Unpacking and installing of node
	N
	Y
	Installation “1.1.6 Installing the nodes” (INST 01-0080)

	9
	Connecting cables
( LAN cable
( Power cables to the nodes
	N
	Y
	( Installation “1.1.4 Overall configuration diagram” (INST 01-0070)
( Installation “1.1.5 Port arrangement and port names of the node” (INST 01-0080)
( Installation “1.1.8 Connecting the LAN cable” (INST 01-0130)

	10
	Turning on the AC power of the nodes
	N
	Y
	Installation “2.1.1 Procedure for turning on the power 2.1.1.2 (1) Starting the OS of a node” (INST 02-0030)

	11
	Setting the management port IP address 

(Set with the IP address specified by the customer)
	N
	Y
	“SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.2 Setting and Confirming the Single Node Configuration (1)’ (SETUP 05-0071)”

	12
	Confirmation of the firmware version

( RAID controller firmware
	N
	Y
	“SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.2 Setting and Confirming the Single Node Configuration (8)’ (SETUP 05-0079)”

	13
	Check the node statuses
( Hardware status
	N
	Y
	“SET UP ‘5.1 Setting/Confirmation after New Installation 5.1.2 Setting and Confirming the Single Node Configuration (9)’ (SETUP 05-0079)”


Table 1.1.1-4  The initial setup operation of single node configuration operation to be executed by the system administrator (when not using the disk array subsystem)
	#
	Operating contents
	CTO operation
	Local operation
	reference

	1
	Set the device using GUI for management 

(1)
Set the service-related configuration
(2)
Set the network for the data LAN ports
(3)
Set the network (DNS and NIS)
(4)
Specify a user and group
(5)
Create a file system
(6)
Specify file shares
(7)
Specify settings related to the failure monitoring function
	N
	Y
	(

	2
	Mount from the NFS or CIFS client
	N
	Y
	(


1.1.2
Before starting installation
Read the following confirmation items carefully before starting installation.
(1)
Precautions on installing and removing parts
The precision parts are installed. When installing and removing those parts, avoid impact on them.
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	(
Before starting the operations, wear a wrist strap on your wrist and connect the earth clip at the other end of the cable connected to that wristband to the subsystem frame (metal part). Do not put off the wrist strap until the operation is completed.
(
When installing a node, support the sheet-metal part with your hand wearing the wrist strap. Touching the sheet-metal part discharges static electricity.


(2)
Precautions on cable routing
(a)
Handling of cables laid on the installation floor
(
Use cable protection ducts to protect cables that are drawn from the device onto the floor or that come across a walkway.
(
Make sure that a relay cable between devices is laid on the floor without any suspension.
(b)
Handling of cables installed under a free-access floor
(
Provide a sufficient length of cable so that no cables are suspended above the ground.
(c)
Routing method
(
Considering earthquake, provide a sufficient length of cable for routing.
(
Provide a sufficient length of cable for routing so that replacement work is not disturbed.
(
When using a cable protection duct, be careful not to damage or disconnect the cable by, for example, letting it get caught.
(d)
When inserting and unplugging a cable, hold the connector. Pulling the cable causes failure.
(e)
When connecting an FC cable, bend the cable with a large bend radius (R) that is equal to or greater than 70 mm to prevent load on the cable and connector.
This operation is not necessary for the single node configuration.
(3)
Precaution during startup of a node
During startup of a node, the device power-off status is in the process of changing to the device power-on status. Do not perform the following during startup of a node.
(
Installing and removing parts
(
Inserting and unplugging a cable
1.1.3
Installation Tools
The installation requires the following tools.
Table 1.1.3-1  Installation Tools
	Category
	Name
	Quantity
	Specification and Others
	Remarks

	Tool
	(
	(
	(
	Prepare tools that can maintain the parts of a subject model. For more details, refer to the maintenance manual of the target model.

	Others
	Wrist strap
	1
	(
	A strap for protecting the device from electrostatic discharge

	
	LAN cable
	1
	Category 5 / 5E
(Straight cable)
	Used for connecting the maintenance PC and the device

	
	Maintenance PC
	1
	(
	For details about the maintenance PC requirements, refer to “Maintenance Tool ‘1.2.1 Table 1.2.1-1 Requirements for the Maintenance PC’ (MNTT 01-0030)”.

	
	RS-232C 
crossover cable
	1
	Serial 9-pin
	The RS-232C crossover cable is used for performing the VLAN setting of the management LAN IP-SW.
For the VLAN setting, refer to Installation “Chapter 4 Overview of VLAN Setting Procedure for the Management LAN IP-SW” (INST 04-0000).
In the single node configuration, it is used for the confirmation of OS console window (log in prompt) from the maintenance PC when executing maintenance.

	
	USB/ Serial conversion adapter cable
	1
	(
	USB/ Serial conversion adapter cable is used with the RS-232C crossover cable when the device is connected to the maintenance LAN IP-SW.


1.1.4
Overall configuration diagram
This chapter provides the system configuration where the HDI Series supports.
The management LAN IP-SW shown in the diagrams is an option when the OS version is 3.1.0-XX or later. When using management LAN IP-SW owned by the customer, request to connect the connection of 4 ports that are connected from the node and of 2 ports that are connected form the Disk Array to the customer’s management LAN IP-SW.
(1)
Overall system configuration diagram in the Basic Configuration
HDI does not support Basic Configuration.
(2)
Overall system configuration diagram in the configuration of HDI for HCP
(2-1)
Connection with AMS2000 series and HUS100 series
Figure 1.1.4-6 shows the system configuration diagram of the configuration of HDI for HCP (Connection with AMS2000 series and HUS100 series). The maintenance PC is owned by the maintenance personnel. HCP and HDI share the front-end LAN, FC-SWs (FC switches), and disk array subsystem. For detailed instructions for the LAN connection, refer to “A.2.3 LAN Cable”. For detailed instructions for the FC connection, refer to Installation “1.1.7 Connecting fibre channel interface cables” (INST 01-0081).
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Figure 1.1.4-6  System Configuration Diagram of the Configuration of HDI for HCP 
(Connection with AMS2000 series and HUS100 series)
Figure 1.1.4-7 shows the system configuration in the case of using the customer’s management LAN IP-SW. Maintenance PC is used by connecting directly depending on the circumstances.
The customer’s management LAN IP-SW can be used only in the case the node is HA8000 or D51B-2U.
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Figure 1.1.4-7  System Configuration Diagram of the Configuration of HDI for HCP 
(In the case of using customer’s Management LAN IP-SW)
(2-2)
With USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM connection
Figure 1.1.4-8 shows the system configuration diagram of the configuration of HDI for HCP (with USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM connection). In the Figure, the ranges of components provided by HDI and HCP are enclosed in lines. Other components are to be provided by the customer.
The maintenance PC is owned by the maintenance personnel.

HCP and Hitachi Data Ingestor share the front-end LAN, the FC-SWs (FC switches), and the disk array subsystem.
For detailed instructions for the LAN connection, refer to “A.2.3 LAN Cable”.
For detailed instructions for the FC connection, refer to Installation “1.1.7 Connecting fibre channel interface cables” (INST 01-0081).
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Figure 1.1.4-8  System Configuration Diagram in the Configuration of HDI for HCP 
(with USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, HUS VM connection)
Figure 1.1.4-9 shows the system configuration in the case of using the customer’s management LAN IP-SW. Maintenance PC is used by connecting directly depending on the circumstances.
The customer’s management LAN IP-SW can be used only in the case the node is HA8000 or D51B-2U.
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Figure 1.1.4-9  System Configuration Diagram in the Configuration of HDI for HCP 
(with USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, HUS VM connection) 
[In the case of using customer’s Management LAN IP-SW]

(3)
Overall system configuration diagram in the configuration of HDI for Cloud (cluster node)
In the figure, the ranges of components provided by the HDI of the configuration of HDI for Cloud and the network environment connected to the HDI (to be provided by the customer) are enclosed in frames. The maintenance PC is owned by the maintenance personnel.
The HCP side of the configuration of HDI for Cloud is assumed to be provided already.
The configuration of HDI for Cloud does not support the share of the disk array connecting to HDI site and the disk array connecting to HCP.
The concrete instruction of the LAN connection is shown in “A.2.3 LAN Cable” and the concrete instruction of the FC connection is shown in Installation “1.1.7 Connecting fibre channel interface cables” (INST 01-0081).
Figure 1.1.4-10 shows the overall system configuration diagram in the configuration of HDI for Cloud with BMC and management SW connection configuration.
Figure 1.1.4-11 shows the system configuration diagram in the Configuration of HDI for Cloud with the BMC direct connection configuration.
To use the customer’s management LAN IP-SW in HDI site, configure the HDI site as same as the configuration shown in Figure 1.1.4-2.

[image: image6]
Figure 1.1.4-10  System Configuration Diagram in the Configuration of HDI for Cloud 
(cluster node, BMC and management SW connection configuration)
“A.2.3 LAN Cable” shows the detailed instruction of the LAN connection, and Installation “1.1.7 Connecting fibre channel interface cables” (INST 01-0081) shows the detailed instruction of the FC connection.

[image: image7]
Figure 1.1.4-11  System Configuration Diagram in the Configuration of HDI for Cloud
(cluster node, the BMC Direct Connection Configuration)
(4)
Overall system configuration diagram in the configuration of HDI for Cloud (single node) and the Configuration of the single node with spare for Cloud.
Single node configuration configures with just one node (In case of the Configuration of the single node with spare for Cloud, the Standby node is added).
(
The system configuration diagram when connecting to front-end LAN by using data port is shown in Figure 1.1.4-12.

[image: image12.bmp](
Connecting to a front-end LAN can also be done by using a management port. In this case, replace the port that connects to the front-end LAN from the data port to the management port.

(
The configuration of HDI for HCP (HDI connect to HCP via LAN, not WAN) is also supported with HDI single node.

(
Configuration of the single node with spare for Cloud which connects the disk array subsystem is not supported.
More detailed instruction of the LAN connection is shown in the “A.2.3 LAN Cable”.

[image: image8]
Figure 1.1.4-12  Configuration using trunk 2 Data ports

[image: image9]
Figure 1.1.4-13  Case of using Management port
1.1.5
Port arrangement and port names of the node
This section describes the port names on the backside node of HDI.
(1)
In the cluster node configuration
For the port positions and the port names on the backside of the node in the cluster configuration, refer to “A.2.2.2 Port arrangement and port names (1) Node in the cluster configuration”.
(2)
In the single node configuration 
For the port positions and the port names on the backside of the node in the single node configuration, refer to “A.2.2.2 Port arrangement and port names (2) Node in the single node configuration”.
1.1.6
Installing the nodes
(1)
Example of installing the node in the configuration of HDI for HCP (cluster node)
Refer to “A.4.3 Example of Installing the Node in the Configuration of HDI for HCP (cluster node)”.
(2)
Example of installing the node in the configuration of HDI for HCP (single node)
Refer to “A.4.4 Example of Installing the Node in the Configuration of HDI for HCP (single node)”.
(3)
Example of installing the node in the configuration of HDI for Cloud (cluster node)
Refer to “A.4.5 Example of Installing the Node in the Configuration of HDI for Cloud (cluster node)”.
(4)
Example of installing the node in the configuration of HDI for Cloud (single node)
Refer to “A.4.6 Example of Installing the Node in the Configuration of HDI for Cloud (single node)”.
1.1.7
Connecting fibre channel interface cables
The fibre channel interface is used as the storage interface.
The FC connection to be supported is different by the system configuration.
(
The configuration of HDI for HCP supports the FC-SW connection only.
(
The configuration of HDI for Cloud only supports the both FC-SW indirect connection and FC-SW direct connection.
Unless otherwise noted, make sure that the both OSs of nodes are terminated when you connect FC cables.
For the OS termination of a node, refer to Installation “2.1.2 Procedures for turning off the power” (INST 02-0050).
NOTE:
When connecting a fibre channel interface cable, bend the cable with a large bend radius (R) that is equal to or more than 70 mm to prevent load on the cable and connector.
(1)
FC connection example in the configuration of HDI for HCP
Figure 1.1.7-1 shows an FC connection example of the configuration of HDI for HCP.
In the configuration of HDI for HCP, only FC-SW connection is supported. Direct connection (no FW-SW connection) is unsupported.
Note that the port numbers of node 0 and node 1 in the figure show in the case the node model is HA8000 RS220xK. If the node model is DellTM PowerEdgeTM R710, read “fc0002” as “fc0004”, and read “fc0003” as “fc0005.”

[image: image10]
Figure 1.1.7-1  FC Connection Example in the Configuration of HDI for HCP
For the port number of FC port, refer to “A.2.2.2 Port arrangement and port names”.
(2)
FC connection example in the configuration of HDI for Cloud (HDI site)
Figure 1.1.7-2 shows the FC connection example of the configuration of HDI for Cloud.
The configuration of HDI for Cloud supports the both FC-SW indirect connection and FC-SW direct connection.
Note that the port numbers of node 0 and node 1 in the figure show in the case the node model is HA8000 RS220xK. If the node model is DellTM PowerEdgeTM R710, read “fc0002” as “fc0004”, and read “fc0003” as “fc0005.”

[image: image11]
Figure 1.1.7-2  FC Connection Example in the Configuration of HDI for Cloud
For the port number of FC port, refer to “A.2.2.2 Port arrangement and port names”.
This page is for editorial purpose only.
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1.1.8
Connecting the LAN cable
1.1.8.1 In the Case of Cluster Configuration shows the LAN cable connection when it is cluster configuration, and Installation “1.1.8.2 In the case of single node configuration” (INST 01-0140) shows when it is single node configuration.
1.1.8.1
In the case of Cluster Configuration
It is assumed that the management LAN IP-SW has VLAN settings.
For the VLAN setting of the management LAN IP-SW, refer to Installation “Chapter 4 Overview of VLAN Setting Procedure for the Management LAN IP-SW” (INST 04-0000). However, ask the system administrator for the setting in case (HDS) does not prepare a management LAN IP-SW.
Operations described in (1) though (4) must be performed by the maintenance personnel. Operations described in (5) and (6) must be performed by the customer.
Use the hwstatus command to check the Link up and Link speed after the connection of each LAN cable. Refer to “Maintenance Tool ‘2.3 Displaying the Hardware Status (hwstatus)’ (MNTT 02-0140)”.
(1)
Connecting the management system network

Refer to “A.2.3.1 In the case of cluster configuration (1) Connecting the management system network”.
(2)
Connecting the private maintenance ports
Refer to “A.2.3.1 In the case of cluster configuration (2) Connecting the private maintenance ports”.
(3)
Connecting the heartbeat ports
Refer to “A.2.3.1 In the case of cluster configuration (3) Connecting the heartbeat ports”.
(4)
Connecting the management LAN IP-SW and the disk array subsystem
Refer to “A.2.3.1 In the case of cluster configuration (4) Connecting the management LAN IP-SW and the disk array subsystem”.
(5)
Connecting the front-end LAN
Refer to “A.2.3.1 In the case of cluster configuration (5) Connecting the front-end LAN”.
(6)
Connecting the HiTrack PC
Refer to “A.2.3.1 In the case of cluster configuration (6) Connecting the HiTrack PC”.
1.1.8.2
In the case of single node configuration
(1) is the operation to be executed by customer, and (2) is the operation to be executed by maintenance personnel.
After connecting each LAN cable, execute hwstatus command to confirm Link up and Link speed. Refer to “Maintenance Tool ‘2.3 Displaying the Hardware Status (hwstatus)’ (MNTT 02-0140)” for more detailed information.
(1)
Front-end LAN connection

Refer to “A.2.3.2 In the case of single node configuration (1) Connecting the front-end LAN”.
(2)
Private Maintenance port connection

Refer to “A.2.3.2 In the case of single node configuration (2) Connecting the private maintenance ports”.
1.1.9
Front bezel installation and removal

CR210HM and CR220SM have a front bezel. Refer to “A.2.1 Front Side” for installation and removal of the front bezel.
This page is for editorial purpose only.
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*1:	When performing node maintenance, connect the maintenance PC directly to the target node.
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*:	In the case node is HA8000 or D51B-2U, the remote console from�the maintenance PC is used to access the node instead of KVM.
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*:	In the case node is HA8000, the remote console from�the maintenance PC is used to access the node instead of KVM.
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Although the FC-SW (Brocade Silkworm 5120) has 40 ports, the figure shows only 24 ports. The remaining 16 ports are omitted.





FC SW (Brocade Silkworm 5120)








It becomes one path configuration in the connection between the FC-SW and the disk array subsystem when the disk array subsystem is USP V, USP VM, VSP, VSP G1000, or VSP Gx00/VSP Fx00.
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