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Chapter 2
Disk Setting for AMS2000 Series, MSS, and HUS100 Series
2.1
Setting and Confirming the Disk Array Subsystem
2.2
Setting and Confirming LUs used in Hitachi Data Ingestor
2.3
Acquiring WWNs of Nodes
2.4
Setting and Confirming System Parameters
2.5
Setting and Confirming the LUN Manager
The settings of Sections 2.1 through 2.5 are necessary for both of the on-site setting and the factory setting.
(
When you use the AMS2000 series, the MSS, and the HUS100 series as the Hitachi Data Ingestor disk array subsystem, you need to install the “LUN Manager” optional product. For using the AMS2000 series, the MSS, and the HUS100 series as the Hitachi Data Ingestor disk array subsystem, the user LU for file sharing can be created by the Hitachi File Services Manager which is the software for the administrator of Hitachi Data Ingestor. To create a user LU for file sharing, you need to enable the “mapping mode” and “host group security mode” in the “LUN Manager” functions.
(
Software used for disk setting and management
Follow the table below on Hitachi Storage Navigator Modular 2 to be used for disk setting and management of the AMS2000 series, the MSS, and the HUS100 series.
Also refer to “Hitachi Storage Navigator Modular 2 (for GUI) User’s Guide” (hereinafter called HSNM2 User’s Guide) for details on Hitachi Storage Navigator Modular 2.
	Device name/Series name
	Model name
	Software

	DF800
	-RKEXS
	MSS
	Hitachi Storage Navigator Modular 2

	
	-RKS
	AMS2100
	

	
	-RKES
	
	

	
	-RKM
	AMS2300
	

	
	-RKEM
	
	

	
	-RKH
	AMS2500
	

	
	-RKEH
	
	

	DF850
	-CBXSL
	HUS110
	

	
	-CBXSS
	
	

	
	-CBSL
	HUS130
	

	
	-CBSS
	
	

	
	-CBL
	HUS150
	


2.1
Setting and Confirming the Disk Array Subsystem
Perform settings and confirmation to use Hitachi Storage Navigator Modular 2 (hereinafter referred to as HSNM2) by using a maintenance PC.
As the disk array subsystem to be connected to Hitachi Data Ingestor is the AMS2000 Series, the MSS, and the HUS100 series, prepare “HSNM2 User’s Guide”, “LUN Manager User’s Guide”, and “Dynamic Provisioning User’s Guide” for settings and confirming the disk array subsystem.
When the disk array subsystem is HUS110, also prepare “Fibre Channel Option User’s Guide.”
(1)
Maintenance PC
Prepare a maintenance PC to operate HSNM2.
(2)
Connecting the maintenance PC
Connect the maintenance PC to the disk array subsystem to be operated.

The connection methods are connecting the maintenance PC and the disk array subsystem via the management LAN IP-SW which can be performed in case (HDS) provides the management LAN IP-SW and the method connecting the maintenance PC and the disk array subsystem directly.
When connecting the maintenance PC and the disk array subsystem via the management LAN IP-SW, refer to “Installation ‘1.1.8 Connecting the LAN cable 1.1.8.1 In the case of Cluster Configuration (2) Connecting the private maintenance ports’ (INST01-0130)”, and connect the maintenance PC to the free ports among the port 19 to 22 allocated to the Private Maintenance LAN of the management LAN IP-SW. Furthermore, using the LAN cables, connect Port 23, Port 24 and the maintenance ports of both controllers of the disk array subsystem.
(3)
Installing and updating HSNM2
Install the latest version of HSNM2 or update HSNM2 to the latest version.
Check the version by referring to “HSNM2 User’s Guide”.
(a)
If HSNM2 is not installed in the maintenance PC
Install it by referring to “HSNM2 User’s Guide”.
(b)
If the version of HSNM2 installed in the maintenance PC is not the latest
Update it by referring to “HSNM2 User’s Guide”.
(c)
If the version of HSNM2 installed in the maintenance PC is the latest
Proceed to step (4).
(4)
Registering the disk array subsystem
Start HSNM2, and register the disk array subsystem to operate.
(a)
If the disk array subsystem is not registered to HSNM2
Register the disk array subsystem by referring to “HSNM2 User’s Guide”.
(b)
If the disk array subsystem is registered to HSNM2
Proceed to step (5).
(5)
Starting the operation window on the disk array subsystem
A unit window of the disk array subsystem to be operated is displayed.

Display the unit window of the disk array subsystem to be operated by referring to “HSNM2 User’s Guide”.
(6)
Setting and confirming prices options
When the disk array subsystem is HUS110, perform (a), and then perform (b.)
Otherwise HUS110, perform only (b.)
(a)
To use the Fibre Channel interface, the “Fibre Channel Option” license is required.
Check whether the “Fibre Channel Option” license is set to “enabled” by referring to “HSNM2 User’s Guide.”
(
If the “Fibre Channel Option” is not displayed
Unlock the license by referring to “HSNM2 User’s Guide” or “Fibre Channel Option User’s Guide.”
(
If the “Fibre Channel Option” license is set to “disabled”
Set the license to “enabled” by referring to “HSNM2 User’s Guide” or “Fibre Channel Option User’s Guide.”
(
If the “Fibre Channel Option” is set to “enabled”, or if you have set the license to “enabled” at step (a-1) or (a-2), proceed to (b.)
(b)
If you create LUs using Dynamic Provisioning pool (Here in after refered to as “DP pool”) or in the single node configuration using the disk array subsystem, perform (6-1). Other than that, perform (6-2.)
(6-1)
LU creation using DP pool
NOTE:
To use Dynamic Provisioning of AMS 2000 series/MSS, the Micro-code of AMS 2000 series/MSS should be 0897/C or later.
To set multiple host groups, the “LUN Manager” license is required.

Check whether the “LUN Manager” license (refer to Table 2.1-1) is set to “enabled” by referring to “HSNM2 User’s Guide”.
To create LUs using DP pool, the “Dynamic Provisioning” license is required.

Check whether the “Dynamic Provisioning” license (refer to Table 2.1-1) is set to “enabled” by referring to “HSNM2 User’s Guide”.
Table 2.1-1  Setting and Confirming Items of Priced Option
	No.
	Item
	Details on setting/confirmation

	1
	LUN Manager
	Set “enabled”.

	2
	Dynamic Provisioning
	Set “enabled”.


(a-1)
If “LUN Manager” is not displayed
Unlock the “LUN Manager” license by referring to “HSNM2 User’s Guide”.
(a-2)
If the license is set to “disabled”
Set the “LUN Manager” license to “enabled” by referring to “HSNM2 User’s Guide”.
(a-3)
If “Dynamic Provisioning” is not displayed
Unlock the “Dynamic Provisioning” license by referring to “HSNM2 User’s Guide”.

NOTE:
“Dynamic Provisioning” license will be unlocked after rebooting AMS.

(a-4)
If the license is set to “disabled”
Set the “Dynamic Provisioning” license to “enabled” by referring to “HSNM2 User’s Guide”.
NOTE:
“Dynamic Provisioning” license will be enabled after rebooting AMS.

(a-5)
If both of the license “LUN Manager” and “Dynamic Provisioning” is set to “enabled”, or if you have set “enabled” to both of the license “LUN Manager ” and “Dynamic Provisioning ”at step (a)-(d), proceed to Disk Setting “2.2 Setting and Confirming LUs used in Hitachi Data Ingestor” (DSKST 02-0030).
(6-2)
LU creation not using DP pool
To set multiple host groups, the “LUN Manager” license is required.

Check whether the “LUN Manager” license (refer to Table 2.1-1) is set to “enabled” by referring to “HSNM2 User’s Guide”.
Table 2.1-2  Setting and Confirming Items of Priced Option
	No.
	Item
	Details on setting/confirmation

	1
	LUN Manager
	Set “enabled”.


(b-1)
If “LUN Manager” is not displayed
Unlock the “LUN Manager” license by referring to “HSNM2 User’s Guide”.
(b-2)
If the license is set to “disabled”
Set the “LUN Manager” license to “enabled” by referring to “HSNM2 User’s Guide”.
(b-3)
If “LUN Manager” is set to “enabled”, or if you have set “enabled” to “LUN Manager ” at step (a)-(b), proceed Disk Setting “2.2 Setting and Confirming LUs used in Hitachi Data Ingestor” (DSKST 02-0030).
2.2
Setting and Confirming LUs used in Hitachi Data Ingestor
Create an LU used in Hitachi Data Ingestor.
If the LU is already created, proceed to “(4) Checking LU”.
NOTE:
If you create LUs using DP pool, regard “RAID group” as “DP pool” in this section when you perform this section procedure.
(1) Checking the RAID group settings
(1-1)
In the single node configuration using a disk array subsystem
NOTE:
In the single node configuration using a disk array subsystem, DP pools or RAID groups are used.
Refer to “HSNM2 User’s Guide,” and create one user LU for one DP pool/RAID group as shown in Figure 2.2-1.

[image: image1]
Figure 2.2-1  DP pool/RAID group and User LU in the single node configuration using a disk array subsystem
(1-2)
In the cluster node configuration using a disk array subsystem
For the configuration of HDI for HCP, check that the RAID group settings is made as shown in Table 2.2-1 by referring to “HSNM2 User’s Guide”.

For the configuration of HDI for Cloud, set the RAID group by the setting as shown in Table 2.2-1-1.
NOTE:
For Hitachi Content Platform (hereinafter referred to as HCP) linkage configuration, creation of the RAID group is not necessary because the one already created for HCP is used.
Table 2.2-1  Check Items of RAID Group in the Configuration of HDI for HCP
	#
	Item
	Details of checking

	1
	RAID group (*)
	Check that the RAID groups #0 through #3 are created.

	2
	RAID level
	Check that the RAID level is set to RAID6.

	3
	Drive configuration
	Drive type
	Check that the SATA, SAS, SAS7.2K or SSD drive is used.
When using the HUS100 series, make sure that the drive of SAS, SAS 7.2K, or SSD is used.

	4
	
	Combination
	Select the combination which is suitable for RAID level and the use.

	5
	
	Number of parity groups
	Check that “Number of parity group” is “1” (fixed).


*:
For the RAID group configuration, refer to Figure 2.2-2.
Table 2.2-1-1  RAID Group Setting Items of Storage on Edge Side in 
the Configuration of HDI for Cloud
	#
	Item
	Setting Content

	1
	RAID group (*)
	Create two RAID group.
At this step, an example where the RAID group #000 and the RAID group #001 are used is shown.

	2
	RAID level
	The RAID group to which the cluster management LU is assigned must be created at the RAID level RAID6. The RAID group to which only user LUs are assigned must be created at the RAID level RAID1, 5, or 6.

	3
	Drive configuration
	Drive type
	Use an SATA, an SAS, SAS7.2K or an SSD drive.
When using the HUS100 series, use the drive of SAS, SAS 7.2K, or SSD.

	4
	
	Combination
	Select the combination which is suitable for RAID level and the use.

	5
	
	Number of parity groups
	Crate one fixed parity group.


*:
For the RAID group configuration, refer to Figure 2.2-2-1.
Figure 2.2-2 shows the RAID group configuration used in the configuration of HDI for HCP.
NOTE:(
The LUs for HCP enclosed by the dashed line are already created in the RAID group.
(
For the configuration of HDI for HCP, do not assign User LU to the RAID Group to which the cluster management LU was assigned.

[image: image2]
Figure 2.2-2  RAID Group Configuration in the Configuration of HDI for HCP
Figure 2.2-2-1 shows the RAID group configuration to be used on the configuration of HDI for Cloud.
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Figure 2.2-2-1  RAID Group Configuration in the Configuration of HDI for Cloud
(2) Creating a logical unit (LU)
(2-1)
In the single node configuration using a disk array subsystem
Set the contents in Tables 2.2-2 and 2.2-3 with reference to “HSNM2 User’s Guide.”
Table 2.2-2  LU Setting/ Confirmation Item
	#
	Item
	Setting/ Confirming contents

	1
	Logical Unit number
	Set the Logical Unit number.

	2
	Capacity
	Set the capacity of LU to be created.

(See “capacity” in Table 2.2-3.)


Table 2.2-3  LU that corresponds to Hitachi Data Ingestor
	#
	LU
	RAID group number
	LUN
	capacity

	1
	User LU
	Arbitrary
	Arbitrary
	( For the DP pool, 128TB (The OS version is 4.0.0-XX or later)
( Other than DP pool: Arbitrary (full capacity of the RAID group is recommended)


(2-2)
In the cluster node configuration using a disk array subsystem
Perform the settings following Tables 2.2-4 and 2.2-5 by referring to “HSNM2 User’s Guide”.
Table 2.2-4  Setting/Checking Items for LUs
	#
	Item
	Details

	1
	Logical unit number
	Set the logical unit number.

	2
	Capacity
	Set the capacity of an LU to be created.
(Refer to the “capacity” column of Table 2.2-5.)


Table 2.2-5  LU for Hitachi Data Ingestor
	#
	LU (*1)
	capacity

	1
	cluster management LU (*3,*4)
	70GB (fixed)

	2
	User LU
	130MB (or more) (*2)


*1:
For recommendation of the LU assignment to the RAID group, refer to the RAID group configuration shown in Figure 2.2-2 for the configuration of HDI for HCP, Figure 2.2-2-1 for the configuration of HDI for Cloud.
*2:
If LVM is not used, it should be 128MB (or more).
*3:
Be sure to map the cluster management LU to HLUN0.
*4
If no RAID group other than the DP pool exists in the AMS2000 Series (version: 0897/C or later), the MSS (version: 0897/C or later), or the HUS100 series, the cluster management LU can be created using the DP pool by complying with the following restrictions.
(a)
Restrictions in the configuration without using Shadow Image/True Copy in the AMS2000 series, the MSS, or the HUS100 series
(
Do not create a command device or, even if creating one, do not map it to the port to which Hitachi Data Ingestor is connected.

(
Use the full-capacity option when creating a cluster management LU.

(b)
The configuration using Shadow Image/True Copy in the AMS2000 series, the MSS, or the HUS100 series.
(
Configure at least one DP pool by RAID6 and create a cluster management LU using this DP pool.

(
Use the full-capacity option when creating a cluster management LU.
(3)
Formatting the logical unit
Format the created logical unit so that it can be used.

Execute the formatting and confirm the completion by referring to “HSNM2 User’s Guide”.
(4)
Checking the LU
Check the LU created on the disk array subsystem.

Check whether the LU meets the conditions indicated in Tables 2.2-1, Table 2.2-1-1 and Table 2.2-5 with reference to “HSNM2 User’s Guide”.
(5)
Mapping the LU
Map the LU created on the disk array subsystem to the FC port.
(5-1)
In the single node configuration using a disk array subsystem
It is recommended to map the user LU to HLUN0.
(5-2)
In the cluster node configuration using a disk array subsystem
Observe the following in mapping.
(
Be sure to map the cluster management LU to HLUN0.
(
Be sure to map the same LU to the same HLUN of each port.
After completing the mapping, refer to “HSNM2 User’s Guide”, and set the mapping guard of the cluster management LU to “Enabled”.
As an example, Table 2.2-6 shows a setting example for the configuration of HDI for HCP in Figure 2.2-3.
In addition, Table 2.2-7 shows a setting example for the configuration of HDI for Cloud in Figure 2.2-4.
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Figure 2.2-3  Example of the Configuration of HDI for HCP
The Host Group of (A) (Host Group number 003) should be the host group that maps the LU of Hitachi Data Ingestor.
For the host group used in Hitachi Data Ingestor, use a host group number which is not used for HCP.
NOTE:(
The FC-SW zoning is necessary.
Request the system administrator to execute the WWN zoning.
Note that the group zoning cannot be used.
(
Under the Host Group used for HCP, do not map the LU (cluster management LU, User LU) used in Hitachi Data Ingestor.
Table 2.2-6 shows a setting example on the storage side of an example of the configuration of HDI for HCP.
Table 2.2-6  Setting Example on Storage Side of Example of the Configuration of HDI for HCP
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003

	
	WWN:W10
	WWN:W20
	WWN:
W04
	WWN:W30
	WWN:W40
	WWN:
W15
	WWN:W31
	WWN:W41
	WWN:
W14
	WWN:W11
	WWN:W21
	WWN:
W05

	0
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU

	1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1

	2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129

	130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254

	255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-2 Comparison Tables of Setting Examples on Storage Side 1 (DSKST 04-0210)” and use appropriate values.
(
Be sure to map the cluster management LU to HLUN0.
(
For the mapping to be used in Hitachi Data Ingestor, be sure to map the same LU to the same HLUN as shown in the sections enclosed by the bold lines in Table 2.2-6.
Figure 2.2-4 shows an example of the configuration of HDI for Cloud.
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Figure 2.2-4  Example of the Configuration of HDI for Cloud
Table 2.2-7 shows a setting example on the storage side of an example of the configuration of HDI for Cloud.
Table 2.2-7  Setting Example on Storage Side of Example of the Configuration of HDI for Cloud
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W15
	WWN:W14
	WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	2
	User LU #2
	User LU #2
	User LU #2
	User LU #2

	to
	to
	to
	to
	to

	254
	User LU #254
	User LU #254
	User LU #254
	User LU #254

	255
	User LU #255
	User LU #255
	User LU #255
	User LU #255


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-3 Comparison Tables of Setting Examples on Storage Side 2 (DSKST 04-0230)” and use appropriate values.
(
Be sure to map the cluster management LU to HLUN0.
(
Be sure to map the same LU to the same HLUN.
2.3
Acquiring WWNs of Nodes
For acquiring WWN of the node, refer to “B.5.1 Acquiring WWNs of Nodes.”
This page is for editorial purpose only.
2.4
Setting and Confirming System Parameters
Perform the settings and confirmation of the system parameters.
(1)
Setting and confirming boot options
Set boot options.
Check that the “dual active mode” is set for the “system start attribute” (refer to Table 2.4-1) by referring to “HSNM2 User’s Guide”.

When connecting Hitachi Data Ingestor, the “single mode” is not supported.
Table 2.4-1  Setting and confirming Boot Options
	No.
	Item
	Details on setting/confirmation

	1
	Boot Option
	System start attribute
	Set “dual active mode”.


(a)
If the “dual active mode” is not set
Set the dual active mode by referring to “HSNM2 User’s Guide”.

After setting is completed, reboot the disk array subsystem.
(
Request the system administrator to stop the access to Hitachi Data Ingestor from all the clients so that there is no I/O operation.
(
Set the “main switch” on the front of the disk array subsystem to off.
For details, in the case the subject of disk array subsystem is the AMS2000 series, refer to “DF800 Disk Array System Maintenance Manual ‘Installation’”. In the case it is the MSS, refer to “DF800E-XS Disk Array System Maintenance Manual ‘Installation’”, and in the case it is the HUS100 series, refer to “DF850 Disk Array System Maintenance Manual ‘Installation’”.
(
 Check that the Power LED is turned off.
For the location of Power LED, in the case the subject of disk array subsystem is the AMS2000 series, refer to “DF800 Disk Array System Maintenance Manual ‘Installation’”. In the case it is the MSS, refer to “DF800E-XS Disk Array System Maintenance Manual ‘Installation’”, and in the case it is the HUS100 series, refer to “DF850 Disk Array System Maintenance Manual ‘Installation’”.
(
After checking that the Power LED is turned off, turn on the main switch on the disk array subsystem and check that the Power LED and the Ready LED lights up.
For details, in the case the subject of disk array subsystem is the AMS2000 series, refer to “DF800 Disk Array System Maintenance Manual ‘Installation’”. In the case it is the MSS, refer to “DF800E-XS Disk Array System Maintenance Manual ‘Installation’”, and in the case it is the HUS100 series, refer to “DF850 Disk Array System Maintenance Manual ‘Installation’”.
(b)
If the dual active mode is already set or it has been set in (a)
Proceed to step (2).
This page is for editorial purpose only.
(2)
Setting and confirming fibre channel information
Set the fibre channel information.
Check that the settings shown in Table 2.4-2 are performed by referring to “DF800 Disk Array System Maintenance Manual System Parameter” in the case of the AMS2000 series, to “DF800E-XS Disk Array System Maintenance Manual System Parameter” in the case of the MSS, to “DF850 Disk Array System Maintenance Manual System Parameter” in the case of the HUS100 series.
NOTE:
When you perform the fibre channel settings, take a note of the name of each displayed port (0A, 0B, etc. and WWN).
Table 2.4-2  Setting and Confirming Items of Fibre Channel Port
	N0.
	Item
	Details on setting/confirmation
	Target

	1
	Fibre Channel
	Port address
	New set value
	Enter a 6-digit number (in hexadecimal).(*1)
	Each FC port of AMS2000 Series, MSS, and HUS100 series

	2
	
	Transfer rate
	For the direct connection, set “8Gbps”.
If the model name is DF800-RKS, set “4Gbps”.
When connecting the fibre channel switch, set “1Gbps, 2Gbps, 4Gbps, 8Gbps, or Auto Negotiation” according to the transfer rate of the fibre channel switch.
If the model name is DF800-RKS, or DF800-RKEXS set “1Gbps, 2Gbps, 4Gbps, or Auto Negotiation.”
If it is the HUS100 series, set “2Gbps, 4Gbps, 8Gbps, or Auto Negotiation.”
	

	3
	
	Topology
	For the direct connection, set “Loop”. When connecting the fibre channel switch, set “Point-to-point”
	


*1:
If there is no necessity of change, set the displayed default value.
(a)
If the setting and confirmation are not performed
Perform the settings and confirmation by referring to “DF800 Disk Array System Maintenance Manual System Parameter” in the case of the AMS2000 series, to “DF800E-XS Disk Array System Maintenance Manual System Parameter” in the case of the MSS, to “DF850 Disk Array System Maintenance Manual System Parameter” in the case of the HUS100 series.
(b)
If the setting and confirmation are already made or have been performed in (a)
Proceed to Disk Setting “2.5 Setting and Confirming the LUN Manager” (DSKST 02-0140).
2.5
Setting and Confirming the LUN Manager
Perform the settings and confirmation of the LU mapping.
(1)
Setting the mapping mode
The mapping mode needs to be enabled.
Check whether the “mapping mode” in Table 2.5-1 is set to “enabled” or not by referring to “HSNM2 User’s Guide”.
Table 2.5-1  Setting and Confirming Items for Mapping Mode
	No.
	Item
	Details on setting/confirmation

	1
	Mapping mode
	Set it to “enabled”.


(a)
If “disabled” is set
Set the mapping mode to “enabled” by referring to “HSNM2 User’s Guide”.
(b)
If “enabled” is already set or the mode has been set to “enabled” in (a)
Proceed to step (2).
(2)
Setting the Host group security mode
NOTE:
For the configuration of HDI for Cloud, the security mode of the host group does not have to be necessarily enabled, and the host group security mode may be disabled.
When the target configuration is other than the configuration of HDI for Cloud, the host group security mode needs to be enabled.
Check whether the “host group security mode” in Table 2.5-2 is set to “enabled” or not by referring to “LUN Manager User’s Guide”.
Table 2.5-2  Setting/Confirming Items for Host Group Security Mode
	No.
	Item
	Details on setting/confirmation
	Setting Target

	1
	Host group security mode
	Set the mode to “enabled”.
	Each FC port of AMS2000 Series, MSS, and HUS100 series


(a)
If “disabled” is set
Set the “host group security mode” to “enabled” by referring to “LUN Manager User’s Guide”.
(b)
If “enabled” is already set or the mode has been set in (a)
Proceed to step (3).
(3)
Setting the host group
Set the host group.
Check whether the item of Table 2.5-3 No.1 is set to meet Disk Setting “Chapter 4 Disk Array Subsystem Connection Specifications for Each Model” (DSKST 04-0000) by referring to “LUN Manager User’s Guide”.
Table 2.5-3  Setting and Confirming Items of Host Group
	No.
	Item
	Details on setting/confirmation
	Setting Target

	1
	Number
	Set the host group number.
	Each FC port of AMS2000 Series, MSS, and HUS100 series

	2
	Name
	Set the host group name.
Enter any single-byte alphanumeric characters within 16 digits.
	


(a)
If not set
Set the items of Table 2.5-3 to meet Disk Setting “Chapter 4 Disk Array Subsystem Connection Specifications for Each Model” (DSKST 04-0000) by referring to “LUN Manager User’s Guide”.
(b)
If set or set in (a)
Proceed to step (4).
(4)
Setting host group options
Set the host group options.
Check whether the settings shown in Table 2.5-4 are performed or not by referring to “DF800 Disk Array System Maintenance Manual System Parameter” in the case of the AMS2000 series, to “DF800E-XS Disk Array System Maintenance Manual System Parameter” in the case of the MSS, to “DF850 Disk Array System Maintenance Manual System Parameter” in the case of the HUS100 series.
Table 2.5-4  Setting and Confirming Items for Host Group Options
	No.
	Item
	Details on setting/confirmation
	Setting Target

	1
	Platform
	Set “Linux”.
	Each host group

	2
	Standard setting
	Set “standard mode”.
	

	3
	Detailed setting
	Set “no check” for all.
However, check “Enable DP Depletion Detail Reply Mode:” when using DP pool.
	


(a)
If it is not set
Perform settings following Table 2.5-4 by referring to “DF800 Disk Array System Maintenance Manual System Parameter” in the case of the AMS2000 series, to “DF800E-XS Disk Array System Maintenance Manual System Parameter” in the case of the MSS, to “DF850 Disk Array System Maintenance Manual System Parameter” in the case of the HUS100 series.
(b)
If it is already set or it has been set in (a)
Proceed to step (5).
(5)
Setting mapping information
Set the mapping information.
Check whether the mapping is set to meet the setting example described in Disk Setting “Chapter 4 Disk Array Subsystem Connection Specifications for Each Model” (DSKST 04-0000) or not by referring to “HSNM2 User’s Guide”.
(a)
If the mapping information is not set to meet the setting example
Perform settings to meet Disk Setting “Chapter 4 Disk Array Subsystem Connection Specifications for Each Model” (DSKST 04-0000) by referring to “HSNM2 User’s Guide”.
NOTE:(
If the mapping guard of the mapping target LU is “enabled”, the mapping information cannot be set. Therefore, check that the mapping guard of the mapping target LU is set to “disabled” by referring to “HSNM2 User’s Guide.”
If the mapping guard is set to “enabled”, set it to “disabled” by referring to “HSNM2 User’s Guide.”
(
For the WWN assignment acquired in Section 2.3, in case of the configuration of HDI for HCP, perform settings so that items (, (, (, and ( are properly assigned by referring to “Table 2.5-5 Setting Example on Storage Side of the Configuration of HDI for HCP”, “Figure 2.5-1 Emulex Utility Port Window of node0 (example)”, “Figure 2.5-2 Emulex Utility Port Window of node1 (example)”, and “Table 2.5-6 Worksheet for Memo of WWN”.
In case of the configuration of HDI for Cloud and the setting of the host group security mode is enabled, perform settings so that items (, (, (, and ( are properly assigned by referring to “Table 2.5-5 Setting Example on Storage Side of the Configuration of HDI for Cloud Example”, “Figure 2.5-1 Emulex Utility Port Window of node0 (example)”, “Figure 2.5-2 Emulex Utility Port Window of node1 (example)”, and “Table 2.5-6 Worksheet for Memo of WWN.”
The WWN assignment is not necessary in case of the configuration of HDI for Cloud and the setting of the host group security mode is disabled.
Table 2.5-5  Setting Example on Storage Side of the Configuration of HDI for HCP
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003

	
	WWN:W10
	WWN:W20
	WWN:
W04
	WWN:W30
	WWN:W40
	WWN:
W15
	WWN:W31
	WWN:W41
	WWN:
W14
	WWN:W11
	WWN:W21
	WWN:
W05

	0
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU


Table 2.5-5-1  Setting Example on Storage Side of the Configuration of HDI for Cloud
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W15
	WWN:W14
	WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU



[image: image6]
Figure 2.5-1  Node0 Emulex Utility Port window (example)

[image: image7]
Figure 2.5-2  Node1 Emulex Utility Port window (example)
Table 2.5-6  Worksheet for Memo of WWN
	
	PCI Bus, Device, Function (02, 00, 00)
	PCI Bus, Device, Function (02, 00, 01)

	node0
	(
	(

	node1
	(
	(


(b)
When the mapping information is set as the setting example or set at step (a), proceed to step (6).
(6)
Setting mapping guard
The mapping guard needs to be “Enabled” for the mapped system LU.
Refer to “HSNM2 User’s Guide”, and check that “Mapping Guard” in Table 2.5-7 is set to “Enabled”.
Table 2.5-7  Setting/Confirmation Items of Mapping Guard
	No.
	Item
	Details on setting/confirmation
	Setting Target

	1
	Mapping Guard
	Set “Enabled”.
	cluster management LU


(a)
In case of “Disabled”
Refer to “HSNM2 User’s Guide”, and set “Mapping Guard” to “Enabled”.
(b)
When it is already “Enabled” or set to “Enabled” at step (a), the disk setting is completed.
NOTE:
It is not required to enable the mapping guard for the user LU.
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