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Chapter 9
Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure
This chapter describes how to confirm the recovery of the entire node after a power supply failure, a management system network failure (cluster configuration only), an FC path failure, or a hardware failure is corrected. This chapter also provides the recovery procedure for a software failure identified through the troubleshooting procedures described in respective chapters of “Troubleshooting” or by a message described in “Chapter 8. Messages”.
The determination process is different by the configuration of a cluster or a single node.
For the cluster configuration, refer to “9.1 Confirmation of hardware failure recovery and recovery procedure for software failure at the cluster configuration”, and for the single node configuration, refer to Troubleshooting “9.2 Confirmation of hardware failure recovery and recovery procedure for software failure at the single node configuration” (TRBL 09-0640).

9.1
Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure at the Cluster Configuration
9.1.1
Overview of Confirmation of the Entire Node after Hardware Failure Recovery and Recovery Procedure for Software Failure
The overview of confirmation of the entire node after recovery from a hardware failure and the overview of software failure recovery are described below.
(
Confirmation of the entire node
When it is necessary to refer to this chapter after hardware replacement or as a result of failure determination flowchart* in “Troubleshooting”, refer to Troubleshooting “9.1.2 Confirmation of Recovery from Hardware Failure” (TRBL 09-0010) to check that the entire hardware is in the normal status and there is no other failure.
*:
If the failure is determined as other than a hardware failure, refer to “Software failure recovery” described below.
(
Software failure recovery
When it is necessary to refer to this chapter after a SIM message (KAQK3950X-E) concerning a software failure is displayed, refer to Troubleshooting “9.1.3 Recovery Procedure for Software Failure” (TRBL 09-0040) to perform the failure recovery procedure corresponding to the SIM (KAQK3950X-E) and the final recovery procedure.
9.1.2
Confirmation of Recovery from Hardware Failure
Figure 9.1.2-1 show the sequence how to check the recovery completion of hardware failure.
Check if all of the hardware are in normal status, and check if all of the FC path are in normal status.
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Figure 9.1.2-1  Flow of Hardware Failure Recovery Confirmation
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Figure 9.1.2-1  Flow of Hardware Failure Recovery Confirmation (2/2)

9.1.2.1
Confirmation of hardware configuration and hardware normal status within node
Check if all of the hardware within the both nodes are in normal status using "hwstatus" command.
Check if the hardware output results (items of Fan Information, Temperature Information, Power Supply Information, Memory Information, Internal HDD Information, Internal RAID Battery Information, and BMC Information) are “OK” or “installed.” For Network Interface items, check if mng0, hb0, pm0, pm1 (*2) and ethX (*1), xgbeX (*1) are “UP”.
*1:
Provided that the cable is connected. The value of “X” is an integer 0 or greater.
*2:
Check only when the BMC direct connection configuration.

For the details about output result of hwstatus command, refer to “B.3.1.2 Output format”.
A part of Network Interface Card might not be able to perform I/O to the system even if Network Interface Card can link up by Link-up LED or the hwstatus command. In this case, contact the Technical Support Division.
Even if you confirmed that a node does not have a failure on D51B-2U, fault LED on the node might be lit. However it does not have a problem.
9.1.2.2
Confirmation of FC path normal status
Check if all of the FC path within the both nodes are in normal status using "fpstatus" command.
Figure 9.1.2.2-1 shows an example of output result of the fpstatus command execution (on the node0 side). 
Check if all of the FC path are in "Online" status.
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Figure 9.1.2.2-1  Example of Output Result of the fpstatus Command (on the node0 Side)
For details about the output result of the fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
9.1.3
Recovery Procedure for Software Failure
This section describes the failure recovery procedure and the final recovery procedure for a software failure which occurred during operation of Hitachi Data Ingestor.
Table 9.1.3-1 shows the acquired failure information, the status of Hitachi Data Ingestor, and the section to be referred to for action to be taken (the failure recovery procedure and the final recovery procedure) when a SIM message of software failure is issued. Execute the troubleshooting in reference to the Table 9.1.3-1.
NOTE:(
If more than one of SIMs including KAQK39500-E Detail=00 00 00 03 Level=00 Type=02 (cluster management LU file system blocked SIM) are displayed, give the priority to execute the recovery procedure of the cluster management LU file system blocked SIM.

(
The following products are indicated with abbreviations shown on the right to “:”. 
Hitachi Data Ingestor : HDI 
Hitachi File Services Manager : HFSM
Table 9.1.3-1  List of Software-related Failures (1/4)
	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Use of failover
	Service status
	Failure recovery procedure
	Final recovery procedure

	1
	KAQK39500-E

Detail=00 00 00 02
Level=00 Type=02
	User LU file system is blocked.
	N
	Y (*2)
	Y (*3)
	All or some services are stopped
(*4)
	9.1.3.1 Recovery from blockage of the user LU file system (TRBL 09-0080)
	9.1.4 Upgrading the Software by Updating the OS Version (TRBL 09-0550)

	2
	KAQK39500-E

Detail=00 00 00 03

Level=00 Type=02
	Cluster management LU file system is blocked.
	N
	N
	N
	Service is running.
	9.1.3.2 Recovery from blockage of the cluster management LU file system (TRBL 09-0240)
	

	3
	KAQK39500-E

Detail=00 00 04 04

Level=00 Type=0D
	Failover consecutive occurrence failure (reset ping-pong inhibit operation)
	N
	Y (*2)
	Repeat
	Service is stopped.
	9.1.3.1 Recovery from blockage of the user LU file system (TRBL 09-0080)
	

	4
	KAQK39500-E

Detail=00 00 00 06

Level=00 Type=02
	Virtual Server system LU is blocked. (*5)
	N
	Y (*2)
	Y
	Some services are stopped
	9.1.3.2.1 Recovery from blockage of the Virtual Server System LU (TRBL 09-0300)


Legend:   Y: Failure information is output.  N: Failure information is not output.
*1:
For the core file acquisition, refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050).

*2:
When the setting of Dump file collection is [--on], it collects the dump file. For details about the dump file refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.
*3:
Existing or not existing of failover depends on the setting by the system administrator. 

*4:
Service is available for accesses to other than the blocked file system.
Execute the recovery procedure of failure that corresponds to each SIM. After the recovery procedure of failure, execute the final recovery process as soon as the measurement version of OS is obtained.

*5:
HDI does not support Virtual Server.
Follow the failure recovery procedure corresponding to each SIM. After performing the failure recovery procedure, perform the final recovery procedure of troubleshooting as soon as obtaining the update version of the OS.
Table 9.1.3-1  List of Software-related Failures (2/4)

	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Use of failover
	Service status
	Failure recovery procedure
	Final recovery procedure

	5
	KAQK39500-E

Detail=00 02 00 02

Level=00 Type=0A
	Mounting of file system to be stored the dump failed.
	(
	(
	(
	(
	9.1.5 Software Recovery by Installing the OS Initially (TRBL 09-0600)

	6
	KAQK39500-E

Detail= 00 00 00 02

Level =00 Type=0c
	The logical volume entered a state where it cannot be accessed.

(The file system or  differential-data snapshots can no longer be used.)
	N
	N

(*2)
	N

(*3)
	Some services are stopped.

(*4)
	Ask the system administrator to confirm whether KAQG51003-E message has been output in the system message.

If the message has been output, confirm to system administrator that an appropriate action about KAQG51003-E has been finished. And acquire the trouble information and send it to the Technical Support Center.

If the message has not been output, acquires the trouble information and send it to the Technical Support Center with the comment that “KAQG51003-E has not been output”.

To acquire the trouble information, refer to the Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000).

	7
	KAQK39500-E

Detail= 05 00 00 01 
Level =00,Type=03
	Memory image copying is complete successfully. 
	(
	Y
	Y
	Service is running.
Or some services are stopped.
	Ask the system administrator to check the status of disk array subsystem to confirm whether there is a lack of pool space.

If a there is a lack of pool space, report that the cause of the dump is a lack of pool space, and ask an expansion and recovery of the pool space.
If there is no problem with the status of disk array subsystem, acquire the trouble information in reference to the Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000). Send the acquired information to the Technical Support Center and request the investigation of the trouble.

	8
	KAQK39500-E

Detail=Other than above
	(
	(
	(
	(
	(
	Acquire the trouble information in reference to the Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000). Send the acquired information to the Technical Support Center and request the investigation of the trouble.


Legend:   Y: Failure information is output.  N: Failure information is not output.
*1:
For the core file acquisition, refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050).
*2:
If the system administrator has finished the appropriate action, dump files might be created.
*3:
If the system administrator has finished the appropriate action, failover might occur.
*4:
If the system administrator has finished the appropriate action, the stopped service might start again. 
Follow the failure recovery procedure corresponding to each SIM. After performing the failure recovery procedure, perform the final recovery procedure of troubleshooting as soon as obtaining the update version of the OS.
NOTE:
If more than one of SIMs including KAQK39505-E Detail=00 01 00 00 or KAQK39505-E Detail= 01 01 00 00 (cluster management LU failure SIM) are displayed, give the priority to execute the recovery procedure of the cluster management LU failure SIM.
Table 9.1.3-1  List of Software-related Failures (3/4)

	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Use of failover
	Service status
	Failure recovery procedure
	Final recovery procedure

	9
	KAQK39505-E

Detail=00 01 00 00
or 01 01 00 00
	Cluster management LU failure (when node service is started or stopped)
	N
	N
	Y
	All or some services are stopped.
	9.1.3.3 Recovery from KAQK39505-E failure (TRBL 09-0310)
	9.1.4 Upgrading the Software by Updating the OS Version (TRBL 09-0550)

	
	KAQK39505-E

Detail=00 02 00 00

or 01 02 00 00
	Failure in preprocessing the NFS sharing (when node service is started or stopped)
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 03 00 00
or 01 03 00 00
	User LU failure (when node service is started or stopped)
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 04 00 00
or 01 04 00 00
	Failure in setting/cancelling the NFS sharing (when node service is started or stopped)
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 05 00 00
or 01 05 00 00
	Up/down failure of the virtual IP (when node service is started or stopped)
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 06 00 00
or 01 06 00 00
	Failure in CIFS setting/cancelling (when node service is started or stopped)
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 08 00 00

or 01 08 00 00
	Failure in start /stop of the resource group
	
	
	
	
	
	

	
	KAQK39505-E

Detail=00 0A 00 00

or 01 0A 00 00
	File snapshot or file version restore function failure (when resource group is started or stopped) (*2)
	
	
	
	
	
	

	10
	KAQK39505-E

Detail=Other than above
	(
	(
	(
	(
	(
	Refer to Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000) and acquire the trouble information. Send the acquired information to the Technical Support Center and request the investigation of the trouble.


*1:
Refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050) to get the core file.
*2:
HDI does not support Snapshot.
Legend:   Y: Failure information is output.  N: Failure information is not output.
Follow the failure recovery procedure corresponding to each SIM. After performing the failure recovery procedure, perform the final recovery procedure of troubleshooting as soon as obtaining the update version of the OS.
NOTE:(
If the SIM of KAQK39500-E or KAQK39505-E is also displayed, give the priority to execute the recovery procedure for the SIM.

(
Since HDI does not support Virtual Server, KAQK39602-E is not output.
(
If more than one of SIMs including KAQK39602-E Detail=00 00 01 10 Level=00 Type=04 or KAQK39602-E Detail 00 00 01 11 Level=00 Type=04 (Virtual Server file system mount/umount failure) are displayed, give the priority to execute the measurement procedure for the Virtual Server file system mount/umount failure.

Table 9.1.3-1  List of Software-related Failures (4/4)

	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Use of failover
	Service status
	Failure recovery procedure

	11
	KAQK39602-E 

Detail=00 00 01 10 

Level=00 Type=04
	Virtual Server file system mount failure
	N
	N
	Y
	All or some services are stopped.
	9.1.3.4 Recovery from KAQK39602-E failure (TRBL 09-0540)

	
	KAQK39602-E 

Detail=00 00 01 11 

Level=00 Type=04
	Virtual Server file system umount failure
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 20 Level=00 Type=04
	Failure in starting the NFS sharing
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 21 Level=00 Type=04
	Failure in stopping the NFS sharing
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 30 Level=00 Type=04
	Up failure of the virtual IP
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 31 Level=00 Type=04
	Down failure of the virtual IP
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 40 Level=00 Type=04
	Failure in CIFS starting
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 41 Level=00 Type=04
	Failure in CIFS stopping 
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 50 Level=00 Type=04
	Failure in starting the File snapshot or the file version restore function
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 51 Level=00 Type=04
	Failure in stopping the File snapshot or the file version restore function
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 F0 Level=00 Type=04
	Failure in starting the resource group of Virtual Server
	
	
	
	
	

	
	KAQK39602-E 
Detail=00 00 01 F1 Level=00 Type=04
	Failure in stopping the resource group of Virtual Server
	
	
	
	
	


*1: Refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050) to get the core file.

Legend:   Y: Failure information is output.  N: Failure information is not output.
Follow the failure recovery procedure corresponding to each SIM. After performing the failure recovery procedure, perform the final recovery procedure of troubleshooting as soon as obtaining the update version of the OS.
9.1.3.1
Recovery from blockage of the user LU file system
The failure recovery procedure and the recovery method for the blocked user LU file system are described below.
When a user LU file system is blocked, failure recovery method and procedure depends on the file system operation. The following failure recovery methods are available for the blocked user LU file system.
(
Recovery by restoring the backup
(
Recovery using the fsrepair command
Troubleshooting “Figure 9.1.3.1-1” (TRBL 09-0090) shows the flowchart to determine which from among the above four failure recovery methods is to be used.
For the final recovery procedure after performing the above recovery methods, refer to Troubleshooting “9.1.4 Upgrading the Software by Updating the OS Version” (TRBL 09-0550).
The flowchart of the failure recovery procedure shows the manner how the maintenance personnel cooperate with the system administrator to grasp the node system status.
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Figure 9.1.3.1-1  Determining the Recovery Method for the Blocked User LU File System
9.1.3.1.1
Recovery procedure by restoring the backup or using the fsrepair command
This section describes the recovery procedure by restoring the backup or using the fsrepair command after occurrence of blockage of a user LU file system.
Table 9.1.3.1.1-1 shows the difference between the recovery procedure by restoring the backup and the recovery procedure using the fsrepair command.
Table 9.1.3.1.1-1  Difference between the Recovery Procedure by Restoring the Backup 
and the Recovery Procedure Using the fsrepair Command
	Procedure
	Procedure for recovery by restoring the backup
	Procedure for recovery using the fsrepair command

	1
	Recognize a blocked user LU file system as a failure.
	Recognize a blocked user LU file system as a failure.

	2
	Acquire the dump file manually.
	Acquire the dump file manually.

	3
	Check that failover has been completed.
	Check that failover has been completed.

	4
	Acquire the detailed information and send it to the Technical Support Center.
	Acquire the detailed information and send it to the Technical Support Center.

	5
	Delete the failure file system.
	Perform recovery of the failed file system.

	6
	Perform failback.
	Perform failback.

	7
	Perform recreation and restoration of the failed file system.
	(


Troubleshooting “Figure 9.1.3.1.1-1” (TRBL 09-0110) show the flowchart of the recovery procedure by restoring the backup and the recovery procedure using the fsrepair command. The flow is branched at the middle of the procedure into two: the recovery procedure by restoring the backup and the recovery procedure using the fsrepair command. Be careful of the difference and perform the recovery procedure.
After performing the failure recovery procedure, perform the final recovery procedure (Troubleshooting “9.1.4 Upgrading the Software by Updating the OS Version” (TRBL 09-0550)) of troubleshooting as soon as obtaining the update version of the OS.
When performing the file system recovery procedure with the fsrepair command, request the system administrator to be careful of the following notice.
NOTE:(
Execute the command operation via the management LAN.
(
The fsrepair command may fail to recover the file system. If it fails, recover the file system from backup.
(
If a wrong file system is attempted to be recovered, it may be destroyed. Be careful to select the file system encountered with a failure.

(
When the fsrepair command is used to recover the file system, the user data which was updated just before the failure occurrence may not be reflected even though the integrity of the file system is recovered. If necessary, check the user data after recovery.

The flowchart of the failure recovery procedure shows the manner how the maintenance personnel cooperate with the system administrator to grasp the node system status.
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (1/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (2/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (3/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (4/12)


[image: image9]
Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (5/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (6/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (7/12)
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NOTE:(
The restoration from the backup can only be done for the RAID failure.

(
Execute the restoration from the backup when it is the configuration of HDI for Cloud.

Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (8/12)

[image: image13]
Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (9/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (10/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (11/12)
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Figure 9.1.3.1.1-1  Recovery Procedure by Restoring the Backup or Using the fsrepair Command (12/12)

9.1.3.1.2
Recovery procedure for the blocked File snapshot differential snapshot (insufficient capacity) or the blocked File snapshot differential snapshot
HDI does not support the Snapshot function.
9.1.3.2
Recovery from blockage of the cluster management LU file system
NOTE:
Rebooting nodes may recover the block of the cluster management LU caused by failures of disk array devices and the FC-SW. When referring to this procedure without isolating failures, be sure to execute “C.2.2.1 Failure Determination Procedure at the Cluster Configuration”.
The failure recovery procedure and the recovery method for the blockage of the cluster management LU file system are described below.
Table 9.1.3.2-1 provides the overview of the recovery procedure for the cluster management LU file system blockage.
Table 9.1.3.2-1  Overview of the Recovery Procedure for the cluster management LU 
File System Blockage
	Procedure
	Recovery procedure
	Remarks

	1
	Recognize that a failure occurred in the cluster management LU file system.
	

	2
	Check whether a failure has occurred in the array subsystem.
	If a failure has occurred, perform the failure determination.

	3
	Identify LDEV of the cluster management LU.
	

	4
	Stop the OS and turn off the power buttons of both nodes.
	

	5
	Formats the cluster management LU.
	Be careful not to format a user LU.

	6
	Turn on the power buttons of both nodes.
	If another system LU is recovered, the procedure up to here has already been executed.


Troubleshooting “Figure 9.1.3.2-1” (TRBL 09-0250) show the flowchart of the recovery procedure for blockage of the cluster management LU file system. Refer to the flow and execute the recovery procedure for the cluster management LU file system blockage.
After performing the failure recovery procedure, perform the final recovery procedure (Troubleshooting “9.1.4 Upgrading the Software by Updating the OS Version” (TRBL 09-0550)) of troubleshooting as soon as obtaining the update version of the OS.
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Figure 9.1.3.2-1  Recovery Procedure for Blockage of the Cluster management LU File System (1/5)
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Figure 9.1.3.2-1  Recovery Procedure for Blockage of the Cluster management LU File System (2/5)
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Figure 9.1.3.2-1  Recovery Procedure for Blockage of the Cluster management LU File System (3/5)
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Figure 9.1.3.2-1  Recovery Procedure for Blockage of the Cluster management LU File System (4/5)

[image: image21]
Figure 9.1.3.2-1  Recovery Procedure for Blockage of the Cluster management LU File System (5/5)
9.1.3.2.1
Recovery from blockage of the Virtual Server System LU
HDI does not support Virtual Server.
9.1.3.3
Recovery from KAQK39505-E failure
The failure recovery procedure and the recovery method corresponding to the KAQK39505-E message are described below.
The SIM message KAQK39505-E shows detail codes corresponding to different failures. Identify the failure content by referring to the detail code.
Table 9.1.3.3-1 describes the detail codes and failure details of the KAQK39505-E message. Also it shows the sections to be referred to for recovery procedure.
Table 9.1.3.3-1  Detail Codes of KAQK39505-E and Failure Content
	#
	SIM and detail code
	Meaning
	Failure Content
	Recovery procedure (*2)

	1
	KAQK39505-E  Detail=00 01 00 00
	Mounting the cluster management LU failed (CLU partition failure).
	Cluster management LU failure (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.2 (TRBL 09-0360)

	
	KAQK39505-E  Detail=01 01 00 00
	Unmounting the cluster management LU failed (CLU partition failure).
	
	

	2
	KAQK39505-E  Detail=00 02 00 00
	Preprocessing of NFS failed.
	Failure in preprocessing the NFS sharing (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.3 (TRBL 09-0370)

	
	KAQK39505-E  Detail=01 02 00 00
	Post-processing of NFS failed.
	
	

	3
	KAQK39505-E  Detail=00 03 00 00
	Mounting the file system failed.
	User LU failure (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.4 (TRBL 09-0390)

	
	KAQK39505-E  Detail=01 03 00 00
	Unmounting the file system failed.
	
	

	4
	KAQK39505-E  Detail=00 04 00 00
	Starting the NFS sharing failed.
	Failure in setting/cancelling the NFS sharing (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.5 (TRBL 09-0490)

	
	KAQK39505-E  Detail=01 04 00 00
	Stopping the NFS sharing failed.
	
	

	5
	KAQK39505-E  Detail=00 05 00 00
	Bringing the virtual IP up failed.
	Up/down failure of the virtual IP (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.6 (TRBL 09-0500)

	
	KAQK39505-E  Detail=01 05 00 00
	Bringing the virtual IP down failed.
	
	

	6
	KAQK39505-E  Detail=00 06 00 00
	Starting CIFS failed.
	Failure in CIFS setting/cancelling (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.7 (TRBL 09-0510)

	
	KAQK39505-E  Detail=01 06 00 00
	Stopping CIFS failed.
	
	

	7
	KAQK39505-E  Detail=00 08 00 00
	scripts failure (resource group start processing failed)
	Resource group start or stop processing failed.
	(
9.1.3.3.1 (TRBL 09-0330)

	
	KAQK39505-E  Detail=01 08 00 00
	scripts failure (resource group stop processing failed)
	
	

	8
	KAQK39505-E  Detail=00 0A 00 00
	File snapshot or file version restore function failure (resource group start processing failed) (*1)
	File snapshot or file version restore function failure (when node service is started or stopped)
	(
9.1.3.3.1 (TRBL 09-0330)

(
9.1.3.3.8 (TRBL 09-0530)

	
	KAQK39505-E  Detail=01 0A 00 00
	File snapshot or file version restore function failure (resource group stop processing failed) (*1)
	
	


*1:
HDI does not support Snapshot.
*2
Recovery procedure branches into several branches in Flow (A) of Troubleshooting “Figure 9.1.3.3.1-1” (TRBL 09-0330). After branching, proceed to a flowchart corresponding to the type of failure (9.1.3.3.2-1 to 9.1.3.3.8-1) and execute the recovery procedure according to the flowchart. When the recovery procedure of each flowchart is completed, return to Flow (B) of Troubleshooting “Figure 9.1.3.3.1-1” (TRBL 09-0330) to confirm the recovery.
For the final recovery after the recovery procedure of KAQK39505-E, perform the procedure of Troubleshooting “9.1.4 Upgrading the Software by Updating the OS Version” (TRBL 09-0550).
NOTE:
Check if any of the #2, #4, #6, and #8 detail codes is output together with the #3 or #5 detail code. If the #3 or #5 detail code is output, perform the #3 or #5 recovery procedure.
The flowchart of the failure recovery procedure shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status.
9.1.3.3.1
Procedure for KAQK39505-E failure recovery
The failure recovery procedure for the KAQK39505-E message is described below in the form of a flowchart.
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Figure 9.1.3.3.1-1  Procedure for KAQK39505-E Failure Recovery (1/3)
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Figure 9.1.3.3.1-1  Procedure for KAQK39505-E Failure Recovery (2/3)

[image: image24]
Figure 9.1.3.3.1-1  Procedure for KAQK39505-E Failure Recovery (3/3)
9.1.3.3.2
Cluster management LU failure (when node service is started or stopped)
This section describes the recovery procedure for a cluster management LU failure (when node service is started or stopped) in the form of a flowchart. After this flow, perform the recovery as instructed by the Technical Support Center.

[image: image25]
Figure 9.1.3.3.2-1  Recovery Procedure for a Cluster management LU Failure
9.1.3.3.3
Failure in preprocessing the NFS sharing (when node service is started or stopped)
This section describes the recovery procedure for a failure which occurred during preprocessing of the NFS sharing (when node service is started or stopped) in the form of a flowchart.
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Figure 9.1.3.3.3-1  Recovery Procedure for NFS Sharing Preprocessing Failure (1/2)

[image: image27]
Figure 9.1.3.3.3-1  Recovery Procedure for NFS Sharing Preprocessing Failure (2/2)
9.1.3.3.4
User LU failure (when node service is started or stopped)
This section describes the recovery procedure for a user LU failure (when node service is started or stopped) in the form of a flowchart.
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (1/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (2/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (3/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (4/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (5/10)
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NOTE:(
In the case of RAID failure, restoration from the backup can only be done.

(
Execute the restoration from the backup in the case of the configuration of HDI for Cloud.

Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (6/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (7/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (8/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (9/10)
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Figure 9.1.3.3.4-1  Recovery Procedure for User LU Failure (10/10)
9.1.3.3.5
Failure in setting/cancelling the NFS sharing (when node service is started or stopped)
This section describes the recovery procedure for a user LU failure (when node service is started or stopped) in the form of a flowchart.

[image: image38]
Figure 9.1.3.3.5-1  Recovery Procedure for NFS Sharing Setting/Cancelling Failure
9.1.3.3.6
Up/down failure of the virtual IP (when node service is started or stopped)
This section describes the recovery procedure for a virtual IP up/down failure (when node service is started or stopped) in the form of a flowchart.

[image: image39]
Figure 9.1.3.3.6-1  Recovery Procedure for Virtual IP Up/Down Failure
9.1.3.3.7
Failure in CIFS setting/cancelling (when node service is started or stopped)
This section describes the recovery procedure for the CIFS setting/cancelling failure (when node service is started or stopped) in the form of a flowchart.
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Figure 9.1.3.3.7-1  Recovery Procedure for CIFS Setting/Cancelling Failure (1/2)

[image: image41]
Figure 9.1.3.3.7-1  Recovery Procedure for CIFS Setting/Cancelling Failure (2/2)
9.1.3.3.8
File snapshot or File Version Restore function failure (when node service is started or stopped)
This section describes the recovery procedure for the File snapshot or file version restore function failure (when node service is started or stopped) in the form of a flowchart.
NOTE:
HDI does not support the Snapshot function.
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Figure 9.1.3.3.8-1  Recovery Procedure for a File snapshot or File Version Restore Function Failure
9.1.3.4
Recovery from KAQK39602-E failure
KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.1
Procedure for KAQK39602-E failure recovery

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.2
File system failure

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.3
Failure in starting/ stopping the NFS sharing

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.4
Up/down failure of the virtual IP

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.5
Failure in CIFS setting/canceling

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.3.4.6
File snapshot or File Version Restore Function Failure

KAQK39602-E is the failure message which is output when a failure occurs on Virtual Server.
HDI does not support Virtual Server.
9.1.4
Upgrading the Software by Updating the OS Version
As the final recovery procedure for KAQK39500-E or KAQK39505-E, update the OS version to upgrade the software.
This section describes the procedure to upgrade the software by updating the OS version.
NOTE:
Before performing failback from the normal node to the failed node, request the system administrator to check that the data LAN of the failed node is in the link-up state.
Table 9.1.4-1 provides the overview of the software upgrading by updating the OS version.
Table 9.1.4-1  Procedure of Software Upgrading by Updating the OS Version
	Procedure
	Process
	Remarks

	1
	Obtain the update version (OS).
	(

	2
	Start the OS.
	Execute this step when the OS is stopped.

	3
	Stop the node.
	(

	4
	Update the OS to upgrade the software.
	(

	5
	Start the node.
	(

	6
	Return the automatic save setting of the OS LU and the cluster management LU to the setting before the failure occurrence.
	(

	7
	Perform failback.
	(


NOTE:(
For software upgrading, the node in a cluster must be of the same version. Therefore, upgrading is performed on a cluster basis.
(
When the processing on node0 is completed and the processing is to be applied to node1, request the system administrator for failback and failover from node1 to node0. After the process to upgrade the OS for node1, request the system administrator for failover of the node0.

(
Due to software upgrading, failover is performed two times. This may affect client’s I/O operation. Request the system administrator to check if the administrator recognizes this.

(
Be sure to get the backup data before the updating installation. When the OS version is 3.0.0-XX or later, the maintenance personnel should execute the updating installation. When the OS version is earlier than 3.0.0-XX, request the system administrator to get the backup data and execute the updating operation after confirming that the data is backed up.
The flowchart shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status. Upgrading procedures for the maintenance personnel and the system administrator are shown respectively.
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Figure 9.1.4-1  Upgrading the Software by Updating the OS Version (1/4)
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Figure 9.1.4-1  Upgrading the Software by Updating the OS Version (2/4)
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Figure 9.1.4-1  Upgrading the Software by Updating the OS Version (3/4)
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Figure 9.1.4-1  Upgrading the Software by Updating the OS Version (4/4)
9.1.5
Software Recovery by Installing the OS Initially
As the failure recovery procedure for KAQK39500-E Detail=00 02 00 02, execute the initial OS installation.
This section describes the procedure to execute initial OS installation. 
Table 9.1.5-1 provides the overview of the re-installation of the software by the initial OS installation.
Table 9.1.5-1  Procedure of Initial OS Installation
	Procedure
	Process
	Remarks

	1
	Stop the node.
	(

	2
	Execute the initial OS installation.
	(

	3
	Start the node.
	(

	4
	Execute the OS DISK recovery.
	Reboot the system.

	5
	Return the automatic save setting of the OS LU and the cluster management LU to the setting before the failure occurrence.
	(

	6
	Perform failback.
	(


The flowchart shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status. Initial installation procedure of OS for the maintenance personnel and the system administrator are shown respectively.
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Figure 9.1.5-1  Recovery of the software by the initial OS installation (1/3)
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Figure 9.1.5-1  Recovery of the software by the initial OS installation (2/3)
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Figure 9.1.5-1  Recovery of the software by the initial OS installation (3/3)
9.2
Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure at the Single Node Configuration
9.2.1
Overview of Confirmation of the Entire Node after Hardware Failure Recovery and Recovery Procedure for Software Failure
The overview of confirmation of the entire node after recovery from a hardware failure and the software failure recovery are described below.
(
Confirmation of the entire node
When it is necessary to refer to this chapter after hardware replacement or as a result of failure determination flowchart* in “Troubleshooting”, refer to Troubleshooting “9.2.2 Confirmation of Recovery from Hardware Failure” (TRBL 09-0610) to check that the entire hardware is in the normal status and there is no other failures.
*:
When it is necessary to refer to this chapter with a SIM (KAQK39XXX-E) of software failure, refer to “Software failure recovery” described below.
(
Software failure recovery
When it is necessary to refer to this chapter after a SIM message (KAQK39XXX-E) concerning a software failure is displayed, refer to Troubleshooting “9.2.3 Recovery Procedure for Software Failure” (TRBL 09-0640) to perform the failure recovery procedure corresponding to the SIM (detail code of KAQK39XXX-E) and the final recovery procedure.
9.2.2
Confirmation of Recovery from Hardware Failure
Figure 9.2.2-1 show the sequence how to check the recovery completion of hardware failure.
Check if all of the hardware are in normal status.
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Figure 9.2.2-1   Flow of Hardware Failure Recovery Confirmation (1/3)
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Figure 9.2.2-1  Flow of Hardware Failure Recovery Confirmation (2/3)
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Figure 9.2.2-1  Flow of Hardware Failure Recovery Confirmation (3/3)
9.2.2.1
Confirmation of hardware configuration and hardware normal status within node
Check if all of the hardware within the node is in normal status using "hwstatus" command.
Check if the hardware output results (items of Fan Information, Temperature Information, Power Supply Information, Memory Information, Internal HDD Information, Internal RAID Battery Information, and BMC Information) are “OK” or “installed.” For Network Interface items, check if pm0, mng0 (when a port is used), and ethX* (when a port is used) are “UP”.
*:
Provided that the cable is connected. The value of “X” is an integer 0 or greater.
For details about the output result of the hwstatus command, refer to “B.3.1.2 Output format”.
Note:
In case of the single node (with standby node) which does not continue the services, a port on the node and the front-end LAN are not connected. Therefore, the link does not show “UP” and the hardware normal status cannot be confirmed.
Confirm the following points.
(
If the hardware is HA8000series, perform the HATP (Diagnostic test) for all LAN ports and confirm that no problem exists with them. For the details of HATP, refer to HA8000 Maintenance Manual.
(
 Execute the iflist command with the –v option and confirm that port names (mng0,ethX…) which are used when operating as the Active node are displayed. For the details of the iflist command, refer to “Maintenance Tool ‘2.11 Displaying the Management Port Information (mngiflist)’ (MNTT 02-0800)”.
(
 Confirm that the LED of LinkUp is turned on by connecting the maintenance PC to the port using the LAN cable owned by the maintenance personnel. However, if the 10GbE port is equipped, contact the system administrator to borrow the 10GbE cable from the customer. If the system administrator cannot borrow the 10GbE cable from the customer, inform that a partial operation check was not able to execute.
A part of Network Interface Card might not be able to perform I/O to the system even if Network Interface Card can link up by Link-up LED or the hwstatus command. In this case, contact the Technical Support Division.
In the case of D51B-2U, run the syseventlist command and confirm that the message related to Internal RAID battery (KAQK37524-W, KAQK37525-E or KAQK37532-E) is not output. For the details, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.

Even if you confirmed that a node does not have a failure on D51B-2U, fault LED on the node might be lit. However it does not have a problem.
9.2.2.2
Confirmation of FC path normal status connected to node
Check if all of the FC paths within the both nodes are in normal status using "fpstatus" command.
Figure 9.2.2.2-1 shows an example of output result of the fpstatus command execution.
Check if all of the FC paths are in "Online" status.
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Figure 9.2.2.2-1  Example of Output Result of the fpstatus Command
For details about the output result of the fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
9.2.3
Recovery Procedure for Software Failure
This section describes the failure recovery procedure and the final recovery procedure for a software failure which occurred during operation of Hitachi Data Ingestor.
Table 9.2.3-1 shows the acquired failure information, the status of Hitachi Data Ingestor, and the section to be referred to for action to be taken (the failure recovery procedure and the final recovery procedure) when a SIM message of software failure is issued. Execute the troubleshooting in reference to the Table 9.2.3-1.

NOTE:
The following products are indicated with abbreviations shown on the right to “:”. 
Hitachi Data Ingestor : HDI
Table 9.2.3-1  List of Software-related Failures (1/2)

	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Service status
	Failure recovery procedure

	1
	KAQK39500-E

Detail=00 00 00 02

Level=00 Type=02
	User LU file system is blocked.
	N
	Y (*2)
	All or some services are stopped
(*2)
	9.2.3.1 Failure recovery when the file system is blocked (TRBL 09-0710)

	2
	KAQK39500-E

Detail=00 00 00 03

Level=00 Type=02
	File system in OS area is blocked.
	N
	N
	Service is running.
	9.2.3.2 Failure recovery in the case of a OS area failure (TRBL 09-0840)

	3
	KAQK39500-E

Detail=00 02 00 02

Level=00 Type=0A
	Mounting of file system to be stored the dump failed.
	(
	(
	(
	9.2.5 Software Recovery by Initial OS Installation (TRBL 09-0990)

	4
	KAQK39500-E

Detail=Other than above
	(
	(
	(
	(
	Acquire the trouble information in reference to Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000). Send the acquired information to the Technical Support Center and request the investigation of the trouble.


Legend:   Y: Failure information is output.  N: Failure information is not output.
*1:
For the core file acquisition, refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050).

*2:
Service is available for accesses to other than the blocked file system.
Execute the recovery procedure of failure that corresponds to each SIM. After the recovery procedure of failure, execute the final recovery process as soon as the measurement version of OS is obtained.

Table 9.2.3-1  List of Software-related Failures (2/2)

	#
	SIM
	Failure
	Acquired failure information
	HDI status
	Recovery method

	
	
	
	core file (*1)
	Dump file
	Service status
	Failure recovery procedure
	Final recovery procedure

	5
	KAQK39601-E

Detail=00 00 00 10 Level=00 Type=04
	File system mounting failed
	N
	N
	All or some services are stopped.
	9.2.3.3 Recovery from KAQK39601-E failure (TRBL 09-0880)
	9.2.4 Upgrading the Software by Updating the OS Version (TRBL 09-0970)

	
	KAQK39601-E

Detail=00 00 00 11 Level=00 Type=04
	File system unmounting failed
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 20 Level=00 Type=04
	Starting NFS sharing failed
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 21 Level=00 Type=04
	Terminating NFS sharing failed
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 40 Level=00 Type=04
	Starting CIFS failed
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 41 Level=00 Type=04
	Stopping CIFS failed
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 50 Level=00 Type=04
	Starting File snapshot or File version restore function failed (*2)
	
	
	
	
	

	
	KAQK39601-E

Detail=00 00 00 51 Level=00 Type=04
	Stopping File snapshot or File version restore function failed (*2)
	
	
	
	
	

	6
	KAQK39601-E

Detail=00 00 00 F0 Level=00 Type=04
	Starting the resource failed
	(
	(
	(
	Refer to Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000) and acquire the trouble information. Send the acquired information to the Technical Support Center and request the investigation of the trouble.

	
	KAQK39601-E

Detail=00 00 00 F1 Level=00 Type=04
	Stopping the resource failed
	
	
	
	


Legend:   Y: Failure information is output.  N: Failure information is not output.
*1:
Refer to Troubleshooting “6.4 Core Files” (TRBL 06-0050) to get the core file.

*2:
HDI does not support File Snapshot.
Follow the failure recovery procedure corresponding to each SIM. After performing the failure recovery procedure, perform the final recovery procedure of troubleshooting as soon as obtaining the update version of the OS.
9.2.3.1
Failure recovery when the file system is blocked

The failure recovery procedure and the recovery method when the file system is blocked are described below.

If a failure occurred when the file system is blocked, execute the failure recovery with the one of following methods depending on the configuration.

Table 9.2.3.1-1  Failure recovery procedure for each configuration

	#
	Connection to the disk array subsystem
	Configuration
	Reference

	1
	Not connected (*1, *2)
	Configuration using Management port
	Troubleshooting “9.2.3.1.1 Failure recovery of the blocked file system in the Configuration using Management port when not connected to the disk array subsystem” (TRBL 09-0720)

	2
	
	Configuration using trunk 2 Data ports
	Troubleshooting “9.2.3.1.2 Failure recovery of the blocked file system in the Configuration using trunk 2 Data ports when not connected to the disk array subsystem” (TRBL 09-0730)

	3
	Connected
	Configuration using Management port
	Troubleshooting “9.2.3.1.3 Failure recovery of the blocked file system in the configuration connected to the disk array subsystem (TRBL 09-0760)

	4
	
	Configuration using trunk 2 Data ports
	


*1:
In the Configuration of single node with spare for Cloud, if the new installation happens during the procedure, operations after the new installation and management IP address (IP address for the Standby node) setting should be executed by the system administrator.
*2:
In the Configuration of single node with spare for Cloud, if the node is not continuing a service, refer to #1.
9.2.3.1.1
Failure recovery of the blocked file system in the Configuration using Management port when not connected to the disk array subsystem

The failure recovery procedure and the recovery method for the blocked file system in the Configuration using Management port when not connected to the disk array subsystem are described below.

Check the necessity of new installation and the data to be recovered by referring to Table 9.2.3.1.1-1 and execute the failure recovery in the procedures shown in the Table 9.2.3.1.1-2.

Table 9.2.3.1.1-1  Supplementary Table of Failure recovery procedures

	#
	Model
	Failure location
	Necessity of new installation
	Data to be recovered

	1
	CR220SM/ D51B-2U
	OS area
	Execute a new installation without RAID reconfiguration (without user disk initialization)
	System LU

	2
	
	User area
	New installation and setting after the new installation are not necessary
	User data (on the failed file system) (*2, *3)

	3
	Other than above
	OS area/User area
	Execute a new installation with RAID reconfiguration (with user disk initialization) (*1)
	System LU

User data (*2)


*1:
Entire data in the node is initialized.

*2:
Request the system administrator to perform either of the followings.

(
Execute fsrepair command (it may take a long time to restore depending on the size and the number of files of the user LU.)

(
Delete and re-create the file system, and then restore the data from backup data.

In addition, when the OS version is 4.0.0-XX or later, request to perform the followings.

(
Delete and re-create the volume group after completing deletion of the file system (if deletion of the file system was selected.)

(
Execute the lumaplist command after completing the replacement of the internal drive to confirm that [size] of user LUs are displayed.
In the case using File snapshot, Active File Migration or Large File Transfer before deletion of the file system, re-set those function at the re-creation of the file system or thereafter.
*3:
Be sure to restore the user data from backup data when RAID card is replaced.

Table 9.2.3.1.1-2  Failure recovery procedures

	#
	Process
	Performed by
	Reference

	1
	Execute the initial OS installation (*1, *3, *4)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	2
	Set after completing the installation (*2, *3)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	3
	Execute restoration of the data to be recovered confirmed in Table 9.2.3.1.1-1
	System administrator
	(

	4
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	5
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by executing the CLI command open to the system administrator.
	System administrator
	(

	6
	Request I/O confirmation for the system
	System administrator
	(


*1:
When meeting the following conditions, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.
( The OS version to be initially installed is 4.0.0-XX or later

( Selected user data initialization on the initial installation

*2:
In the Configuration of single node with spare for Cloud, a node which is not continuing the service does not require the recovery operations after the step #2. Maintenance personnel needs to contact the system administrator to execute the operations for the Standby node.
*3:
Execute this setting if new installation of OS is required in Table 9.2.3.1.1-1.
*4:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
9.2.3.1.2
Failure recovery of the blocked file system in the Configuration using trunk 2 Data ports when not connected to the disk array subsystem

The failure recovery procedure and the recovery method for the blocked file system in the Configuration using trunk 2 Data ports when not connected to the disk array subsystem are described below.
Firstly, check the necessity of new installation and the data to be recovered by referring to Table 9.2.3.1.2-1.

Then, ask the system administrator to confirm the location of the free port of the IP-SW which the customer configures. If a free port is available in IP-SW, refer to Table 9.2.3.1.2-2 and if no free port is available, execute the failure recovery in the procedures shown in the Table 9.2.3.1.2-3.

NOTE:
When you perform the failure recovery procedures, take a note of the IP address and the Routing that is used at the front-end LAN. These are used at the management port IP address setting after the OS installation.

Table 9.2.3.1.2-1  Supplementary Table of Failure recovery procedures

	#
	Model
	Failure location
	Necessity of new installation
	Data to be recovered

	1
	CR220SM/ D51B-2U
	OS area
	Execute a new installation without RAID reconfiguration (without user disk initialization)
	System LU

	2
	
	User area
	New installation and setting after the new installation are not necessary
	User data (on the failed file system) (*2, *3)

	3
	Other than above
	OS area/User area
	Execute a new installation with RAID reconfiguration (with user disk initialization) (*1)
	System LU

User data (*2)


*1:
Entire data on the node is initialized.

*2:
Request the system administrator to perform either of the followings.

(
Execute fsrepair command (it may take a long time to restore depending on the size and the number of files of the user LU.)

(
Delete and re-create the file system, and then restore the data from backup data.
In addition, when the OS version is 4.0.0-XX or later, request to perform the followings.

(
Delete and re-create the volume group after completing deletion of the file system (if deletion of the file system was selected.)

(
Execute the lumaplist command after completing the replacement of the internal drive to confirm that [size] of user LUs are displayed.
In the case using File snapshot, Active File Migration or Large File Transfer before deletion of the file system, re-set those function at the re-creation of the file system or thereafter.
*3:
Be sure to restore the user data from backup data when RAID card is replaced.

Table 9.2.3.1.2-2  Failure recovery procedures (Free Port is Available in IP-SW)
	#
	Process
	Performed by
	Reference

	1
	Connect the free port confirmed with the system administrator and the management port of the node by the LAN cable. (*2)
	Maintenance personnel
	(

	2
	Execute the initial OS installation (*1, *2, *3)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	3
	Set after completing the installation. (*2)
(For the management port IP address, set the IP address and the Routing that are used at the front-end LAN. The IP address and the Routing that are used at the front-end LAN should be confirmed with the system administrator.)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	4
	Execute restoration of the data to be recovered confirmed in Table 9.2.3.1.2-1
	System administrator
	(

	5
	After completing the recovery, remove the LAN cable connected to the management port. (*2)
	Maintenance personnel
	(

	6
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	7
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command open to the system administrator.
	System administrator
	(

	8
	Request I/O confirmation for the system
	System administrator
	(


*1:
When meeting the following conditions, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.
( The OS version to be initially installed is 4.0.0-XX or later
( Selected user data initialization on the initial installation
*2:
Execute this removal if new installation of OS is required in Table 9.2.3.1.2-1.
*3:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
Table 9.2.3.1.2-3  Failure recovery procedures (No Free Port in IP-SW)

	#
	Process
	Performed by
	Reference

	1
	Disable the settings of VLAN/Link aggregation for the IP-SW port connected to a node (*2).
(Leaving a note  of settings before disabling is necessary) 
	System administrator
	(

	2
	Remove a LAN cable from a node data port connecting to the IP-SW port which setting was changed by the system administrator and reconnect to the management port. #1 (*2).
	Maintenance personnel
	(

	3
	Execute the initial OS installation (*1, *2, *4)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	4
	Set after completing the installation. (*2, *3)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	5
	Execute restoration of the data to be recovered confirmed in Table 9.2.3.1.2-1
	System administrator
	(

	6
	After the completion of recovery, put the LAN cable which was reconnected at the above step #2 back to the original data port (*2).
	Maintenance personnel
	(

	7
	Restore the IP-SW settings changed at the above step #1 (VLAN/Link aggregation) (*2).
	System administrator
	(

	8
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	9
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command open to the system administrator.
	System administrator
	(

	10
	Request I/O confirmation for the system
	System administrator
	(


*1:
When meeting the following conditions, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.
( The OS version to be initially installed is 4.0.0-XX or later
( Selected user data initialization on the initial installation

*2:
Execute this removal if new installation of OS is required in Table 9.2.3.1.2-1.
*3:
KAQG81003-W will be output after the OS data recovery. However no particular action is required. Continue the recovery procedure.
*4:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
9.2.3.1.3
Failure recovery of the blocked file system in the configuration connected to the disk array subsystem

The failure recovery procedure and the recovery method for the blocked file system in the configuration connected to the disk array subsystem are described below.
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (1/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (2/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (3/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (4/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (5/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (6/8)


[image: image60]
Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (7/8)
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Figure 9.2.3.1.3-1 Recovery Procedure at the time of blocked File System (8/8)

9.2.3.2
Failure recovery in the case of a OS area failure

The failure recovery procedure and the recovery method in the case of a failure in the OS area are described below.

When a failure occurred in the OS area, execute the failure recovery with the one of following methods depending on the configuration.

Table 9.2.3.2-1  Failure recovery procedure for each configuration

	#
	Connection to the disk array subsystem
	Configuration
	Reference

	1
	Not connected  (*1, *2)
	Configuration using Management port
	Troubleshooting “9.2.3.1.1 Failure recovery of the blocked file system in the Configuration using Management port when not connected to the disk array subsystem” (TRBL 09-0720)

	2
	
	Configuration using trunk 2 Data ports
	Troubleshooting “9.2.3.1.2 Failure recovery of the blocked file system in the Configuration using trunk 2 Data port when not connected to the disk array subsystem” (TRBL 09-0730)

	3
	Connected
	Configuration using Management port
	Troubleshooting “9.2.3.2.1 Failure recovery of the OS area in the Configuration using Management port when connected to the disk array subsystem” (TRBL 09-0850)

	4
	
	Configuration using trunk 2 Data ports
	Troubleshooting “9.2.3.2.2 Failure recovery of the OS area in the Configuration using trunk 2 Data ports when connected to the disk array subsystem” (TRBL 09-0860)


*1:
In the Configuration of single node with spare for Cloud, if the new installation happens during the procedure, operations after the new installation and management IP address (IP address for the Standby node) setting should be executed by the system administrator.
*2:
In the Configuration of single node with spare for Cloud, if the node is not continuing a service, refer to #1.
9.2.3.2.1
Failure recovery of the OS area in the Configuration using Management port when connected to the disk array subsystem

The failure recovery procedure and the recovery method for the OS area in the configuration using the management port when connected to the disk array subsystem are described below.

Execute the failure recovery in the procedures shown in the Table 9.2.3.2.1-1.

Table 9.2.3.2.1-1  Failure recovery procedures

	#
	Process
	Performed by
	Reference

	1
	Execute the initial OS installation (without RAID reconfiguration)

( *1, *2)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	2
	Set after completing the installation
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	3
	Execute the restoration of the OS area (recovery of user data is not required)
	System administrator
	(

	4
	Request I/O confirmation for the system
	system administrator
	(


*1:
Because there is no failure in the user data on the disk array subsystem.
*2:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
9.2.3.2.2
Failure recovery of the OS area in the Configuration using trunk 2 Data ports when connected to the disk array subsystem

The failure recovery procedure and the recovery method for the OS area in the configuration using trunk 2 data ports when connected to the disk array subsystem are described below.

Ask the system administrator for the location of a free port of the IP-SW which the customer configures and execute the failure recovery in the following either of procedures depending on the situation.
(
In case IP-SW has a free port, refer to Table 9.2.3.2.2-1.

(
In case IP-SW does not have a free port, refer to Table 9.2.3.2.2-2.

NOTE:
Before performing the failure recovery procedures, obtain the IP address and the Routing that is used in the link aggregation from the system administrator. These are used at the management port IP address setting after the OS installation.

Table 9.2.3.2.2-1  Failure recovery procedures (Free Port is Available in IP-SW)
	#
	Process
	Performed by
	Reference

	1
	Connect the confirmed free port and the Management port of the node by the LAN cable.
	Maintenance personnel
	(

	2
	Execute the initial OS installation (without RAID reconfiguration) ( *1, *2)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	3
	Set after completing the installation

(Set the IP address and the Routing that are used in the link aggregation for the management port IP address. The IP address and the Routing that are used in the link aggregation should be confirmed with the system administrator.)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	4
	Execute the restoration of the OS area (recovery of user data is not required)
	System administrator
	(

	5
	After completing the recovery, remove the LAN cable connected to the management port.
	Maintenance personnel
	(

	6
	Request I/O confirmation for the system
	System administrator
	(


*1:
Because there is no failure in the user data on the disk array subsystem.
*2:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
Table 9.2.3.2.2-2  Failure recovery procedures (Free Port is not Available in IP-SW)
	#
	Process
	Performed by
	Reference

	1
	Disable the settings of VLAN/Link aggregation for the IP-SW port connected to a node.

(Leaving a note  of settings before disabling is necessary) 
	System administrator
	(

	2
	Remove a LAN cable from a node data port connecting to the IP-SW port which was disabled at the above step #1 and reconnect to the management port. 
	Maintenance personnel
	(

	3
	Execute the initial OS installation (without RAID reconfiguration) (*1, *3)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	4
	Set after completing the installation

(Set the IP address and the Routing that are used in the link aggregation for the management port IP address. The IP address and the Routing that are used in the link aggregation should be confirmed with the system administrator.)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	5
	Execute the restoration of the OS area (recovery of user data is not required) (*2)
	System administrator
	(

	6
	After the completion of recovery, put the LAN cable which was reconnected at the above step#2 back to the original data port.
	Maintenance personnel
	(

	7
	Restore the IP-SW settings changed at the above step #1 (VLAN/Link aggregation) (*2).
	System administrator
	(

	8
	Request I/O confirmation for the system
	System administrator
	(


*1:
Because there is no failure in the user data on the disk array subsystem.
*2:
KAQG81003-W will be output after the OS data recovery. However, no particular action is required. Continue the recovery procedure.
*3:
Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
9.2.3.3
Recovery from KAQK39601-E failure
The failure recovery procedure and the recovery method corresponding to the KAQK39601-E message are described below.
The SIM message KAQK39601-E shows detail codes corresponding to different failures. Identify the failure content by referring to the detail code.
Table 9.2.3.3-1 describes the detail codes and failure details of the KAQK39601-E message. Also it shows the sections to be referred to for recovery procedure.
Table 9.2.3.3-1  Detail Codes of KAQK39601-E and Failure Content
	#
	SIM and detail code
	Meaning
	Failure Content
	Recovery procedure (*1)

	1
	KAQK39601-E

Detail=00 00 00 10 Level=00 Type=04
	File system mounting failed
	File system failure
	(
9.2.3.3.1 (TRBL 09-0890)

(
9.2.3.3.2 (TRBL 09-0920)

	
	KAQK39601-E

Detail=00 00 00 11 Level=00 Type=04
	File system unmounting failed
	
	

	2
	KAQK39601-E

Detail=00 00 00 20 Level=00 Type=04
	Starting NFS sharing failed
	Start/Terminate of NFS sharing failure
	(
9.2.3.3.1 (TRBL 09-0890)

(
9.2.3.3.3 (TRBL 09-0930)

	
	KAQK39601-E

Detail=00 00 00 21 Level=00 Type=04
	Terminating NFS sharing failed
	
	

	3
	KAQK39601-E

Detail=00 00 00 40 Level=00 Type=04
	Starting CIFS failed
	CIFS Start/Stop failure
	(
9.2.3.3.1 (TRBL 09-0890)

(
9.2.3.3.4 (TRBL 09-0940)

	
	KAQK39601-E

Detail=00 00 00 41 Level=00 Type=04
	Stopping CIFS failed
	
	

	4
	KAQK39601-E

Detail=00 00 00 50 Level=00 Type=04
	Starting File snapshot or File version restore function failed (*2)
	File snapshot or File version restore function Start/Stop failure
	(
9.2.3.3.1 (TRBL 09-0890)

(
9.2.3.3.5 (TRBL 09-0960)

	
	KAQK39601-E

Detail=00 00 00 51 Level=00 Type=04
	Stopping File snapshot or File version restore function failed (*2)
	
	


*1
Recovery procedure branches into several branches in Flow (A) of Troubleshooting “Figure 9.2.3.3.1-1” (TRBL 09-0890). After branching, proceed to a flowchart corresponding to the type of failure (9.2.3.3.2 to 9.2.3.3.5) and execute the recovery procedure according to the flowchart. When the recovery procedure of each flowchart is completed, return to Flow (B) of Troubleshooting “Figure 9.2.3.3.1-1” (TRBL 09-890) to execute the recovery procedures of service confirmation.
*2
HDI does not support Snapshot.
For the final recovery after the recovery procedure of KAQK39601-E, perform the procedure of Troubleshooting “9.2.4 Upgrading the Software by Updating the OS Version” (TRBL 09-0770).
NOTE:
Check if any of the #2, #3, #4 detail codes is output together with the #1 detail code. If the #1 detail code is output, perform the #1 recovery procedure.
The flowchart of the failure recovery procedure shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status.
9.2.3.3.1
Procedure for KAQK39601-E failure recovery
The failure recovery procedure for the KAQK39601-E message is described below in the form of a flowchart.
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Figure 9.2.3.3.1-1  Procedure for KAQK39601-E Failure Recovery (1/3)
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Figure 9.2.3.3.1-1  Procedure for KAQK39601-E Failure Recovery (2/3)
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Figure 9.2.3.3.1-1  Procedure for KAQK39601-E Failure Recovery (3/3)
9.2.3.3.2
File system failures

For the failure recovery method of the file system failure, refer to Troubleshooting “9.2.3.1 Failure recovery when the file system is blocked” (TRBL 09-0710).
9.2.3.3.3
Start/Terminate of NFS sharing failures

The next flowchart shows the failure recovery of Start/Terminate of NFS sharing failure.
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Figure 9.2.3.3.3-1  Procedure for Start/Terminate of NFS Sharing Failure Recovery

9.2.3.3.4
CIFS Start/Stop failures

The next flowchart shows the failure recovery of Start/Stop of CIFS failure.
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Figure 9.2.3.3.4-1  Procedure for Start/Stop of CIFS Failure Recovery (1/2)
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Figure 9.2.3.3.4-1  Procedure for Start/Stop of CIFS Failure Recovery (2/2)

9.2.3.3.5
File snapshot or File Version Restore function failure

This section describes the recovery procedure for the File snapshot or File Version Restore function failure in the form of a flowchart.
NOTE:
HDI does not support Snapshot.
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Figure 9.2.3.3.5-1  Procedure for File snapshot or File Version Restore Function Failure Recovery

9.2.4
Upgrading the Software by Updating the OS Version
As the final recovery procedure for KAQK39500-E or KAQK39601-E, update the OS version to upgrade the software.
This section describes the procedure to upgrade the software by updating the OS version.
Table 9.2.4-1 provides the overview of the software upgrading by updating the OS version.
Table 9.2.4-1  Procedure of Software Upgrading by Updating the OS Version
	Procedure
	Process
	Remarks

	1
	Obtain the update version (OS).
	(

	2
	Stop the OS.
	(

	3
	Update the OS to upgrade the software.
	(

	4
	Return the automatic save setting of the system LU to the setting before the failure occurrence.
	(


The flowchart shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status. Upgrading procedures for the maintenance personnel and the system administrator are shown respectively.
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Figure 9.2.4-1  Upgrading the Software by Updating the OS Version
9.2.5
Software Recovery by Initial OS Installation

As the failure recovery procedure for KAQK39500-E Detail=00 02 00 02, execute the initial OS installation.

This section describes the procedure to execute the initial OS installation. 

Table 9.2.5-1 and Table 9.2.5-2 provides the overview of the re-installation of the software by the initial OS installation.

Table 9.2.5-1  Procedure of Initial OS Installation when not connected to the disk array subsystem

	Procedure
	Process
	Remarks

	1
	Stop the node.
	(

	2
	Execute a new OS installation. (*1, *2, *4, *5)
	(

	3
	Request the system administrator to restore the whole data. (*3)
	In the configuration of HDI for Cloud, the data can be restored at one time.

	4
	Return the automatic save setting of the system LU to the setting before the failure occurrence.
	(


*1:
In the case of CR220SM/ D51B-2U, select “without RAID reconfiguration (without user disk initialization.)”
In the case of other than CR220SM/ D51B-2U, select “with RAID reconfiguration (with user disk initialization.)”
*2:
If "with RAID reconfiguration” is selected, the whole data on the node will be initialized.

*3:
In the case of CR220SM/ D51B-2U, request to restore the system LU.

*4:
In the Configuration of single node with spare for Cloud, a node which is not continuing the service does not require the recovery operations after the step #2. Maintenance personnel needs to contact the system administrator to execute the operations for the Standby node.
*5:
If the user data restoration has executed in step #3, ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.
Table 9.2.5-2  Procedure of Initial OS Installation when connected to the disk array subsystem

	Procedure
	Process
	Remarks

	1
	Stop the node.
	(

	2
	Execute the initial OS installation without RAID reconfiguration.
	The user data on the disk array subsystem is not initialized.

	3
	Request the system administrator to restore the OS area.
	Restoration of the user data is not required.

	4
	Return the automatic save setting of the system LU to the setting before the failure occurrence.
	(


The flowchart shows the manner how the maintenance personnel cooperates with the system administrator to grasp the node system status. Initial installation procedure of OS for the maintenance personnel and the system administrator are shown respectively.
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Figure 9.2.5-1  Recovery of the software by the initial OS installation (1/3)
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Figure 9.2.5-1  Recovery of the software by the initial OS installation (2/3)
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Figure 9.2.5-1  Recovery of the software by the initial OS installation (3/3)
Determine the failure (“C.2.2.1 Failure Determination Procedure at the Cluster Configuration”).





No





No





Start of confirmation of �both node recovery





Check of the hardware status (“9.1.2.1 Confirmation of hardware configuration and hardware normal status within node” (TRBL 09-0020)).





Is the status of hardware normal?





Check the FC path status (“9.1.2.2 Confirmation of FC path normal status” (TRBL 09-0040)).





Is the status of �FC path normal?





Request the system administrator to set the “Node Status” to “UP” if it is “INACTIVE”. (*1)


And if a failover occurred, request the system administrator for failback. And then request the administrator to check system I/O and core file output. (*2)





Yes





Yes





*1:	When the system administrator is not available to operate it, maintenance personnel should do it. 


( For the failback of resource group, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.


*2:	A part of Network Interface Card might not be able to perform I/O to the system even if Network Interface Card can link up by Link-up LED or the hwstatus command. In this case, contact the Technical Support Division.











1





(TRBL 09-0011)





End of both node recovery





1





Request the system administrator to verify whether File Version Restore Function is used.





Is File Version Restore Function used?





Is the OS version �5.1.0-XX or later? (*1)





Yes





No











Yes





Request the system administrator to verify whether either of the following combinations of the start and end messages is output to the system message.


- KAQM37469-I and KAQM37470-I


Note: After the message indicating the start of the operation is output, you might have to wait as long as 20 minutes before the message indicating the end of the operation is output.





Does the combination of the start and end messages output?





No �(the end message is not verified.)





If KAQM37471-E is output after KAQM37469-I was output, request the system administrator to recover from the failure by referring to Error Codes.


If either of KAQM37470-I or KAQM37471-E is not output, maintenance personnel must wait until one of the above is output.











Yes (the combination of the start and end messages is output.)














No





After completing the operation above, install the front bezel (if it is used and removed at that time). For the installation procedure of a front bezel, refer to “A.2.1 Front side.”





*1	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.





Did you start or move the resource group? (Did you perform a failover or failback?)











Yes





No





$ sudo fpstatus -v


Path                      Target        HostPort HostPortWWN          ArrayPort   ArrayPortWWN       Model  Serial        Status


path000-0004-0A N0-T000   fc0004     10000000c98f26be  0A              50060e800044b632  AMS    87010001  Online


path000-0006-1A N0-T000   fc0006     10000000c98f36be  1A              50060e800044b636  AMS    87010001  Online


path001-0004-0B N0-T001   fc0004     10000000c98f26be  0B              50060e8005271c72   AMS    87010001  Online


path001-0006-1B N0-T001   fc0006     10000000c98f36be  1B              50060e8005271c76   AMS    87010001  Online





Failure notice


( SIM=KAQK39500-E


Detail=00 00 00 02


Level=00 Type=02


( GUI of HFSM (Failed node notice)


( SNMP server (Failed node notice)





Maintenance personnel





System administrator





node system





Maintenance PC, Maintenance Center:


Recognize the user LU file system blockage with a SIM message of failure notice.





Maintenance PC:


Identify the failed node according to the SIM message (KAQK39500-E).





Failed node: Service of the corresponding LU is stopped.


(OS is operating.)


Normal node: Service is running.





Management Console, Management Server:


Recognize the user LU file system blockage with HFSM and SIM messages of failure notice.





Management Console, Management Server: 


According to the HFSM and SNMP messages, identify the failed file system and the corresponding device file.





Recognizes the existence or non-existence of a message of failure file system.





[Check the failed file system and LU]


Display “LU Name” of “File System Status” from HFSM and check the failed one.





Let maintenance personnel or user know about the existence or non-existence of failure occurrence and a message of the failure file system.





Is there a message of File snapshot?


(*1)





Yes





User LU file system is blocked.





“9.1.3.1.2 Recovery procedure for the blocked File snapshot differential snapshot (insufficient capacity) or the blocked File snapshot differential snapshot” (TRBL 09-0230)





“9.1.3.1.1 Recovery procedure by restoring the backup or using the fsrepair command” (TRBL 09-0100)





No





Recognize the failure recovery procedure for the blocked user LU file system.





[Check the failed node]


Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)” and determine the failure node from the SIM of both nodes.





*1:	HDI does not support Snapshot. You should go to “No” with HDI.





Maintenance personnel





System administrator





node system





Failed node: OS is running.


Normal node: Service is running.


(Service at the failed node and the normal node)





Maintenance PC: 


Check if the dump file contains the information already downloaded (“6.2.1 Collecting dump files” (TRBL 06-0010).)





User LU file system is blocked. 


(Recovery procedure by restoring the backup or using the fsrepair command)





Maintenance PC: 


Send the detailed information to the Technical Support Center for initial investigation.





Maintenance PC: 


Acquire the log files and the disk array failure information of the both nodes as the detailed information (“Chapter 6 Acquiring Failure Information” (TRBL 06-0000).)





Yes





Already downloaded?





Maintenance PC: 


Download the dump file of the failed node (“Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”.)





No





Is the SIM of dump file creation succession displayed? (*1)





1





(TRBL 09-0120)

















*1:	When the OS version is 2.1.1-XX, “KAQK39500-E  OS error  Detail=05 00 00 00  Level=00  Type=03” is displayed. �When the OS version is 2.2.1-XX or later, check that “KAQK39500-E  OS error  Detail=05 00 00 01  Level=00  Type=03” and  “KAQK39528-I Processing to convert dump files ended” are displayed. �For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.





Request the Technical Support Center for investigation.





Yes





No





Maintenance personnel





Failed node: OS is running.


Normal node: Service is running.


(Service at the failed node and the normal node)





Check the LED lighting status that shows the Array device status.





Is the LED lighting status that shows the device status normal?





Is cluster management LU included in the RAID group? (*1)





1





C





Yes





(TRBL 09-0180)





*1:	It is assumed that the cluster management LU is included if an error message is displayed (KAQM06116-E) by issuing clstatus command. Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





(TRBL 09-0130)





Management Console:


If the blockaded file system uses the File snapshot, delete the device of storing differences.





Is this RAID group�failure?





(TRBL 09-0140)





System administrator





node system





No (Blockaded of DP)





Yes





Management PC:


Check if there is any command device included in the failure RAID group by the HSNM2 in the case of the AMS2000 series, the MSS, and the HUS100 series, and by the Storage Navigator in the case of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM. If it is included, write down the Internal LU number (LDEV) of the command device.





2





(TRBL 09-0140)





B





Yes





No





Is cluster management   LU included in the DP? (*1)





D





B





D





Confirm with the system administrator if there is user data backup or not. 


If there is backup data, proceed to the subsequent procedures.


If there is no backup data, contact to the Technical Support Center and confirm whether it is able to proceed to the subsequent procedures.





Yes





No





Management PC:


Identify the Internal LU number (LDEV) where the cluster management LU is stored.


The Internal LU number (LDEV) can be confirmed by executing clstatus command. Write down the LDEV number displayed in the message (KAQM06116-E).





Management PC:


Check if there is any command device included in the RAID group of the cluster management LU by the HSNM2 in the case of the AMS2000 series, the MSS, and the HUS100 series, and by the Storage Navigator in the case of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM. If it is included, write down the Internal LU number (LDEV) of the command device. 





When the subject of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication”. When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication”. When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual. 





No (A failure occurs on the array device.)





Maintenance personnel





System administrator





node system





If the service is ongoing, request the system administrator to stop the service.





2





Report the service termination to the general users.





Check that the service is terminated.





Replace the HDD.





Report that the notification of service termination is done to the maintenance personnel.





[Stop the node]


Operate in the form of “nasshutdown --force”.


For the execution of nasshutdown command, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.


After the OS termination of one side node, terminate the OS on the other side node.





Management PC:


Terminate the OS of the both nodes.


The OS termination can be confirmed by turning off the Power lamp of the node.





Management PC:


Format the cluster management LU. (*1)�If the command device is included, format also the command device.





Both nodes in the cluster:


Turn on the Power button of the node.





Management PC:


Execute the recovery procedures of (a) to (g) after confirming the OS running for the both nodes.
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When the target array device is the AMS2000 series, the MSS, or the HUS100 series, refer to “Replacement Chapter 2. Parts Replacement” in each maintenance manual.


When the target array device is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM, refer to “REPLACE SECTION” in each maintenance manual.





*1:	If it is RAID group operation, be careful not to format the user LU.�If it is DP pool operation, all the LUs are formatted.





[Format of LU]


When the target array device is the AMS2000 series or the MSS, refer to “System Parameter 3.3 Setting of LU” in each maintenance manual. When the target array device is the HUS100 series, refer to “System Parameter 4.3 Setting LU” in the HUS100 series maintenance manual.


When the target array device is the USP V, the USP VM, and the VSP, the VSP G1000 and the HUS VM, refer to “SVP SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” in each maintenance manual.





Failure node: OS is running


Normal node: OS is running





[Turn on the Power button of the node]


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





It is assumed that the backup of the cluster management LU are done in every time of updating the cluster management LU.





[Common LU recovery]


Refer to (a) to (g) described in “Maintenance Tool ‘2.8.2 Execution procedure (3) Recovery of the cluster management LU’ (MNTT 02-0520)”.





Failure node: OS is stopping


Normal node: OS is stopping





node system





System administrator





Maintenance personnel
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3





Request the system administrator to set the cluster.





Management console:


Recognize the cluster information definition of the cluster.





Check the cluster status, and recognize the cluster running of the node.





Report the completion of the cluster definition to the maintenance personnel. (*1)





Recover the user LU.





When the target of disk array subsystem is the AMS2000 series, the MSS, and the HUS100 series, refer to “Replacement Chapter 2. Parts Replacement” in each maintenance manual.


When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, or the HUS VM, refer to “REPLACE SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” and “REPLACE SECTION” in each maintenance manual.








*1: 	The startup of the resource group is not available because the recovery of user LU is not executed.


*2:	When the file system of the failure LU does not use the File snapshot, it is not required to release the differential storage device. Removal of the device is not required as HDI does not support Snapshot.


*3:	HDD replacement is not required if it is replaced already (when the cluster management LU is mixed.)�When the target disk array is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, releasing S-VOL Disable is required if the LU format fails.�Request the system administrator to use the RAID Manager and change it to the S-VOL Enable.  Be careful not to format the cluster management LU.


*4:	At the time of blocked DP, delete all the file system in DP. 


*5:	At the time of blocked DP, format all the LU in DP. This is not required if the LU format is done already.











B





Request the system administrator to delete the user LU file system.





Management console:


Set the allocation of the user LU to the maintenance mode, and release the device of storing differences. (*2)





Management console:


Delete the blocked file system. (*4)





Report the deletion completion of the failure file system to the maintenance personnel.�And notify the general users the occurrence of RAID failure or the DP Blockade.





Acknowledge the deletion completion of the failure file system.





Execute the HDD replacement and the LU format (*3,*5).





When the target of disk array subsystem is the AMS2000 series, the MSS, and the HUS100 series, refer to “Replacement Chapter 2. Parts Replacement” in each maintenance manual.


When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, or the HUS VM, refer to “REPLACE SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” and “REPLACE SECTION” in each maintenance manual.





Execute the HDD replacement and LU format of the command device (*3).


When the command device is already formatted, there is only user LU, or DP is blocked, this procedure is not required.





Ask the system administrator if there is back up user data. This is not required if it is confirmed already.


If there is back up data, follow the subsequent procedures. If there is no back up data, contact to the Technical Support Center and confirm whether it is able to proceed to the subsequent procedures.





node system





System administrator





Maintenance personnel








No (Performed by the maintenance personnel (*1))





Management console:


Perform failover from the failure node to the normal node.


This operation is not required if the resource group is not running.
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Yes





4





Does the system administrator available to execute failover?





Request the system administrator to execute failover the resource group by indicating the location of the node to be performed failover.





Execute clstatus command, and check that the resource group is running.





When the resource group is running, execute failover from the failure node to the normal node. (*2)


This operation is not required when the resource group is not running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group failover execution]


Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





Notify the completion of the failover and request the stopping of the failure node. Report this also to the general users.





Stop the failure node.


If the power button of the failure node is on, press the power source button longer.





[Node termination]


Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Turn the power source switch of the failure node on, and confirm that the OS starts.





[Turn on the power source of the node]


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





*1:	It is available to execute in the OS version 2.2.1-XX or later.


*2:	If the system administrator is absent, maintenance personnel should ask the system administrator to have permission to execute failover. After that, notify the general users that the failover will be executed, and then execute the failover. 





a





node system





System administrator





Maintenance personnel





No (Execute by the maintenance personnel (*1))








Management Console:


Execute failback from the normal node to the failure node and confirm that it is surely completed.


This is not required when the resource group is not running.
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Yes





5





Does the system administrator available to execute failback?





Request the system administrator to execute failback.





Execute clstatus command, and check whether the resource group is running.





When the resource group is running, execute failback from the normal node to the failure node. (*2)


This operation is not required when the resource group is not running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group failback execution]


Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





*1:	This is available to execute in the OS version 2.2.1-XX or later.


*2:	If the system administrator is absent, maintenance personnel should ask the system administrator to have permission to execute failback. After that, cooperate with the user in the field and notify the general users that the failback will be executed, and then execute the failback.


*3:	For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.


*4: 	Be careful not to format a cluster management LU.











Are both nodes completed?





Yes





No





a
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Read the failure node as the normal node, and execute the same operation for the normal node.





Is the OS version �2.2.1-XX or later? (*3)





Yes





No





Execute the HDD replacement and the LU format (*4).











When the target of disk array subsystem is the AMS2000 series, the MSS, or the HUS100 series, refer to “Replacement Chapter 2. Parts Replacement” in each maintenance manual.


When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, or the HUS VM, refer to “REPLACE SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” in each maintenance manual.








node system





System administrator





Maintenance personnel





No (Perform by the maintenance personnel (*1))








Management console:


Start up the resource group in the both nodes.
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Yes





6





Does the system administrator available to start the resource group?





When the resource group is not running, request the system administrator to startup the resource group.





Execute clstatus command, and check of the resource group is running.





Start up the resource group when the resource group is not running.


This is not required if the resource group is already running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group startup]


Refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.











Notify the maintenance personnel that the startup of the resource group is completed.





Recognize the completion of the resource group startup.





[Resource group checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





*1:	It is available to execute in the OS version 02-02-01-00 or later.





node system





System administrator





Maintenance personnel





Yes
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Select to restore from the backup? (*1)





Report the result of the investigation executed by the technical support center to the system administrator.


And request the system administrator to select the recovery method of the failure recovery method and its execution.





No





Management console:


Select in consideration of the operating context, whether it should be recovered with the restoration by the backup or by executing the fsrepair command.





Recognize the way to restore the failure file system.


Wait until the system administrator reports the completion of the restoration.





Notify the maintenance personnel of the restoration way of failure file system.
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(TRBL 09-0200)





10





(TRBL 09-0210)





9











C





*1:	Provide the following information to the system administrator, and follow his/her instruction.


- Recovery by executing restoration is to recreate the user file system and overwrite the backup data. Therefore, this method can only be recovered the file system status to the one that the date of backed up.


- Recovery by executing fsrepair command recovers the user file system before the occurrence of failures, by making match the file system integrity. However, destroyed data might not be recovered. 


It may take longer time for the recovery by the size of User LU and the number of files. �Condition:  20,000,000 files in the state of no load.�Time: (approx.) 2 hours.





Failure node: OS is running


Normal node: Operating 


(The operation of the failure node and the normal node)
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node system





System administrator





Maintenance personnel





Yes





8





Did the file system in the failure node recover?





No





Management console:


Log in to the normal node via ssh.
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(TRBL 09-0210)
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Failure node: OS is running


Normal node: Operating


(Operating the failure node and the normal node)





Management console:


Execute fsrepair command, and recover the restoration of the file system.





[ssh login]


Refer to “10.1.2.1 ssh login (TRBL 10-0010).”





[Recovery of the failure file system]


Refer to “10.1.2.2 Recovery of failure file system (TRBL 10-0010).”





[Did the failure recover?]


Refer to Recovery of failure file system described in the “10.1.2.2 Recovery of failure file system (TRBL 10-0010).”





Recover the file system with fsrepair command.





node system





System administrator





Maintenance personnel
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Notify the general user to execute failback, and get permission to do it.





Failure node: OS is running


Normal node: Operating 


(The operation of the failure node and the normal node)





Management console:


With the HFSM function, execute failback from the normal node to the failure node and check the completion of the failback. (*1)





Notify the maintenance personnel that the execution of the failback is completed, and the node’s location.





Management console:


Monitor the operation of the failure recovery node.





Completed
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Check if the failback is completed and if the servicing of recovered node.





Finally, request the system administrator if  I/O to the system can be executed or not.





[Recognition of the startup servicing]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” and check if the status of the node is ‘ACTIVE’.





[Node location]


Check in the Browse Cluster Status window in HFSM.





Execute failback from the normal node to the failure node.





Failback notification


( GUI of HFSM (normal node notification)


( syslog (normal node notification)





Failure recovery node: Operating


Normal node: Operating





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.


( For the failback of resource group, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020.)”





node system





System administrator





Maintenance personnel
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Notify the general users and the maintenance personnel that the restoration (*1) is done for the file system where the failure occurs.


And request the general user to stop the operation related to the general users.





Failure node: Stop the operation of the target LU (OS is running)


Normal node: Operating �(The operation of the failure node and the normal node)





Management console:


If it is executed failover, execute failback from the normal node to the failure node with the HFSM function and confirm the completion of the failback. (*2)





Recognize the failback or the restoration of the file system in which the failure occurs. Wait until the report of recovery completion from the system administrator.





Execute failback from the normal node to the failure node.





Failback notification


( GUI of HFSM (normal node notification)


( syslog (normal node notification)
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13





It is assumed that the execution of Backup is executed periodically.





*1:	If there are multiple file systems, execute the restoration process also for the other file systems.


*2: When the system administrator is not available to operate it, maintenance personnel should do it.


( For the failback of resource group, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





node system





System administrator





Maintenance personnel
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Failure node: Stop the operation of the target LU (OS is running)


Normal node: Operating





Management console:


Delete and create the file system where a failure occurred on the HFSM function. (*2)





Notify the maintenance personnel of the completion of the restoration for the file system to the maintenance personnel. And notify the general users of the file system restoration.





Management console:


Monitor the operation of the failure restoration node.





Completed
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Recognize the completion of failback and the service startup of the failure restoration node.





Finally, request the system administrator if  I/O to the system can be executed or not.





Failure node: Operating


Normal node: Operating





Management console:


Restore with the NDMP function of the HDI. (*1)





Management console:


Set the file system sharing (NFS and CIFS) where a failure occurred on the HFSM function.





Management console:


Set the differential storage device and the work space for AFM that is released in the recovery operation. (*3, *4)





*1:	In the case of the configuration of HDI for HCP/ HDI for Cloud, execute the restoration of the attribute information for the file that migrated to HCP. 


*2:	To enable Large File Transfer, ask HCP administrator to delete the temporary file on the HCP before to re-create the file system.�And if using Large File Transfer, set to enable Large File Transfer that is disabled in the operation of recovery.


*3:	Settings of the work space for AFM is not necessary at this time if the file system was re-created enabling Large File Transfer by HFSM.


*4:	If not using File snapshot, Active File Migration, or Large File Transfer, there is not required to release the differential storage device or the work space for AFM.





Cluster management LU �file system is blocked.





Maintenance PC, Maintenance Center:


Recognize a failure of the cluster management LU file system with a SIM message of failure notice, and also report the contents of failure to the system administrator.





Maintenance personnel





System administrator





node system





Failed node: Service failure


(File service can be continued.)


Normal node: Service failure


(File service can be continued.)





Determine the failure according to “C.2.3.4 Determining Hardware Failures or Software Failures.”





Has a failure been found in the array? (*1)





No





Yes (A failure occurs on the Disk Array Subsystem)





Maintenance PC: 


Determine the internal LU number (LDEV) where the cluster management LU is stored. To determine the internal LU number (LDEV), execute the clstatus command and then write down the LDEV number displayed in the message (KAQM06116-E).





[Determine the internal LU number (LDEV)]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





*1:	 [Check the failure of an array]�Check the status of the LED turning on that shows the status of the array device.�When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication” in the HUS100 series maintenance manual.�When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, VSP Gx00/VSP Fx00 or the HUS VM, refer to “LOCATION SECTION” in each maintenance manual.








Are the cluster management LU and User LU stored in the same RAID group or DP?





Yes





Execute “9.1.3.1.1 Recovery procedure by restoring the backup or using the fsrepair command” (TRBL 09-0100).





No





(The cluster management LU and the User LU must be restored)
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Maintenance personnel





System administrator





node system





Failed node: Stopped


Normal node: Stopped





Failed node: Running


Normal node: Running





Maintenance PC:


Stop the OSs of the failed node.





[Stop the OS]


Execute the command in the syntax of “nasshutdown --force”. For details about the nasshutdown command execution, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.





*1:	When RAID group is in operation, be careful not to format a user LU.�When DP pool is in operation, all the LU will be formatted.





1





Confirm that the power lamp of failed node is turned off.





Maintenance PC:


Stop the OSs of the normal node.





Confirm that the power lamp of normal node is turned off.





Replace the HDD.





When the target of disk array subsystem is the AMS2000 series, the MSS, or the HUS100 series, refer to “Replacement Chapter 2. Parts replacement (TRBL 02-0000)” in each maintenance manual.


When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, the VSP Gx00/VSP Fx00, or the HUS VM, refer to “REPLACE SECTION” in each maintenance manual.





Maintenance PC:


Format the cluster management LU. (*1)





[LU formatting]


When the target of disk array subsystem is AMS2000 series, MSS, refer to “System Parameter 3.3 Setting of LU” in each maintenance manual. When the target of disk array subsystem is the HUS100 series, refer to “System Parameter 4.3 Setting LU” in the maintenance manual. When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, or the HUS VM, refer to “SVP SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” in each maintenance manual.








Both nodes in the cluster:


Turn on the power buttons of both nodes.





[Turn on the power indicator of the node]


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





[Stop the OS]


Execute the command in the syntax of “nasshutdown --force”. For details about the nasshutdown command execution, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
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Maintenance personnel





System administrator





node system





Request the system administrator to perform the cluster setting.





[Recover the cluster management LU]


Refer to (a) to (g) of “Maintenance Tool ‘2.8.2 Execution procedure (3) Recovery of the cluster management LU’ (MNTT 02-0520)”.





Do not change the settings.





Backup of the cluster management LU must be performed when the cluster management LU is updated.





Maintenance PC:


After confirming the start of the OSs for the both nodes, perform (a) to (g) of the cluster management LU recovery procedure.





Management Console:


Take proper action according g to the message.





Has the failure occurred?





No





Yes





Management Console:


Use the failure monitoring function of HFSM to check if a failure has occurred on the both node.





Failed node: Running


Normal node: Running





Management Console:


Recognize the cluster definition of the cluster.
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Maintenance personnel





System administrator





node system





Management Console:


Use the interface management function of the HFSM system settings to check if the virtual IP address is restored at the cluster.





Management Console:


Use the cluster management function of HFSM to start the cluster and then start the resource group of the both node.





Is virtual IP restored?





No





Yes





Has the failure occurred?





No





Yes





Management Console:


Use the failure monitoring function of HFSM to check if a failure has occurred.





Management Console:


Set the virtual IP again with the interface management function of the HFSM system settings.





Management Console:


Take proper action according g to the message.
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4





Maintenance personnel





System administrator





node system





Notify the maintenance personnel of the completion of recovery of the cluster management LU.





All node services reboot.





Management Console:


Use the file sharing management function of HFSM to check if the NFS sharing is restored.





Is NFS sharing restored?





No





Yes





Check the cluster status. Then recognize the start of the cluster and the resource group in the node.





[Recover the cluster management LU]


Refer to (i) of “Maintenance Tool ‘2.8.2 Execution procedure (3) Recovery of the cluster management LU’ (MNTT 02-0520)”.





Management Console:


Set the NFS sharing again with the file sharing management function of HFSM.
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End





Request the system administrator to check if I/O for the system is available at the end.





Failure notice


Refer to Table 9.1.3.3-1 Detail Codes of KAQK39505-E and Failure Content (TRBL 09-0310).





Maintenance personnel





System administrator





node system





Failed node: Service is stopped. 


Normal node: Service is running.





Request the maintenance personnel to request the Technical Support Center to perform investigation.





KAQK39505E failure 


(when node service is started or stopped.)





Use the HFSM’s failure information management function to acquire all log data. Then request the system administrator to request the Technical Support Center to perform investigation.





Management Console:


Use the HFSM’s failure information management function to acquire all log data.





Notify the maintenance personnel of the completion of all log data acquisition.





Check that the all log data acquisition is completed.





Send all log data to the maintenance personnel for the initial investigation, and request the personnel to request the Technical Support Center to perform investigation. (*)





Send the detailed information to the Technical Support Center for initial investigation. (*)





Request the Technical Support Center for investigation.





A
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Maintenance PC: 


Acquire the log file, dump file, and the disk array failure information as the detailed information (“Chapter 6 Acquiring Failure Information TRBL 06-0000”).





*:	No action is required for the virtual IP up/down failure, CIFS setting/cancelling failure, and File snapshot failure.





[Acquire the dump file]


Issue a reset for the OS of the failed node. Refer to “Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”.





Maintenance PC, Maintenance Center:


Recognize a failure with a SIM message of failure notice.





Maintenance PC:


Determine the failed node according to the SIM message �(KAQK39505-E).





A





Maintenance personnel





System administrator





node system





Perform any of the following failure recovery procedures (sections to be referred to) according to the failure content.





#�
SIM and detail code�
Failure Content�
Next recovery procedure�
�
1�
KAQK39505-E Detail=00 01 00 00 �or 01 01 00 00�
Cluster management LU failure�
9.1.3.3.2 (TRBL 09-0360)�
�
�
�
�
�
�
When #1 is selected, the recovery procedure is completed in the referred-to section.





#�
SIM and detail code�
Failure Content�
Next recovery procedure�
�
2�
KAQK39505-E


Detail=00 02 00 00


or 01 02 00 00�
Failure in preprocessing the NFS sharing�
9.1.3.3.3 (TRBL 09-0370)�
�
3�
KAQK39505-E


Detail=00 03 00 00


or 01 03 00 00�
User LU failure�
9.1.3.3.4 (TRBL 09-0390)�
�
4�
KAQK39505-E


Detail=00 04 00 00


or 01 04 00 00�
Failure in setting/cancelling the NFS sharing�
9.1.3.3.5 (TRBL 09-0490)�
�
5�
KAQK39505-E


Detail=00 05 00 00


or 01 05 00 00�
Virtual IP up/down failure�
9.1.3.3.6 (TRBL 09-0500)�
�
6�
KAQK39505-E


Detail=00 06 00 00


or 01 06 00 00�
Failure in CIFS setting/cancelling �
9.1.3.3.7 (TRBL 09-0510)�
�
7�
KAQK39505-E


Detail=00 08 00 00


or 01 08 00 00�
Resource group processing failure�
(�
�
8�
KAQK39505-E


Detail=00 0A 00 00


or 01 0A 00 00�
File snapshot or file version restore function failure�
9.1.3.3.8 (TRBL 09-0530)�
�
�
�
�
�
�
When any of #2 to  #6, #8 is selected, return to “Procedure for KAQK39505-E Failure Recovery (3/3)” (TRBL 09-0350) on the next page after completing the recovery procedure of the referred-to section.�#7 completes the recovery procedure by sending the failure information to the Technical Support Center.





B
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Maintenance personnel





System administrator





node system





Both nodes start services.





Notify the maintenance personnel of the completion of recovery action.





Recognize the completion of recovery action by notice from the system administrator.





Filed node: OS is running. 


Normal node: Service is running.


(For the failed node and the normal node)





End





Failed node: OS is stopped.


Normal node: Service is running.


(For the failed node and the normal node)





Recognize the failed recovery action by notice from the system administrator.





End





Only one node starts servicing.





Management Console:


Monitor the operation of the recovered node.





Notify the maintenance personnel that the failure recovery action was performed according to the message but failed.





Have both nodes


started servicing?





Notify the maintenance personnel of the failed recovery action.





B





Request the maintenance personnel to request the Technical Support Center to perform investigation.





Request the system administrator to check if I/O for the system is available at the end.





*1: 	This procedure is not required as HDI does not support Snapshot.





Management Console:


While taking the operational restrictions of a differential snapshot that is open to users in the shared directory into account, mount the differential snapshot by using the File snapshot function of HFSM. (*1)





Maintenance personnel





System administrator





node system





Perform the failure recovery procedure as instructed by the Technical Support Center.





Yes





Notify the maintenance personnel that the automatic save of the OS Disk and the cluster management LU is set to OFF.





Management Console:


Use the HFSM function to confirm the automatic save setting of the OS Disk and the cluster management LU.





Request the system administrator to check the automatic save setting of the OS Disk and the cluster management LU.





Is the automatic saving ON?





Management Console:


Use the HFSM function to set the automatic save of the OS Disk and the s cluster management LU to “OFF”.





Recognize that the automatic save setting of the OS Disk and the cluster management LU is cancelled.





Cluster management LU failure


(when node service is started or stopped)





No





Failed node: Service is stopped.


Normal node: Service is running.





Maintenance personnel





System administrator





node system





Request the ordinary users for their permission to stop the service at both nodes.





No





Use the HFSM’s cluster management function to request the system administrator to recover the NFS sharing preprocessing failure.





Management Console:


Use the cluster management function of HFSM to forcibly stop the resource group of the failed node and then reboot the OS. (*1)





Yes





Management Console:


Use the HFSM’s cluster management function to check if the resource group of the failed node is already activated at the remote node. (*1)





Has service already started at the remote node?





Management Console:


Use the cluster management function of HFSM to failback the resource group transferred to the remote node. (*1)





Yes





Failure in preprocessing the NFS sharing (when node service is started or stopped)








No





Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





(TRBL 09-0350)





Failed node: Service is stopped.


Normal node: Service is running.





Has service started at the local node?
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B





1





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.


( For the confirmation of the cluster status, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.�( For the failback of resource group, refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.�The forced stop is executed by attaching “-f” option.





Maintenance personnel





System administrator





node system





Management Console:


Use the cluster management function of HFSM to forcibly stop the resource group of the failed node and then stop the cluster. (*1)





[Reboot the OS]


Refer to “Installation ‘2.1. Procedure for Turning on and off the Power’ (INST 02-0000)”.





Request the maintenance personnel to reboot the OSs of both nodes.





Maintenance PC:


Reboot the OSs of both nodes.





Failed node: OS reboot


Normal node: OS reboot
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Check that the OSs are rebooted at both nodes.





1





B





Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. The forced stop is executed by attaching “-f” option.�( For the stop of the cluster, refer to the “Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720)”.





Notify the system administrator that the OSs are rebooted at both nodes.





Failure node: OS is running


Normal node:  Operating


(The operation of the failure node and the normal node.)





node system





System administrator





Maintenance personnel





Check the LED lighting status that shows the Array device status.





Is the LED lighting status that shows the device status normal?





C





Yes


(Executing the restoration of the cluster management LU, or the logic blockade occurs)





No


(A failure occurs on the array device)





User LU failure


(When the service starting of the node is stopped.)





Is this RAID group�failure?





Maintenance PC:


Check if there is any command device included in the RAID group of the cluster management LU by the storage navigator. If it is included, write down the Internal LU number (LDEV) of the command device.





(TRBL 09-0400)





2





Did the RAID group failure recovery execute?
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2
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Management Console:


If the blockaded file system uses the File snapshot, delete the device of storing differences. (*1)





Yes (Executed the RG failure recovery)





No (Logic blockade is occurred)





Refer to “LOCATION SECTION” in the maintenance manual of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM.





No (Blockaded of DP)








Yes





Refer to “TROUBLESHOOTING SECTION” in the maintenance manual of the USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM.





C





*1:	HDI does not support File Snapshot. Removal of the device of string differences is not required.





node system





System administrator





Maintenance personnel





Ask the system administrator if there is back up user data. 


If there is back up data, follow the subsequent procedures. If there is no back up data, contact the Technical Support Center and confirm whether it is able to proceed to the subsequent procedures.





Execute the HDD replacement and the LU format (*2).





Request the system administrator to delete the user LU file system.





Management console:


Set the allocation of the user LU to the maintenance mode, and release the device of storing differences. (*1)





Acknowledge the deletion completion of the failure file system.





Report the deletion completion of the failure file system to the maintenance personnel.�And notify the general users of the RAID failure occurrence or the DP Blockade.
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*1:	HDI does not support Snapshot. Release of the device of string differences is not required.


*2:	HDD replacement is not required if it is replaced already (when the cluster management LU is mixed.) Be careful not to format the cluster management LU.�Releasing S-VOL Disable is required if the LU format fails. Request the system administrator to use the RAID Manager and change it to the S-VOL Enable. �At the time of blocked DP, execute all the LU format in DP.


*3:	At the time of blocked DP, delete all the file system in DP. 





2





Management console:


Delete the blocked file system. (*3)





When the target of disk array subsystem is the USP V, the USP VM, the VSP, the VSP G1000, or the HUS VM, refer to “REPLACE SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” and “REPLACE SECTION” in each maintenance manual.








node system





System administrator





Maintenance personnel





No (Performed by the maintenance personnel (*1))








Management console:


Perform failover from the failure node to the normal node. 


This operation is not required if the resource group is not running. 
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Yes





3





Does the system administrator available to execute failover?





Request the system administrator to execute failover the resource group by indicating the location of the node to be performed failover. 





Execute clstatus command, and check that the resource group is running. 





When the resource group is running, execute failover from the failure node to the normal node. (*2)


This operation is not required when the resource group is not running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group failover execution]


Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”





Notify the completion of the failover and request the stopping of the failure node. Report this also to the general users.





Stop the failure node.


If the power lamp of the failure node is on, press the power source button longer. 





[Node termination]


Refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”.





Turn the power source switch of the failure node on, and confirm that the OS starts.





[Turning on the power source of the node]


Refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.





*1:	It is available to execute in the OS version 2.2.1-XX or later.


*2:	If the system administrator is absent, maintenance personnel should ask the system administrator to have permission to execute failover. After that, cooperate with the user in the field and notify the general users that the failover will be executed, and then execute the failover.





a





node system





System administrator





Maintenance personnel





No (Execute by the maintenance personnel)








Management Console:


Execute failback from the normal node to the failure node and confirm that it is surely completed. 


This is not required when the resource group is not running. 
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Yes





4





Does the system administrator available to execute failback?





Request the system administrator to execute failback.





Execute clstatus command, and check whether the resource group is running.





When the resource group is running, execute failback from the normal node to the failure node. (*1)


This operation is not required when the resource group is not running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group failback execution]


Refer to “Maintenance Tool ‘2.54 Changing Resource group Execution node (rgmove)’ (MNTT 02-3020)”.





*1:	If the system administrator is absent, maintenance personnel should ask the system administrator to have permission to execute failover. After that, cooperate with the user in the field and notify the general users that the failover will be executed, and then execute the failover.


*2:	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.


*3:	Be careful not to format a cluster management LU.











Are both nodes completed?





Yes





No





a
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Read the failure node as the normal node, and execute the same operation for the normal node.





Is the OS version �2.2.1-XX or later? (*2)





Yes





No





Execute the HDD replacement and the LU format (*3).











When the subject of disk array subsystem is USP V, USP VM, VSP, VSP G1000, or HUS VM, refer to “REPLACE SECTION” in each maintenance manual.


When the target array device is the VSP Gx00/VSP Fx00, refer to “MAINTENANCE PC SECTION” in each maintenance manual.

















node system





System administrator





Maintenance personnel





No (Perform by the maintenance personnel)








Management console:


Start up the resource group in the both nodes.
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Yes





5





Does the system administrator available to start the resource group?





When the resource group is not started, request the system administrator to startup the resource group.





Execute clstatus command, and check that the resource group is running. 





Start up the resource group when the resource group is not running. 


This is not required if the resource group is already running.





[Cluster checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





[Resource group startup]


Refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.











Notify the maintenance personnel of the completion of the resource group startup. 





Recognize the completion of the resource group startup.





[Resource group checking]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





node system





System administrator





Maintenance personnel





Yes





6





Select to restore from the backup? (*1)





Report a failure occurrence in the user LU operation (file system operation) to the system administrator with the time of occurrence of the SIM message: KAQK39505-E.





No





Management Console: 


At the failure information management function of HFSM, extract the SIM message: KAQG72006-E  or KAQG72009-E  around the time that the SIM message of KAQK39505 occurred, and specifies the file system from the message text. 





Recognize the way to restore the failure file system. 


Wait until the system administrator reports the completion of the restoration.








Notify the maintenance personnel of the restoration way of failure file system.
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7











1





*1:	Provide the following information to the system administrator, and follow his/her instruction.


- Recovery by executing restoration is to recreate the user file system and overwrite the backup data. Therefore, this method can only be recovered the file system status to the one that the date of backed up. 


- Recovery by executing fsrepair command recovers the user file system before the occurrence of failures, by making match the file system integrity. However, destroyed data might not be recovered. 


It may take longer time for the recovery by the size of User LU and the number of files. �Condition:  20,000,000 files in the state of no load.�Time: (approx.) 2 hours.





Failure node: OS is running


Normal node: Operating


(The operation of the failure node and the normal node)





Management console:


Select in consideration of the operating context, whether it should be recovered with the restoration by the backup or by executing the fsrepair command.





node system





System administrator





Maintenance personnel





Yes





8





Did the file system in the failure node recover?





No





Management console: 


Log in to the normal node via ssh.
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Failure node: OS is running


Normal  node: Operating


(Operating the failure node and the normal node.)





Management console:


Execute fsrepair command, and recover the restoration of the file system.





[ssh login]


Refer to “10.1.2.1 ssh login (TRBL 10-0010).





[Recovery of the failure file system]


Refer to “10.1.2.2 Recovery of failure file system (TRBL 10-0010).





[Did the failure recover?]


Refer to Recovery of failure file system described in the “10.1.2.2 Recovery of failure file system (TRBL 10-0010).





Recover the file system by using fsrepair command.





node system





System administrator





Maintenance personnel
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Notify the general user to execute failback, and have permission to do it.





Failure node: OS is running


Normal node: Operating


(The operation of the failure node and the normal node.)





Management console: 


With the HFSM function, execute failback from the normal node to the failure node and check the completion of the failback. 








Notify the maintenance personnel that the execution of the failback is completed, and the node’s location.





Management console:


Monitor the operation of the failure recovery node.





Check if the failback is completed and if the servicing of recovered failure node.





[Recognition of the startup servicing]


Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” and check if the status of the node is ‘ACTIVE’.





[Node location]


Check in the Browse Cluster Status window in HFSM.





Execute failback from the normal node to the failure node. 





Failback notification


( GUI of HFSM (normal node notification)


( syslog (normal node notification)





Failure recovery node: Operating


Normal node: Operating
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Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





node system





System administrator





Maintenance personnel





7





Notify the general users and the maintenance personnel that the restoration (*1) is done for the file system where the failure occurs.


And request the general user to stop the operation related to the general users.





Failure node: Stop the operation of the target LU (OS is running)


Normal node: Operating �(The operation of the failure node and the normal node)





Management console: 


If it is executed failover, execute failback from the normal node to the failure node with the HFSM function and check the completion of the failback.





Recognize the failback or the restoration of the file system where the failure occurs. 





Execute failback from the normal node to the failure node.








Failback notification


( GUI of HFSM (normal node notification)


( syslog (normal node notification)
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It is assumed that the execution of Backup is executed periodically.








*1:	If there are multiple file systems, execute the restoration process also for the other file systems.


*2:	If the file system of the failure LU uses the File snapshot, release the device of storing differences before deleting the file system. 





Management console: 


With the HFSM function, delete the file system where a failure occurred. (*2)





node system





System administrator





Maintenance personnel
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Failure node: Stop the operation of the target LU (OS is running)


Normal node: Operating





Management console:


With the HFSM function, recreate the file system where a failure occurred. (*2)





Notify the maintenance personnel of the completion of the file system restoration. And notify the general users that the file system is restored.





Management console: 


Monitor the operation of the failure restoration node.








Recognize the completion of failback and the service startup of the failure restoration node. 





Failure node: Operating


Normal node: Operating





Management console: 


Restore with the NDMP function of the HDI (*1)





Management console: 


With the HFSM function, set the file system sharing (NFS and CIFS) where a failure occurred. 





Management console:


Set the differential storage device and the work space for AFM that is released in the operation of recovery. (*3, *4)
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Return to the “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350), and continue the recovery procedures. 





*:	In the case of the configuration of HDI for HCP/ HDI for Cloud, execute the restoration of the attribute information for the file that migrated to HCP.





*1:	In the case of the configuration of HDI for HCP/ HDI for Cloud, execute the restoration of the attribute information for the file that migrated to HCP. 


*2:	To enable Large File Transfer, ask HCP administrator to delete the temporary file on the HCP before to re-create the file system.�And if using Large File Transfer, set to enable Large File Transfer that is disabled in the operation of recovery.


*3:	Settings of the work space for AFM is not necessary at this time if the file system was re-created enabling Large File Transfer by HFSM.


*4:	If not using the File snapshot, the Active File Migration, or the Large File Transfer, it is not necessary to release the differential storage device or the work space for AFM.





Maintenance personnel





System administrator





node system





Use the HFSM’s cluster management function to request the system administrator to recover the NFS sharing setting/cancelling failure.





Ask the ordinary users for their permission to stop the service at both nodes.





Management Console:


Use the cluster management function of HFSM to forcibly stop the resource group of the failed node and then stop the cluster. (*1)





Failed node: OS reboot


Normal node: OS reboot





Request the maintenance personnel to reboot the OSs of both nodes.





Maintenance PC: 


Reboot the OSs of both nodes.





Notify the system administrator of the completion of the OS reboot of the both nodes.





Check the completion of the OS reboot of the both nodes.





Management Console:


Use the cluster management function of HFSM to start the cluster and then start the resource group of the failed node. (*1)





[Reboot the OS]


Refer to “Installation ‘2.1. Procedure for Turning on and off the Power’ (INST 02-0000)”.





Failure in setting/cancelling the NFS sharing (when node service is started or stopped)
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Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





B





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. The forced stop is executed by attaching “-f” option.�( For the stop of the cluster, refer to the “Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720)”.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.
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Notify the system administrator of occurrence of a virtual IP up/down failure.





Maintenance personnel





System administrator





node system





Virtual IP up/down failure 


(when node service is started or stopped)











Has KAQK39504-E SIM message been displayed?





Yes





No





Ask the system administrator to check if the user LAN switch was started in advance.





Perform the recovery procedure according to the KAQK39504-E message. “C.3 Messages.”





Failed node: Service is stopped. 


Normal node: Service is running.





B





Inform that the recovery action is prioritized because no hardware failure is found.





Management Console:


Forcibly stop the resource group of the failure node by the cluster management function of HFSM. (*1)





Management Console:


Start the resource group at the cluster management of HFSM. (*1)





Confirm the order of user LAN start switches.





Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. The forced stop is executed by attaching “-f” option.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.





Maintenance personnel





node system





Failure in CIFS setting/cancelling 


(when node service is started or stopped)








Use the cluster management function, service management, and file sharing management of HFSM to request the system administrator to recover the CIFS failure.





Management Console:


Use the cluster management function of HFSM to forcibly stop the resource group of the failed node. (*1)





System administrator





Management Console:


Check if the CIFS environment configuration is set correctly with the file sharing setting management of HFSM.





Is the CIFS environmental setting correct?





Yes





Send all log data to the maintenance personnel and request the Technical Support Center to perform investigation.





Management Console:


Correct the CIFS environment configuration with the file sharing setting management of HFSM.





No





Management Console:


Start the resource group with the cluster management of HFSM. (*1)
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Request the maintenance personnel to request the Technical Support Center to perform investigation.





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. �The forced stop is executed by attaching “-f” option.�( For the stop of the cluster, refer to the “Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720)”.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.





Maintenance personnel





System administrator





node system





Has the service


restarted?








No





Yes





Ask the ordinary users for their permission to stop the service at both nodes.





Management Console:


Use the cluster management function of HFSM to forcibly stop the resource group of the failed node and then stop the cluster. (*1)
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Management Console:


Use the cluster management function of HFSM to start the cluster and then start the resource group of the failed node. (*1)





[Reboot the OS]


Refer to “Installation ‘2.1. Procedure for Turning on and off the Power’ (INST 02-0000)”.








Check that the OSs are rebooted at both nodes.





Request the maintenance personnel to reboot the OSs of both nodes.





Notify the system administrator that the OSs are rebooted at both nodes.





Maintenance PC: 


Reboot the OSs of both nodes.





Failed node: OS reboot 


Normal node: OS reboot





Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) continue the recovery procedure.
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B





B





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. �The forced stop is executed by attaching “-f” option.�( For the stop of the cluster, refer to the “Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720)”.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.





Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) continue the recovery procedure.





Use the HFSM’s cluster management function, the service management, and the File snapshot management to ask the system administrator to recover the File snapshot or file version restore function failure.





Management Console:


If the resource group is working, use the cluster management function of HFSM to forcibly stop the resource group of the failed node. (*2)





Management Console:


Use the HFSM’s cluster management to start the resource group. (*2)





Management Console:


Unmount all of the differential snapshots that are open to users in the shared directory by using the File snapshot function of HFSM. (*3)
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Return to “Figure 9.1.3.3.1-1 Procedure for KAQK39505-E Failure Recovery (3/3)” (09-0350) to continue the recovery procedure.





B





File snapshot or file version restore function failure (when node service is started or stopped)





Failed node: Service is stopped. 


Normal node: Service is running.





Maintenance personnel





System administrator





node system





Does a differential snapshot that is open to users exist in the shared directory on the file system?





Request the system administrator to verify whether a differential snapshot that is open to users exists in the shared directory on the file system.





Verify whether a differential snapshot that is open to users exists in the shared directory on the file system.





Yes





No





Send all of the log data to the maintenance personnel and request the Technical Support Center to conduct investigation.





Request the maintenance personnel to send them to the Technical Support Center for the investigation.








*2:	When the system administrator is not available to operate it, maintenance personnel should do it.�( For the forced stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”. �The forced stop is executed by attaching “-f” option.�( For the stop of the cluster, refer to the “Maintenance Tool ‘2.49 Stopping the Cluster (clstop)’ (MNTT 02-2720)”.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.


*3:	Execute this procedure when File snapshot is used. This procedure is unnecessary if File snapshot is not used.





Is the OS version earlier than 5.1.0-XX?(*1)





Yes











No





*1	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.








Management Console:


If the virtual server is working, stop virtual server forcibly in the failed node using HFSM. (*2)





Maintenance personnel





Software version upgrading 


by updating the OS





System administrator





node system





Failed node: OS is stopped. 


Normal node: Service is running. 


(For the failed node and the normal node)





No





Yes





[Node is stopped?]


Use the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the local node status is ‘DOWN’.





(TRBL 09-0580)





(TRBL 09-0570)





a





1





2





*1:	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.�For the information about syslusave command, refer to “Maintenance Tool ‘2.66 Saving System Setting Information File (syslusave)’ (MNTT 02-3530)”.





Postal mail, etc: 


Obtain the update version from the Technical Support Center.





Node: 


Start the OS of the failed node.





If the current OS version is 3.0.0-XX or later, execute syslusave command and get the system setting information file. (*1)


If the OS version is earlier than 3.0.0-XX, request the system administrator to get the system setting information file.











Is the node at the failed (or normal) node stopped?





Maintenance personnel





System administrator





node system





Management Console:


Use the HFSM function to perform failover from the normal (or failed) node to the failed (or normal) node and confirm the completion of failover.





Notify the ordinary users of failover execution and ask for their permission.





No





Is a failover permitted?





Yes





Failover occurs from the normal (or failed) node to the failed (or normal) node.





Failover notice


( GUI of HFSM


(Failed (or normal) node notice)


( syslog (Failed (or normal) node notice)





Notify the system administrator of the failover node location and request for a failover of the resource group. (*1)





Failed (or normal) node: Service is running. 


Normal (or failed) node: Service is running.





Management Console:


Use the HFSM function to stop the node of the failed (or normal) node.
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2





3





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.





Maintenance personnel





System administrator





node system
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Notify the start of the failed (or normal) node.





No











Yes





Update the OS again.





Failed (or normal) node: OS is running. 


Normal (or failed) node: Service is running. 


(For the failed node and the normal node)





[Update the OS version]


Refer to “Set Up ‘Chapter 4. Update Installation’ (SETUP 04-0000)”.





[OS is updated normally?]


Refer to “Set Up ‘5.2 Setting/Confirmation after Update Installation’ (SETUP 05-0080)”.





Has the OS updated


normally?





Notify the maintenance personnel and the ordinary users of the completion of failover and the location of the node.





Recognize the node stop at the failed (or normal) node of the resource group.





Management Console:


Monitor the operation of the failed (or normal) node.





[Node location]


Check the location in the Browse Cluster Status window of HFSM.





[Recognize the stop of the node]


Use the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the node status is ‘INACTIVE’





[Update the OS again] 


Refer to “Set Up ‘Chapter 6. Troubleshooting at the Time of OS Installation Failure’ (SETUP 06-0000)”.
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1





4





Maintenance PC: 


Install the OS update version at the failed (or normal) node.





Failed node: Service is running. 


Normal node: Service is running.





Management Console:


Use the HFSM function to perform failback manually from the normal (or failed) node to the failed (or normal) node and confirm the completion of failback.





Notify the maintenance personnel and the ordinary users of the completion of failback and the location of the node.





Failback notice


( GUI of HFSM


(Failed (or normal) node notice)


( syslog (Failed (or normal) node notice)





Maintenance personnel





System administrator





node system





Perform the same operation for the normal node.





Failback occurs from the normal (or failed) node to the failed (or normal) node.





Notify the ordinary users of failback execution and ask for their permission.





Yes





End





Have both nodes completed?





Management Console:


Monitor the operation of the normal node.





No





Failed (or normal) node: OS is running. 


Normal (or failed) node: Service is running. 


(For the failed node and the normal node)





[Both nodes are completed?]


Refer to “Set Up ‘5.2 Setting/Confirmation after Update Installation’ (SETUP 05-0080)”.





[Node location]


Check the location with the tab in the Browse Cluster Status window of HFSM.





Management Console:


Use the HFSM function to start the node at the failed (or normal) node.





Recognize the completion of the resource group failback and the start of the node at the failed (or normal) node.





[Recognize the start of the node]


Use the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the local node status is ‘UP’.





Management Console:


Use the HFSM function to return the automatic save setting of the OS LU and the cluster management LU to the setting before the failed occurrence.





(TRBL 09-0560)
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a





Notify the ordinary users of failover execution and ask for their permission.





Yes





Yes





Notify the system administrator of the failover node location and request for a failover of the resource group. (*1)





No





No





1





Software recovery by the initial OS installation





Is the failed node stopping?





[Node is stopped?]


Use the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the local node status is ‘DOWN’





System administrator





node system





Maintenance personnel





Management Console:


Use the HFSM function to stop the node of the failed (or normal) node.





Management Console:


Use the HFSM function to perform failover from the normal (or failed) node to the failed (or normal) node and confirm the completion of failover.
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Failed node: Service is running. 


Normal node: Service is running.


(For the failed node and the normal node)


(“Failed node: Service is running” means here that the software is recovering by the initial installation of OS.)





Failed (or normal) node: Service is running. 


Normal (or failed) node: Service is running.





Failover occurs from the normal (or failed) node to the failed (or normal) node.





Failover notice


( GUI of HFSM


(Failed (or normal) node notice)


( syslog (Failed (or normal) node notice)





Is a failover permitted?





(TRBL 09-0620)





(TRBL 09-0620)





*1:	When the system administrator is not available to operate it, maintenance personnel should do it.�For the execution procedure, refer to “Maintenance Tool ‘3.1 Failover and Node Termination to Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.





Maintenance personnel





System administrator





node system





No (Install the OS again)





Yes





Failed (or normal) node: OS is running. 


Normal (or failed) node: Service is running. 


(For the failed node and the normal node)





[Install the OS initially]


Refer to “Set Up ‘3.3 Installing OS (New)’ (SETUP 03-0020)”.





Notify the maintenance personnel and the ordinary users of the completion of failover and the location of the node.





Recognize the node stop at the failed (or normal) node of the resource group.





Management Console:


Monitor the operation of the failed node.





[Node location]


Check the location in the Browse Cluster Status window of HFSM.





[Recognize the stop of the node]


Use the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the node status is ‘INACTIVE’





[Install the OS again] 


Refer to “Set Up ‘Chapter 6. Troubleshooting at the Time of OS Installation Failure’ (SETUP 06-0000)”.
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1





Maintenance PC: 


Execute a new OS installation on the failed node.











Has the initial �installation of OS completed normally?





(TRBL 09-0630)





Execute the setting after completed the installation.
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Restore the OS.





[Setting after the installation is completed] 


Refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.





[Restore the OS] 


Refer to (c) to (h) of “Maintenance Tool ‘2.8.2 Execution procedure (2) Recovery of the OS Disk’ (MNTT 02-0500)”.





Maintenance PC: 


Execute re-installation of the OS on the failed node.











Failed node: Service is running. 


Normal node: Service is running.





Management Console:


Use the HFSM function to perform failback manually from the normal (or failed) node to the failed (or normal) node and confirm the completion of failback.





Notify the maintenance personnel and the ordinary users of the completion of failback and the location of the node.





Maintenance personnel





System administrator





node system





Notify the ordinary users of failback execution and ask for their permission.





Yes





End











Management Console:


Monitor the operation of the normal node.





No





Failed (or normal) node: OS is running. 


Normal (or failed) node: Service is running. 


(For the failed node and the normal node)





[Node location]


Check the location with the tab in the Browse Cluster Status window of HFSM.





Management Console:


Use the HFSM function to start the node at the failed (or normal) node.





Recognize the completion of the resource group failback and the start of the node at the failed (or normal) node.





Management Console:


Use the HFSM function to return the automatic save setting of the OS LU and the cluster management LU to the setting before the failed occurrence.
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Send the detailed information to the Technical Support Center for initial investigation. 





Request the Technical Support Center for investigation.








Is the following SIM displayed? KAQK39500-E


Detail=00 02 00 02





[Recognize the start of the node]


Use the cluster status display (clstatus) command of the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” to check if the local node status is ‘UP’.





Failback occurs from the normal (or failed) node to the failed (or normal) node.





Failback notice


( GUI of HFSM


(Failed (or normal) node notice)


( syslog (Failed (or normal) node notice)





Confirm with the SIM message (KAQK39500-E Detail=00 02 00 02) that the failure has been recovered.


For the CLI command for displaying the SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”





Determine the failure (“C.2.2.2 Failure determination procedure at the single node configuration”).





No





Start of confirmation of �node recovery





Check of the hardware status (“9.2.2.1 Confirmation of hardware configuration and hardware normal status within node” (TRBL 09-0670)).





Is the status of hardware normal?





No





Connected to the disk array?





Yes





1





Check the FC path status (“9.2.2.2 Confirmation of FC path normal status connected to node” (TRBL 09-0680)).





No





Is the status of �FC path normal?





Yes











1





(TRBL 09-0660)





(TRBL 09-0660)





Yes





Is the Configuration of the single node with spare for Cloud?





After determining the failure by the system administrator, execute “C.2.2.2 Failure determination procedure at the single node configuration”.





Yes





1





No





After configuring the failure recovery node as a standby node by the system administrator, ask the system administrator to check the followings as well.


(You can log in to the both the Active node and the Standby node on GUI.


(No hardware failure is found on GUI.


(Execute “vgrlist --list” to confirm that the LU size of vg0 is output normally and also the LU status is normal.





Is the node continuing the service?











Yes





No





Confirmed that failure is not found?














Yes





No





Request the system administrator to check system I/O and core file output for the system. (*1)
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(TRBL 09-0661)





*1	A part of Network Interface Card might not be able to perform I/O to the system even if Network Interface Card can link up by Link-up LED or the hwstatus command. In this case, contact the Technical Support Division.





End of both node recovery
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Request the system administrator to verify whether File Version Restore Function is used.





Is File Version Restore Function used?





Is the OS version �5.1.0-XX or later? (*1)





Yes





No











Yes





Request the system administrator to verify whether either of the following combinations of the start and end messages is output to the system message.


( KAQM37469-I and KAQM37470-I





Does the combination of the start and end messages output?





No �(the end message is not verified.)





If KAQM37471-E is output after KAQM37469-I was output, request the system administrator to recover from the failure by referring to Error Codes.


If either of KAQM37470-I or KAQM37471-E is not output, maintenance personnel must wait until one of the above is output.











Yes (the combination of the start and end messages is output.)














No





After completing the operation above, install the front bezel (if it is used and removed at that time). For the installation procedure of a front bezel, refer to “A.2.1 Front side.”





*1	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.





$ sudo fpstatus -v


Path                      Target        HostPort HostPortWWN          ArrayPort   ArrayPortWWN       Model  Serial        Status


path000-0002-0A N0-T000   fc0002     10000000c98f26be  0A              50060e800044b632  AMS    87010001  Online


path000-0003-1B N0-T000   fc0003     10000000c98f36be  1B               50060e800044b636  AMS    87010001  Online





Maintenance personnel

















Maintenance PC: 


Check if the dump file contains the information already downloaded (“6.2.1 Collecting dump files” (TRBL 06-0010).)





The file system is blocked. 





Maintenance PC: 


Send the detailed information to the Technical Support Center for initial investigation.





Maintenance PC: 


Acquire the log files and the disk array failure information of the both nodes as the detailed information (“Chapter 6 Acquiring Failure Information” (TRBL 06-0000).)





Yes





Already downloaded?





Maintenance PC: 


Download the dump file of the failed node. (*2)





No





Is the SIM of dump file creation succession displayed? (*1)





1





(TRBL 09-0770)

















*1:	Check that SIMs “KAQK39500-E  OS error  Detail=05 00 00 01  Level=00  Type=03” and  “KAQK39528-I Processing to convert dump files ended” are displayed.


*2:	Refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420).”





Yes





No





Maintenance personnel





Check the LED lighting status that shows the Array device status.





Is the LED lighting status that shows the device status normal?





1





Refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication” in the target array maintenance manual.
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Yes





No (A failure occurs on the disk array subsystem.)





(TRBL 09-0800)





(TRBL 09-0780)





Management Console:


If the blocked file system uses the File snapshot, delete the device of storing differences. (*1)
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Confirm with the system administrator if there is user data backup or not. 


If there is backup data, proceed to the subsequent procedures.


If there is no backup data, contact to the Technical Support Center and confirm whether it is able to proceed to the subsequent procedures.





*1:	When the file system of the failure LU does not use the File snapshot, it is not required to release the device that stores differences.





OS version 4.0.0-XX or later and CR220SM?





Request the system administrator to select the failure recovery method and its execution. 





Select in consideration of the operating context, whether it should be recovered with the restoration by the backup or by executing the fsrepair command.





Selected volume group recovery?
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(TRBL 09-0820)





2





2





Yes





No





Yes(recover the volume group)





No�(recover by fsrepair)





Maintenance personnel





3





(TRBL 09-0800)
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*2:	When meeting the following conditions, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages may be output after the initial installation, but taking measures for the messages is not necessary.


( The OS version to be initially installed is 4.0.0-XX or later


( Selected ”Internal” as the user data storage location on the initial installation


*3:	In the case of HDI for Cloud in the Configuration using trunk 2 Data ports, set the IP address and the Routing that are used at the front-end LAN for the management port IP address. The IP address and the Routing that are used at the front-end LAN should be confirmed with the system administrator.





Execute a failed HDD replacement and LU format on the disk array subsystem. (*1)





Refer to “Replacement Chapter 2. Parts Replacement” in the target array maintenance manual.





Execute the initial OS installation (without user disk initialization.) (*2)





【Initial OS installation】


Refer to “Set up ‘Chapter 3 New Installation’ (SETUP 03-0000.)”





Execute setup after installation is completed. (*3)





【Setup after installation is completed】


Refer to “Set up ‘5.1.2 Setting and confirming the single node configuration (SETUP 05-0071)”





OS version 4.0.0-XX or later and CR220SM?





Request the system administrator to select the failure recovery method and its execution. 





Select in consideration of the operating context, whether it should be recovered with the restoration by the backup or by executing the fsrepair command.





Selected volume group recovery?





Yes





No





Yes (recover the volume group)





No (execute an initial installation)
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(TRBL 09-0820)





*1:	If DP is used, format all LU in the DP.





Maintenance personnel





12





(TRBL 09-0810)

















6





【Initial OS installation】


Refer to “Set up ‘Chapter 3 New Installation’ (SETUP 03-0000.)”





【Setup after installation is completed】


Refer to “Set up ‘5.1.2 Setting and confirming the single node configuration (SETUP 05-0071)”





Is it the configuration using trunk 2 Data ports?





Yes





No





Ask the system administrator to confirm the location of a free port of the IP-SW which the customer configures.
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No





Yes





Is there a free port confirmed with the system administrator?





Connect the confirmed free port and the management port on a node using a LAN cable. (*3)
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Disable VLAN/Link aggregation settings of the IP-SW port.





Remove a LAN cable from a node data port which is connecting to the setting changed IP-SW port and reconnect to the management port. (*3)(*4)





Ask the system administrator to disable VLAN/Link aggregation settings of IP-SW port which connecting to a node (ask the system administrator to leave a note of the settings so that the settings can be restored.)
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Execute the initial OS installation (without user disk initialization.) (*1)





Execute setup after installation is completed. (*2)





*1:	When meeting the following conditions, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages may be output after the initial installation, but taking measures for the messages is not necessary.


( The OS version to be initially installed is 4.0.0-XX or later


( Selected ”Internal” as the user data storage location on the initial installation


*2:	Using trunk 2 Data ports, set the IP address and the Routing that are used at the front-end LAN for the management port IP address. The IP address and the Routing that are used at the front-end LAN should be confirmed with the system administrator.





System administrator





*3:	KAQG81003-W will be output at the time of system LU recovery. However no particular action is required. Continue the recovery procedure.


*4:  Ask system administrator whether Large File Transfer is enabled or not. If it is enabled, inform that system administrator to ask HCP administrator to delete the temporary file on the HCP.





System administrator





Maintenance personnel





Yes





4





Select to restore from the backup? (*1, *2)





Request the system administrator to select the failure recovery method and its execution. 





No (recovery by the fsrepair command)





Select in consideration of the operating context, whether it should be recovered with the restoration by the backup or by executing the fsrepair command.





Recognize the way to restore the failure file system. 


Wait until the system administrator reports the completion of the restoration.





Notify the maintenance personnel of the restoration method of failure file system. 





(TRBL 09-0810)
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(TRBL 09-0810)





8





(TRBL 09-0810)
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Yes





Did the file system in the failure node recover?





No





Log in to the normal node via ssh.





Execute fsrepair command to recover the failure file system.





[ssh login]


Refer to “10.1.2.1 ssh login (TRBL 10-0010).





[Recovery of the failure file system]


Refer to “10.1.2.2 Recovery of failure file system (TRBL 10-0010).





[Did the failure recover?]


Refer to Recovery of failure file system described in the “10.1.2.2 Recovery of failure file system (TRBL 10-0010).





*1:	Provide the following information to the system administrator, and follow his/her instruction.


- Recovery by executing restoration is to recreate the user file system and overwrite the backup data. Therefore, this method can only be recovered the file system status to the one that the date of backed up. 


- Recovery by executing fsrepair command recovers the user file system before the occurrence of failures, by making match the file system integrity. However, destroyed data might not be recovered. 


It may take longer time for the recovery by the size of User LU and the number of files. �Condition:  20,000,000 files in the state of no load.�Time: (approx.) 2 hours.


*2:	Select restoration from the backup when it is a DP failure or the configuration of HDI for Cloud.





(TRBL 09-0810)
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Yes











Completed





Restore the OS area.





HDI for Cloud configuration? (*1)





Execute recovery by restoring the backup.


Recovery procedure differs depending on the configuration.





Reset the differential storage device that is released at the time of recovery operation.





Confirm that no error message related to the file system or the file sharing is output





In case the management port on a node and the IP-SW free port are connected before new installation, remove the connected LAN cable.





Restore the OS area/user data at one time.


Notify the maintenance personnel of the completion.





Request the system administrator to confirm the restoration.





In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by executing the CLI command open to the system administrator.





Notify the maintenance personnel of the completion of the restoration.





No (Basic Configuration)
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After receiving a restoration completion notification from the system administrator, request he/her to check if I/O for the system is available.
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Restore the user data.





Notify the maintenance personnel of the completion of the restoration.





Delete and recreate the failure file system.





Maintenance personnel





System administrator





No





Yes
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Remove LAN cable from the management port and put it back to the original data port.





Yes





Whether the request of IP-SW setting change was sent before new installation?





No
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The Configuration using trunk 2 Data ports?





Restore the changed IP-SW settings.





*1:	HDI does not support Basic Configuration. You should go to “No” with HDI.











System administrator





Maintenance personnel
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Unmount and delete the differential snapshot on all file systems in the failed volume group.





Yes


(All LUs composing the volume group are failed)





No


(No failure or a part of LUs composing the volume group are failed)





“-” is displayed as [Total size]/ [Free size] of the any of the volume groups? (*2)





Delete all file systems in the failed volume group.





Reboot the OS and check the resource group status.�If the status is other than “Online / No Error”, stop the resource group forcibly.





Remove the failed volume group by executing the vgrdelete command.





Start the resource group if it was forcibly stopped in the previous procedure.





Recreate the volume group by executing the vgrcreate command.
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Management Console:


Execute the vgrlist --list command to identify the failed volume group and LU.





Is the failed volume group “INTERNAL” ?





Yes





Identify the failed internal drive by executing the hwstatus command and replace it. (*1)





No





【Replacement of the internal drive】


Refer to “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration) (REP 01-0090.)”
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(TRBL 09-0830)





(TRBL�09-0830)





*1:	Refer to “B.3.1 Displaying the Hardware Status (hwstatus)” and identify the drive of which “failed” is displayed as [InternalHDD Information.]


*2:	If two or more volume groups are failed, execute subsequent procedures for each failed volume group.


*3:	Identify the failed volume group name and the LU number in combination with the execution result of the vgrlist --list command, and record them.





Identify the failed LU by executing the lumaplist command (if a LU is failed,�“-” is displayed as [size.]) (*3)





Identified the failed LU?





Yes





No





Perform failure recovery procedures as instructed by the Technical Support Center.





End











System administrator





Maintenance personnel
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End





Is the failed volume group “INTERNAL” ?





Yes





Confirm if an error has occurred on the internal drive and identify the failure location by executing the hwstatus command, and then replace it. (*1)





No





If the file system has been deleted, recreate and mount it. (*3)





Set the differential storage device or the work space for AFM. And if using Large File Transfer, set Large File Transfer into enabled. (*4, *5)





Restore the user data . and recreate the file system sharing.





【Replacement of the internal drive】


Refer to “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration) (REP 01-0090.)”





*1:	Refer to “B.3.1 Displaying the Hardware Status (hwstatus)” and identify the drive of which “failed” is displayed as [InternalHDD Information.]





*2:	If two or more volume groups are failed, execute subsequent procedures for each failed volume group.





*3:	If Large File Transfer is enabled, ask HCP administrator to delete the temporary file on the HCP.





*4: 	Settings of the work space for AFM or enabling Large File Transfer are not necessary at this time, if the file system is created enabling Large File Transfer by GUI.





*5:	If not using the File snapshot, the Active File Migration, or the Large File Transfer, it is not necessary to release the differential storage device or the work space for AFM. 





Reboot the OS.





Expand the volume group by executing the vgrexpand command.





Remove the failed LU from the volume group by executing the vgrrepair command with specifying the failed LU. (*2)
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Execute the vgrlist --list command to confirm that [Total size]/[Free size] are displayed, and the lumaplist command to confirm that [size] is displayed.





Identify the file system/ differential storage device in which the failed LU is included by executing the vgrrepair --list command.





If an error has occurred in a file system, unmount the differential snapshot, release the differential storage device, and then delete the file system.


If an error has occurred on a differential storage device, unmount the differential snapshot and release the differential storage device.





Failure notice


Refer to Table 9.2.3.3-1 Detail Codes of KAQK39601-E and Failure Content (TRBL 09-0880).





Maintenance personnel





System administrator





node system





Maintenance PC, Maintenance Center:


Recognize a failure with a SIM message of failure notice.





Request the maintenance personnel to request the Technical Support Center to perform investigation.





KAQK39601-E failure 


(when node service is started or stopped)





Use the GUI failure information management function for management to acquire all log data. Then request the system administrator to request the Technical Support Center to perform investigation.





Management Console:


Use the GUI failure information management function for management to acquire all log data.





Notify the maintenance personnel of the completion of all log data acquisition.





Check that the all log data acquisition is completed.





Send all log data to the maintenance personnel for the initial investigation, and request the personnel to request the Technical Support Center to perform investigation. (*)





Send the detailed information to the Technical Support Center for initial investigation. (*)





Request the Technical Support Center for investigation.





A





(TRBL 09-0900)





Maintenance PC: 


Acquire the log file and dump file as the detailed information (“Chapter 6. Acquiring Failure Information” (TRBL 06-0000)).





*:	No action is required for CIFS setting/cancelling failure, and File snapshot failure.





[Acquire the dump file]


Issuing reset. Refer to “Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”.





Maintenance personnel





System administrator





node system





Perform any of the following failure recovery procedures (sections to be referred to) according to the failure content.





#�
SIM and detail code�
Failure Content�
Next recovery procedure�
�
1�
KAQK39601-E


Detail=00 00 00 10 Level=00 Type=04 or


Detail=00 00 00 11 Level=00 Type=04�
File system failure�
( 9.2.3.3.2 (TRBL 09-0920)�
�
2�
KAQK39601-E


Detail=00 00 00 20 Level=00 Type=04 or


Detail=00 00 00 21 Level=00 Type=04�
Start/Terminate of NFS sharing failure�
( 9.2.3.3.3 (TRBL 09-0930)�
�
3�
KAQK39601-E


Detail=00 00 00 40 Level=00 Type=04 or


Detail=00 00 00 41 Level=00 Type=04�
CIFS Start/Stop failure�
( 9.2.3.3.4 (TRBL 09-0940)�
�
4�
KAQK39601-E


Detail=00 00 00 50 Level=00 Type=04 or


Detail=00 00 00 51 Level=00 Type=04�
File snapshot or File version restore function Start/Stop failure�
( 9.2.3.3.5 (TRBL 09-0960)�
�
�
�
�
�
�
After completing the recovery procedure of the referred-to section, execute the next procedure of Troubleshooting “Figure 9.2.3.3.1-1 Procedure for KAQK39601-E Failure Recovery (3/3)” (TRBL09-0910).





A





B





(TRBL 09-0910)





Maintenance personnel





System administrator





node system





Started servicing.





Notify the maintenance personnel of the completion of recovery action.





Recognize the completion of recovery action by notice from the system administrator.





Recognize the failed recovery action by notice from the system administrator.





End





Management Console:


Monitor the operation of the recovered node.





Notify the maintenance personnel that the failure recovery action was performed according to the message but failed.





Did the node


start servicing?





Request the maintenance personnel to request the Technical Support Center to perform investigation.





Request the system administrator to check if I/O for the system is available at the end.





B





End





Did not start servicing.





Notify the maintenance personnel of the failed recovery action.





*1: 	This procedure is unnecessary if the unmount of the differential snapshot is not executed while in the failure recovery operation.





Management Console:


While taking the operational restrictions of a differential snapshot that is open to users in the shared directory into account, mount the differential snapshot by using the File snapshot function. (*1)





Maintenance personnel





System administrator





Request the system administrator to take measurement for the Start/Terminate of NFS sharing failure.





Management Console:


Stop the resource group forcibly. (*1)





Start/Terminate of NFS sharing failure





*1:	If the system administrator is absent, maintenance personnel should ask the system administrator to have a permission to execute the start/stop of the resource group. Execute the command after the system administrator gives a notice to end users.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.�( For the stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.





Maintenance PC: 


Reboot the OS.





Request the maintenance personnel to reboot the OS.





Notify to the system administrator that the OS is rebooted.





Management Console:


Startup the resource group. (*1)





B





(TRBL 09-0910)





[OS reboot]


Refer to “Installation ‘2.1 Procedure for Turning on and off the Power’ (INST 02-0000)”.





Maintenance personnel





System administrator





Request the system administrator to take measurement for the CIFS failure.





Management Console:


Stop the resource group forcibly. (*1)





Start/Stop of CIFS failure





*1:	If the system administrator is absent, maintenance personnel should ask the system administrator to have a permission to execute the start/stop of the resource group. Execute the command after the system administrator gives a notice to end users. �( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.�( For the stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.





Management Console:


Check if the CIFS environment setting is correct at the file sharing setting management.





Management Console:


Startup the resource group (*1)





1
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Management Console:


Correct the CIFS environment setting. 





Does the CIFS environmental setting correct?





Send all of the log data to maintenance personnel to request the Technical Support Center to perform investigation.





Request the maintenance personnel to request the Technical Support Center to perform investigation.





Yes





No





Maintenance personnel





System administrator





*1:	If the system administrator is absent, maintenance personnel should ask the system administrator to have a permission to execute the start/stop of the resource group. Execute the command after the system administrator gives a notice to end users.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.�( For the stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.





Maintenance PC: 


Reboot the OS.








Request the maintenance personnel to reboot the OS.








Notify to the system administrator that the OS is rebooted.





Confirm that the OS is rebooted.





B
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[OS reboot]


Refer to “Installation ‘2.1 Procedure for Turning on and off the Power’ (INST 02-0000)”.








Did the node start servicing?





Yes





No





B





1
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Contact to ordinary users to have a permission to stop the servicing.





Return to “Figure 9.2.3.3.1-1 Procedure for KAQK39601-E Failure Recovery (3/3)” (TRBL 09-0910), and continue the recovery procedures.





Return to “Figure 9.2.3.3.1-1 Procedure for KAQK39601-E Failure Recovery (3/3)” (TRBL 09-0910), and continue the recovery procedures.





Maintenance personnel





System administrator





Request the system administrator to take measurement for the File snapshot failures.





Management Console:


Stop the resource group forcibly. (*2)





File snapshot or File Version Restore function failure





*1:	For the OS version confirmation, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”


*2:	If the system administrator is absent, maintenance personnel should ask the system administrator to have a permission to execute the start/stop of the resource group. Execute the command after the system administrator gives a notice to end users.�( For the startup of the resource group, refer to “Maintenance Tool ‘2.52 Resource group Starts Up (rgstart)’ (MNTT 02-2870)”.�( For the stop of the resource group, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.


*3:	Execute this procedure when File snapshot is used. This procedure is unnecessary if File snapshot is not used.





Management Console:


Unmount all of the differential snapshots that are open to users in the shared directory. (*3)





Management Console:


Startup the resource group. (*2)





B
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Return to “Figure 9.2.3.3.1-1 Procedure for KAQK39601-E Failure Recovery (3/3)” (TRBL 09-0710), and continue the recovery procedures.





Does a differential snapshot that is open to users exist in the shared directory on the file system?





Request the system administrator to verify whether a differential snapshot that is open to users exists in the shared directory on the file system.





Verify whether a differential snapshot that is open to users exists in the shared directory on the file system.





Yes





No





Send all of the log data to the maintenance personnel and request the Technical Support Center to conduct investigation.





Request the maintenance personnel to send them to the Technical Support Center for the investigation.








Is the OS version earlier than 5.1.0-XX? (*1)





No





Yes





System administrator





node system





[Node is stopped?]


Refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.





Management Console:


Turn off the automatic save setting of the system LU.





Management Console:


Turn on the automatic save setting of the system LU.





Maintenance personnel





Software version upgrading 


by updating the OS





Postal mail, etc: 


Obtain the update version from the Technical Support Center.





Is the node stopped?





Inform the system administrator to stop the node, and then stop the node.





Maintenance PC: 


Execute the OS upgrading installation.





Execute the setting after completing the installation.





Request the system administrator to check if I/O for the system is available.





End





1





1





[Re-installation]


Refer to “Set Up ‘Chapter 6 Troubleshooting at the Time of OS Installation Failure’ (SETUP 06-0000)”.





Yes





No





Yes





No (OS re-installation)





[Setting after completing the installation]


Refer to “Set Up ‘5.2 Setting/Confirmation after Update Installation’ (SETUP 05-0080)”.





Does the OS upgrade installation end normally?





[OS upgrading]


Refer to “Set Up ‘Chapter 4. Update Installation’ (SETUP 04-0000)”.





System administrator





[Node is stopped?]


Refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.





Management Console:


Turn off the automatic save setting of the system LU.





Maintenance personnel





Software recovery by the initial OS installation








Is the node stopping?





Inform the system administrator to stop the node, and then stop the node.





1





1





Yes





No
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Is it the Configuration using trunk Data ports 2?





Yes





No





Ask the system administrator to confirm the location of a free port of the IP-SW which the customer configures.





Yes





No





Connect the confirmed free port and the management port of the node using a LAN cable.





Disable VLAN/Link aggregation settings of the IP-SW port.





Ask the system administrator to disable VLAN/Link aggregation settings of IP-SW port which connecting to a node (ask the system administrator to leave a note of the settings so that the settings can be restored).





Remove a LAN cable from a node data port which is connecting to the setting changed IP-SW port and reconnect to the management port.
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2





node system





Is there a free port confirmed with the system administrator?





System administrator





node system





Maintenance personnel





Execute a new OS installation (*1)





Execute the setting after completing the installation. (*2, *3)





[OS new installation]


Refer to “Set Up ‘3.3 Installing OS (New)’ (SETUP 03-0020)”.





[Re-installation]


Refer to “Set Up ‘Chapter 6 Troubleshooting at the Time of OS Installation Failure’ (SETUP 06-0000)”.





Yes





No (OS re-installation)





[Setting after completing the installation]


Refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
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Has the initial OS 


installation completed normally?





Execute re-installation of the OS











*1:	For confirming the necessity of RAID reconfiguration, refer to the following table.





Connected to the disk array subsystem�
CR220SM and D51B-2U�
Other than CR220SM and D51B-2U�
�
Yes�
(�
without RAID reconfiguration


(without user disk initialization)�
�
No�
without RAID reconfiguration


(without user disk initialization)�
with RAID reconfiguration


(with user disk initialization)�
�
*2:	Set after completing the installation�(In the case of Configuration using trunk 2 Data ports, if the management port and  a IP-SW free port are connected before the installation,  set the IP address and routing used in the link aggregated port to the Management port. Ask system administrator about the IP address and routing information of link aggregated port.)


*3:	In the Configuration of the single node with spare for Cloud, a node which is not continuing the service does not require the recovery operations after the next page of this manual. Maintenance personnel needs to contact the system administrator to execute the operations for the Standby node





2





Maintenance personnel





System administrator





Request the system administrator to restore the system LU. (*1)





Management Console:


Restore the system LU.





Check that the state of resource group shows normal.





Notify to the maintenance personnel and ordinary users that the recovery is completed.





[Confirmation of the resource group status]


Refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”, and confirm that the status is “Online/No error”.





3





End





Request the system administrator to check if I/O for the system is available.





Management Console:


Turn on the automatic save setting of the system LU.





node system





Yes





No





Whether the request of IP-SW setting change was sent before new installation?








In case the management port on a node and the IP-SW free port are connected before new installation, remove the connected LAN cable.





Restore the changed IP-SW settings.





Is it the Configuration using trunk 2 Data ports 2?





No





Yes





4





4





Remove a LAN cable from the management port and put it back to the original data port.





*1:	If changed and reconnected a LAN cable connected to the data port of the node to the management port, KAQG81003-W will be output after the reboot at the time of the system LU recovery. However, no particular action is required. Continue the recovery procedure.
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