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Chapter 2
Details of Maintenance Tools
2.1
List of Commands to be Used
Maintenance personnel can perform various maintenance operations by using maintenance commands.
Table 2.1-1 below shows the list of commands to be used.
Note that the “Cluster” and “Single” columns in the table indicate whether the command can be used only by maintenance personnel, or by both the system administrator and maintenance personnel in the cluster configuration and the single node configuration.
Table 2.1-1  Commands to be Used (1/8)

	No.
	Command
	Overview
	Refer to
	Cluster
	Single

	1
	alulist
	Displays LU information about the disk array subsystem side.
	Maintenance Tool “2.35 Displaying the LU Information in the Disk Array Subsystem (alulist)” (MNTT 02-2090)
	Maintenance personnel
	(

	2
	arping
	Check whether the IP address conflict of the Management port with other devices connected to the management LAN
	Maintenance Tool “2.99 Check the IP address conflict of the Management port (arping)” (MNTT 02-5190)
	Maintenance personnel
	Maintenance personnel

	3
	ast_setup
	Set the Mode code and Product code after the update of the hardware maintenance agent.
	Maintenance Tool “2.62 MIACAT Setup Wizard (ast_setup)” (MNTT 02-3340)
	Maintenance personnel
	Maintenance personnel

	4
	bbuautolearnget
	The set value for automatically relearn of the internal RAID battery is displayed.
	Maintenance Tool “2.68 Displaying the Set Value for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnget)” (MNTT 02-3650)
	(
	Maintenance personnel

	5
	bbuautolearnset
	The setting for automatically relearn of the internal RAID battery is performed.
	Maintenance Tool “2.67 Setting for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnset)” (MNTT 02-3620)
	(
	Maintenance personnel

	6
	bburelearnget
	Displays the relearn schedule of cache backup module and the setting status (enabled/disabled) of schedule execution.
	Maintenance Tool “2.86 Displaying Relearn Schedule of Cache Backup Module and Setting Status (enabled/disabled) of Schedule Execution (bburelearnget)” (MNTT 02-4500)
	(
	Maintenance personnel

	7
	bburelearnset
	Set the relearn schedule of cache backup module and enable/disable schedule execution.
	Maintenance Tool “2.87 Setting Relearn Schedule of Cache Backup Module and Enabling/disabling Schedule Execution (bburelearnset)” (MNTT 02-4530)
	(
	Maintenance personnel

	8
	bmcctl
	Displays and sets BMC LAN information.
	Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	9
	bmcselget
	Collects BMC system event logs. The information to be collected is the system event log for the other side node.
	Maintenance Tool “2.22 Collecting the BMC System Event Log (bmcselget)” (MNTT 02-1470)
	(Maintenance personnel
	(

	10
	bootstatus
	Checks the OS boot status.
	Maintenance Tool “2.94 OS Boot Check (bootstatus)” (MNTT 02-5000)
	(
	Maintenance personnel
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	No.
	Command
	Overview
	Refer to
	Cluster
	Single

	11
	cachedbadbbuget
	The set value for the cache write mode when the battery level of the internal RAID battery falls is displayed.
	Maintenance Tool “2.70 Displaying the Set Value for the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuget)” (MNTT 02-3710)
	(
	(Maintenance personnel
(System administrator

	12
	cachedbadbbuset
	The cache write mode when the battery level of the internal RAID battery falls is set.
	Maintenance Tool “2.69 Setting the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuset)” (MNTT 02-3680)
	(
	(Maintenance personnel
(System administrator

	13
	ccchk.sh
	Execute the progress confirmation of Consistency Check of the data in the virtual disk.
	Maintenance Tool “2.57 Progress Confirmation of  Consistency Checking of the Data in the Virtual Disk (ccchk.sh)” (MNTT 02-3140)

	Maintenance personnel
	Maintenance personnel

	14
	ccp
	Acquires and displays the RC information of a node.
	Maintenance Tool “2.61 RC Information Acquisition (ccp)” (MNTT 02-3270)
	Maintenance personnel
	Maintenance personnel

	15
	ccstart.sh
	Executes Consistency Check of the data in the virtual disk.
	Maintenance Tool “2.93 Consistency Checking of the Data in the Virtual Disk (ccstart.sh)” (MNTT 02-4620)
	Maintenance personnel
	Maintenance personnel

	16
	clstart
	Starts the cluster.
	Maintenance Tool “2.48 Starting the Cluster (clstart)” (MNTT 02-2670)
	(Maintenance personnel
(System administrator
	(

	17
	clstatus
	Displays the status of a node or a resource group.
	Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040)
	(Maintenance personnel
(System administrator
	(

	18
	clstop
	Stops the cluster.
	Maintenance Tool “2.49 Stopping the Cluster (clstop)” (MNTT 02-2720)
	(Maintenance personnel
(System administrator
	(

	19
	dhcpget
	Displays the DHCP setting of the network interface.
	Maintenance Tool “2.96 Displaying the DHCP Setting of the Network Interface (dhcpget)” (MNTT 02-5030)
	(
	(Maintenance personnel
(System administrator

	20
	dhcpset
	Executes the DHCP setting of the network interface.
	Maintenance Tool “2.97 DHCP Setting of Interface (dhcpset)” (MNTT 02-5070)
	(
	(Maintenance personnel
(System administrator

	21
	diskfreeget
	Displays the free space and the whole capacity of the User Disk.
	Maintenance Tool “2.64 Displaying the Free Space Amount and the Whole Capacity Amount of User Disk (diskfreeget)” (MNTT 02-3430)
	(
	(Maintenance personnel
(System administrator

	22
	dumpcheck
	Checks the existence of the unconverted dump file.
	Maintenance Tool “2.21.3 Confirm the existence of unconverted dump file (dumpcheck)” (MNTT 02-1461)
	Maintenance personnel
	Maintenance personnel

	23
	dumpconvert
	Converts the unconverted dump file.
	Maintenance Tool “2.21.4 Converting dump file (dumpconvert)” (MNTT 02-1464)
	Maintenance personnel
	Maintenance personnel

	24
	dumpdel
	Deletes unnecessary dump files.
	Maintenance Tool “2.21.2 Deleting dumps (dumpdel)” (MNTT 02-1440)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator


Table 2.1-1  Commands to be Used (3/8)
	No.
	Command
	Overview
	Refer to
	Cluster
	Single

	25
	dumpset
	Sets whether to perform dump collection when a node is reset.
	Maintenance Tool “2.20 Setting whether to Collect Dumps (dumpset)” (MNTT 02-1360)
	(Maintenance personnel
(System administrator
	(

	26
	eraselog
	Erases the log generated when the command was executed.
	Maintenance Tool “2.82 Deleting Logs Created in Executing Commands (eraselog)” (MNTT 02-4320)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	27
	externalpgminst
	Installs programs provided by a vendor.
	Maintenance Tool “2.39 Installing an External Program (externalpgminst)” (MNTT 02-2290)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	28
	externalpgmlist
	Displays the installation condition of programs provided by vendors.
	Maintenance Tool “2.40 Checking the Installation Status of External Programs (externalpgmlist)” (MNTT 02-2330)
	Maintenance personnel
	Maintenance personnel

	29
	fchbafwlist
	Checks the HBA firmware version.
	Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600)
	Maintenance personnel
	Maintenance personnel

	30
	fchbafwupdate
	Updates the HBA firmware.
	Maintenance Tool “2.25 Updating the HBA Firmware (fchbafwupdate)” (MNTT 02-1630)
	Maintenance personnel
	Maintenance personnel

	31
	forcelurelease
	Executes the forced cancellation of the LU access protection for the cluster management LU and all user LUs.
	Maintenance Tool “2.45 Forced Release of LU access Protection for the Cluster Management LU and All Users LU (forcelurelease)” (MNTT 02-2560)
	Maintenance personnel
	(

	32
	fpctl
	Controls the FC path function.
	Maintenance Tool “2.23 Controlling FC Paths (fpctl)” (MNTT 02-1500)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	33
	fpioctl
	Displays settings and the setting status of I/O related parameters.
	Maintenance Tool “2.38 Configuring the FC Path I/O-Related Parameters (fpioctl)” (MNTT 02-2220)
	Maintenance personnel
	(Maintenance personnel
(System administrator

	34
	fpoffline
	Switches to the FC path offline.
	Maintenance Tool “2.10 Switching the FC Path to Offline (fpoffline)” (MNTT 02-0690)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	35
	fponline
	Switches to the FC path online.
	Maintenance Tool “2.9 Switching the FC Path to Online (fponline)” (MNTT 02-0590)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	36
	fpstatus
	Displays the status and the configuration of the FC path set for a node.
	Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	37
	hwstatus
	Displays the hardware status of a node.
	Maintenance Tool “2.3 Displaying the Hardware Status (hwstatus)” (MNTT 02-0140)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator
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	Single

	38
	iflist
	Displays interface information set for the management port and the data port.
	Maintenance Tool “2.4 Displaying the Network Status (iflist)” (MNTT 02-0200)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	39
	internalraidfwget
	Confirms the firmware version of the built-in RAID controller. 
	Maintenance Tool “2.46 Confirming the Built-in RAID Controller Firmware Version (internalraidfwget)” (MNTT 02-2610)
	Maintenance personnel
	Maintenance personnel

	40
	initchk.sh
	Confirms the progress of the virtual disk initialization.
	Maintenance Tool “2.95 Confirming the Progress of Virtual Disk Initialization (initchk.sh)” (MNTT 02-5010)
	Maintenance personnel
	Maintenance personnel

	41
	internalraidfwupdate
	Updates the firmware of the built-in RAID controller.
	Maintenance Tool “2.47 Updating the Built-in RAID Controller Firmware (internalraidfwupdate)” (MNTT 02-2640)
	Maintenance personnel
	Maintenance personnel

	42
	licenseanalyze
	Analyzes license keys.
	Maintenance Tool “2.33 Analyzing a License Key (licenseanalyze)” (MNTT 02-1990)
	Maintenance personnel
	Maintenance personnel

	43
	licenselist
	Displays a list of licenses.
	Maintenance Tool “2.31 Displaying Licenses (licenselist)” (MNTT 02-1880)
	Maintenance personnel
	Maintenance personnel

	44
	licenseset
	Performs the license key settings.
	Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930)
	Maintenance personnel
	Maintenance personnel

	45
	log.sh
	Writes the internal log of Embedded RAID controller into the file.
	Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)” (MNTT 02-3080)
	Maintenance personnel
	Maintenance personnel

	46
	luioschedulectl
	Displays the settings of the I/O scheduler or reloads the settings.
	Maintenance Tool “2.98 Displaying Settings of I/O Scheduler and Reloading Settings (luioschedulectl)” (MNTT 02-5140)
	(Maintenance personnel
(System administrator
	(

	47
	lumaplist
	Displays the correspondence between the mapped user LU and the information of the disk array (model name and serial number).
	Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	48
	miacatget
	Displays the version of the current hardware maintenance agent.
	Maintenance Tool “2.59 Check the Version Information of Hardware Maintenance Agent (miacatget)” (MNTT 02-3200)
	Maintenance personnel
	Maintenance personnel

	49
	miacatupdate
	Updates the hardware maintenance agent
	Maintenance Tool “2.60 Updating the Hardware Maintenance Agent (miacatupdate)” (MNTT 02-3230)
	Maintenance personnel
	Maintenance personnel

	50
	mngiflist
	Displays information about the management port information.
	Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800)
	Maintenance personnel
	Maintenance personnel

	51
	mngnegmodeget
	Displays the negotiation mode of the management port.
	Maintenance Tool “2.13 Displaying the Management Port Negotiation Mode (mngnegmodeget)” (MNTT 02-0900)
	Maintenance personnel
	Maintenance personnel
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	52
	mngnegmodeset
	Sets the negotiation mode of the management port.
	Maintenance Tool “2.14 Setting the Management Port Negotiation Mode (mngnegmodeset)” (MNTT 02-0930)
	Maintenance personnel
	Maintenance personnel

	53
	mngrouteadd
	Adds routing information of the management port.
	Maintenance Tool “2.16 Adding the Management Port Routing Information (mngrouteadd)” (MNTT 02-1000)
	Maintenance personnel
	Maintenance personnel

	54
	mngroutedel
	Deletes routing information of the management port.
	Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100)
	Maintenance personnel
	Maintenance personnel

	55
	mngroutelist
	Displays routing information of the management port.
	Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960)
	Maintenance personnel
	Maintenance personnel

	56
	nasboot
	Starts the OS of the other side system node.
	Maintenance Tool “2.27 Starting the OS of the Other Side Node (nasboot)” (MNTT 02-1700)
	(Maintenance personnel
(System administrator
	(

	57
	nasipneigh
	Confirms the correspondence of the IP address to the MAC address in the specified IP protocol.
	Maintenance Tool “2.81 Displaying IP address-MAC address Correspondence (nasipneigh)” (MNTT 02-4290)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	58
	nasnetstat
	Displays network information.
	Maintenance Tool “2.79 Displaying Network Setting Information (nasnetstat)” (MNTT 02-4210)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	59
	nasping
	Displays the connection status with the specified host.
	Maintenance Tool “2.7 Checking Network Connection Status (nasping)” (MNTT 02-0410)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	60
	nasreboot
	Reboots the OS of this side node.
	Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	61
	nasshutdown
	Stops the OS of this side node.
	Maintenance Tool “2.28 Terminating the OS of This Side Node (nasshutdown)” (MNTT 02-1740)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	62
	nastraceroute
	Displays the route to the specified host.
	Maintenance Tool “2.80 Displaying the Route to Reach a Specified Host (nastraceroute)” (MNTT 02-4250)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	63
	ndstart
	Starts up the node.
	Maintenance Tool “2.50 Node Start Up (ndstart)” (MNTT 02-2760)
	(Maintenance personnel
(System administrator
	(

	64
	ndstop
	Terminates the node.
	Maintenance Tool “2.51 Node Termination (ndstop)” (MNTT 02-2810)
	(Maintenance personnel
(System administrator
	(
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	65
	nncreset
	Resets the other side system node.
	Maintenance Tool “2.30 Resetting the OS of the Node (nncreset)” (MNTT 02-1840)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	66
	oslogget
	Collects logs.
	Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300)
	Maintenance personnel
	Maintenance personnel

	67
	ownmngifedit
	Sets information about the management port information.
	Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840)
	Maintenance personnel
	Maintenance personnel

	68
	peerstatus
	Displays the status of the other side node.
	Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130)
	(Maintenance personnel
(System administrator
	(

	69
	pmctl
	Displays/sets the private maintenance LAN port.
	Maintenance Tool “2.41 Configuring a Private Maintenance LAN Port (pmctl)” (MNTT 02-2370)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	70
	rbldchk.sh
	Confirms the rebuilding progress of the physical disk after replacing the embedded drive.
	Maintenance Tool “2.58  Confirmation of Rebuilding Progress of Physical Disk (rbldchk.sh)” (MNTT 02-3170)
	Maintenance personnel
	Maintenance personnel

	71
	rgmove
	Changes the node that executing resource group.
	Maintenance Tool “2.54 Changing Resource group Execution node (rgmove)” (MNTT 02-3020)
	(Maintenance personnel
(System administrator
	(

	72
	rgstart
	Starts up the resource group.
	Maintenance Tool “2.52 Resource group Starts Up (rgstart)” (MNTT 02-2870)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	73
	rgstatus
	Confirms the resource group status.
	Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380)
	System administrator
	(Maintenance personnel
(System administrator

	74
	rgstop
	Stops the resource group.
	Maintenance Tool “2.53 Stopping Resource group (rgstop)” (MNTT 02-2950)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	75
	rmfile
	Deletes the specified file.
	Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	76
	routedel
	Deletes the routing information.
	Maintenance Tool “2.85 Deleting the Routing Information (routedel)” (MNTT 02-4430)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	77
	routelist
	Displays the list of routing information
	Maintenance Tool “2.84 Displaying the List of Routing Information (routelist)” (MNTT 02-4380)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	78
	secureshellfulctl
	Settings of enabling/disabling the secure shell
	Maintenance Tool “2.100 Settings of enabling/disabling the secure shell (secureshellfullctl)” (MNTT 02-5220)
	(Maintenance personnel
	(Maintenance personnel
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	79
	state.sh
	Acquires the status information of the virtual disk and physical disk.
	Maintenance Tool “2.56 Status Information Acquisition of the Virtual Disk and the Physical Disk (state.sh)” (MNTT 02-3110)
	Maintenance personnel
	Maintenance personnel

	80
	syseventlist
	Displays the contents of the SIM log file for a node.
	Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360)
	Maintenance personnel
	Maintenance personnel

	81
	syslurestore
	Restores the OS disk/cluster management LU from backed up data.
	Maintenance Tool “2.8 Recovering the Disk/Cluster Management LU (syslurestore)” (MNTT 02-0460)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	82
	syslusave
	Saves system setting information file.
	Maintenance Tool “2.66 Saving System Setting Information File (syslusave)” (MNTT 02-3530)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	83
	tapelist
	Displays a list of tape drives.
	Maintenance Tool “2.37 Displaying the Information of Tape Devices (tapelist)” (MNTT 02-2170)
	(Maintenance personnel
(System administrator
	(

	84
	tapetest
	The operation confirmation by the read/write to the tape device is performed.
	Maintenance Tool “2.71 Operation Confirmation of the Tape Device is Performed (tapetest)” (MNTT 02-3750)
	(Maintenance personnel
(System administrator
	(

	85
	timeget
	Displays the current time and the time zone.
	Maintenance Tool “2.42 Acquisition of Time/ Time Zone (timeget)” (MNTT 02-2430)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	86
	timeset
	Sets the current time.
	Maintenance Tool “2.43 Time Setting (timeset)” (MNTT 02-2470)
	(Maintenance personnel
(System administrator
	(Maintenance personnel
(System administrator

	87
	usediskinit
	Sets the waiting status of the user disk initialization.
	Maintenance Tool “2.83 Initializing User Disk (userdiskinit)” (MNTT 02-4330)
	(
	Maintenance personnel

	88
	versionlist
	Displays the version of the installed Program Product.
	Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060)
	Maintenance personnel
	Maintenance personnel

	89
	vgrcreate
	Creates volume groups.
	Maintenance Tool “2.88 Creating Volume Group (vgrcreate)” (MNTT 02-4570)
	(
	(Maintenance personnel
(System administrator

	90
	vgrdelete
	Deletes volume groups.
	Maintenance Tool “2.89 Deleting Volume Group (vgrdelete)” (MNTT 02-4650)
	(
	(Maintenance personnel
(System administrator

	91
	vgrexpand
	Expands volume groups.
	Maintenance Tool “2.90 Expanding Volume Group (vgrexpand)” (MNTT 02-4690)
	(
	(Maintenance personnel
(System administrator
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	92
	vgrlist
	Displays the information of volume groups.
	Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770)
	(
	(Maintenance personnel
(System administrator

	93
	vgrrepair
	Repairs volume groups.
	Maintenance Tool “2.92 Repairing Volume Group (vgrrepair)” (MNTT 02-4870)
	(
	(Maintenance personnel
(System administrator

	94
	vnaslist
	HDI does not support.

	95
	vnasmove
	HDI does not support.

	96
	vnasrestart
	HDI does not support.

	97
	vnasstart
	HDI does not support.

	98
	vnasstop
	HDI does not support.


2.2
Displaying the Cluster Status (clstatus)
The clstatus command displays the cluster status, the node status, and the resource group status.
NOTE:(
If the clstatus command is executed while executing the processing of the cluster, node, and resource group such as cluster startup and resource group migration, the message of KAQM06052-E is displayed. In this case, execute the command again after a while.
(
This is not supported in the single node configuration.

2.2.1
Command line
For the command lines of the clstatus command, the following option can be used.
clstatus [-c] {[-v] | [--] <cluster>} | -h
Table 2.2.1-1 shows the description of the options.
Table 2.2.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	Omitted
	Displays the cluster status, the node status, and the resource group status.
	Omit the options at the time of maintenance.

	2
	-c
	Displays the cluster status, the node status, and the resource group status by the colon (“:”) delimiter.
The titles of items are not displayed.
If the item itself includes a colon (“:”), display by replacing the colon of the item to a sharp (“#”).
Example: Item “rg:1e” is displayed as “rg#1e”.
	Use it when the special instruction is issued.

	3
	-v
	In addition to the displayed items when omitting the options, the information of the LUs allocated to the cluster management LUs and the IP addresses of the heartbeat ports of both nodes are displayed.
For the information of the LUs allocated to the cluster management LUs, the following maintenance information is displayed.
( Model name of chassis to which LUs belong.
( Serial number of chassis to which LUs belong.
( LDEV number of LUs.
	Use it when the special instruction is issued.
Example: When checking the information of the cluster management LUs or when checking the IP addresses of the heartbeat ports.

	4
	-- <cluster> or <cluster>
	Displays only the cluster status of the specified cluster name.
( The character length of <cluster> is up to 22 bytes.
( The following character types can be used for <cluster>.

‘0’ to ‘9’,’a’ to ‘z’, ‘A’ to ‘Z’, ‘/’, ‘.’, ‘-’, ‘_’, ‘:’, ‘@'
( At the head of <cluster>, ‘_’ cannot be used.
“--” determines the character string after “--” as the cluster name. Specify it when the cluster name such as “-h” and “-c” exist. “--” is not specified alone.
	It is not used usually.

	5
	-h
	Displays the command format.
	KAQM14136-I is displayed at the time of execution.


2.2.2
Output format
The output format at the time of clstatus command execution is shown in Figure 2.2.2-1, and the content of the output format is displayed in Table 2.2.2-1.
(a)
At the time of omitting the options
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Figure 2.2.2-1  clstatus Output Format
*1:
The items such as -- Node Status --, -- Resource Group Status -- displaying the status of both nodes display this side node first by recognizing the logged-in node as this side node and the other side node as the other side node. For example, when logging in node 0, node 0 is displayed first, and when logging in node 1, node 1 is displayed first.
Table 2.2.2 shows the list of major cluster status to be used for the confirmation when maintenance operation is in progress. The below table is used for the confirmation of the cluster status before the parts replacement or before the OS termination/reboot. Node status display of the node that subjects to be maintained is in the state of node1 in the item 3 or 4 in the table, the maintenance can be done in safety.
For the details about each status, refer to Maintenance Tool “Table 2.2.2-1 Content of Output Format” (MNTT 02-0070).
The table below explains the node that subjects to be maintained as node1.
Table 2.2.2  Cluster status to be used for the confirmation when the maintenance is in progress
	No.
	Cluster status to be mainly confirmed 
	Node status display (*1)
	Running node display (*1)

(Resource group status display)

	
	
	node0
	node1
	node0
	node1

	1
	Cluster status before performing failover or after performing failback.
	UP
	UP
	node0

(Online/No error)
	node1
(Online/No error)

	2
	Cluster status after completed failover
	UP
	UP
	node0

(Online/No error)
	node0
(Online/No error)

	3
(*2)
	Cluster status after terminating /booting OS
	UP
	INACTIVE
	node0

(Online/No error)
	node0
(Online/No error)

	4
(*3)
	Cluster status when the forced failover has occurred.
	UP
	DOWN
	node0

(Online/No error)
	node0
(Online/No error)

	5
	Cluster status while inhibiting failover for the both nodes
	UNKNOWN
	UNKNOWN
	node0

(Online/srmd executable error )
	node0
(Online/srmd executable error )


*1:
An example of when “Node name” or “Resource group name” on the side of node0 is set as “node0”, and “Node name” or “Resource group name” on the side of node 1 is set as “node1”.
*2:
When “Node status” of the login node is “INACTIVE”, the “Node status” of the other side node becomes “UNKNOWN”. Therefore, it is required to log in from the other side node to confirm the status.
*3:
If the OS cannot be start up by a failure, the node status becomes DOWN. However, if the forced failover is occurred, the node status stays as DOWN even if the node to be maintained is running. In this case, the display of DOWN can be read as INACTIVE.
(b)
At the time of specifying –v option

[image: image2]
Figure 2.2.2-2  clstatus Output Format
*1:
The -- Heartbeat Port IP Address -- displaying the status of both nodes display this side node first by recognizing the logged-in node as this side node and the other side node as the other side node. For example, when logging in node 0, node 0 is displayed first, and when logging in node 1, node 1 is displayed first.
Table 2.2.2-1  Content of Output Format (1/2)

	No.
	
	Item
	Description
	Remarks

	1
	
	--Cluster Status--
	
	

	
	
	Cluster name
	Displays the cluster name.
Example: CLUSTER-A
	

	
	
	Cluster status
	Displays the cluster status.
ACTIVE
:
cluster is operating
INACTIVE
:
cluster is stopping.
UNKNOWN
:
cluster status is unknown.
DISABLE
:
cluster is DISABLE status. This is displayed when the failover function is disabled by a failure.
	Usually, it is ACTIVE or INACTIVE.

A failure might be occurred when the status is DISABLE.
*1 *2 *3

	2
	
	--Node Status--
	
	

	
	
	node X(<Host name>)
	Displays the information of this side node in the following format.
node X(<Host name>)

node X
:
Unit name of this side node
<Host name>
:
Host name of this side node
Example: When logged into node 0: node 0(host0)

When logged into node 1: node 1(host1)
	*4

	
	
	Node name
	Displays the name of this side node.
Example: node_RG0
	

	
	
	Node status
	Displays status of this side node.
UP
:
cluster on the node is operating.
DOWN
:
node is stopped by the reset. After a while, the node starts and the status becomes UP.
INACTIVE
:
cluster on the node is stopping.
UNKNOWN
:
the status of the node is unknown.
	A failure might be occurred when the status does not becomes UP from DOWN.
*1 *2 *3 *7

	3
	
	node Y(<Host name>)
	Displays the information of the other side node configuring the cluster. All of the display format and meanings are the same with this side node information except that it is the information of the other side node configuring the cluster.
	*4 *5

	
	
	Node name
	
	

	
	
	Node status
	
	

	4
	
	--Resource Group Status--
	

	
	
	Resource group name
	Displays the resource group name of this side node with the value used in the node name.
Example: node_RG0
	

	
	
	Resource group status
	Displays the resource group status and the error status of this side node by the slush delimiter (“/”).
<Resource group status>/<Error status>
Example: Online/No error

For details of the status and the error status, refer to Table 2.2.2-2 and Table 2.2.2-3.
	

	
	
	Running node
	Displays the node name of which the resource group of this side node is operating by the value used in the node name.
Example: node_RG0
	It is available to check the state of failover with the node name displayed on the window. *6

	5
	
	Resource group name
	Displays the information of the other side node configuring the cluster. All of the display format and meanings are the same with this side node information except that it is the information of the other side node configuring the cluster.
	

	
	
	Resource group status
	
	

	
	
	Running node
	
	*6


Table 2.2.2-1  Content of Output Format (2/2)

	No.
	
	Item
	Description
	Remarks

	6
	
	--Cluster Management LU Information--
	

	
	
	Model
	Displays the model name of the chassis to which the cluster management LUs belong.
AMS : DF800S, DF800M, DF800H, DF800ES, DF800EM, or DF800EH
AMS or specified model name : DF800EXS
HUS : DF850XS, DF850S, or DF850MH
USP_V : RAID600 FC

USP_VM : RAID600 RK
VSP : RAID700
VSP_G1000 : RAID800
HUS_VM : HM700
VSP_Gx00 : HM800(any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850(any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)
	

	
	
	Serial number
	Displays the serial number of the chassis to which the cluster management LUs belongs in eight digits in decimal number. The serial number is from the second character to the 9th character of the serial number of the chassis.
Example: 83000106
	

	
	
	LDEV number
	Displays the LDEV number of the LU allocated to the cluster management LUs in decimal number and hexadecimal number in the following format.
XXXXX(YYYY)
XXXXX
:
LDEV number 
(1 to 5 digits in decimal number)
YYYY
:
LDEV number 
(AMS2000 series, MSS, or HUS100 series: 4 digits in hexadecimal number. 
USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS_VM : 6 digits in hexadecimal number)
Example: 0(0000)
	Read “LEDV number” as “Internal LU number” when using AMS2000 series, MSS or HUS100 series.

This is displayed as a form of “LDKC:CU:LDEV” when using USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS_VM

	7
	
	--Heartbeat Port IP Address--
	

	
	
	node X(<Host name>)
	Displays the information of this side node in the following format.
node X(<Host name>)
node X
:
 unit name of this side node
< Host name>
:
 host name of this side node
Example: node 0 When logged in node 0:

node 0(host0)
node 1 When logged in node 1:

node 1(host1)
	*4

	
	
	Heartbeat port
	Displays the IP address of the heartbeat port of this side node.
Example: 172.23.211.21
	

	8
	
	node Y(<Host name>)
	Displays the information of the other side node configuring the cluster. All of the display format and meanings are the same with this side node information except that it is the information of the other side node configuring the cluster.
	*5

	
	
	Heartbeat port
	
	


*1:
At the time of starting the cluster, UNKNOWN is displayed until completing the start of all the OS of the node configuring the cluster (about 10 minutes at the maximum).
*2:
When the clstatus command is executed in the status logged into the node that stopped the cluster service, UNKNOWN is displayed in the cluster status and the other node status, regardless of the actual status.
*3:
When UNKNOWN or DISABLE is displayed in the cluster status and the other node status, log in to the running node (the other node) and execute the clstatus command again to check the cluster status, the node status, and the resource group status.

*4:
The default value of the host name is the device-serial-number to be set at the time of cluster configuration. When the user set it after the cluster configuration, it becomes an optional value.
*5:
The node number (node Y) of the other side node displays as “node 1” when this side node is logged into node 0, and displays as “node 0” when this side node is logged into node 1.

*6:
Not displayed when the information was not acquired.
*7:
If a forced failover occurs, even if the other side node is operating, the status of the other side node remains DOWN until the forced failover is recovered.

Table 2.2.2-2  Status of Resource Group
	#
	Status
	Description

	1
	Online
	The resource group is operating.

	2
	Initializing (*1)
	The resource group starts the processing (FailSafe is being processed initially).

	3
	Discovery (exclusivity) (*1)
	The resource group starts the processing (already started or the temporary status of online processing).

	4
	Online Pending (*1)
	The resource group starts the processing (the resource group starts the processing).

	5
	Offline
	The resource group is stopping.

	6
	Offline Pending
	The resource group stops the processing.

	7
	Online Ready (*2)
	Although the resource group started the processing, the cluster is stopping.
Furthermore, displayed when a failure was detected while the cluster is stopping.

	8
	Online Maintenance
	Although the resource group is operating, the monitor is stopping.
This is displayed when the monitoring function of the resource group is released. It does not perform failover automatically even if a failure occurs.

	9
	Internal error
	FailSafe detected an internal error. (*3)


*1:
The status while starting the processing of the resource group is changed in order of Initializing, Discovery Exclusivity, Online Pending, and Online.
*2:
If clstatus command is executed in the state of logging in to the node of which the cluster service is stopped, “Online Ready” is displayed regardless of the actual status of resource group.
*3:
Collect the OS Log, and send it to the support center. To collect the OS Log, refer to the Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
Table 2.2.2-3  Error Status of Resource Group
	#
	Status
	Description

	1
	No error
	The resource group is operating normally.

	2
	Internal error - not recoverable
	Displayed when an unrecoverable internal error occurred.

	3
	Monitor activity unknown (*1)
	An error was detected while starting or stopping the processing of the maintenance mode. When it occurs even if executing repeatedly, it is required to terminate forcibly and remove the failure factor.

	4
	No available nodes (*1)
	A monitor error was detected in the last node of failover. It is required to terminate forcibly and remove the failure factor.

	5
	Node not available(exclusivity) (*1)
	The cluster of the failover destination node of the resource group is stopping. It is required to terminate forcibly, and start the failover destination node. If it cannot be started, it is required to terminate the failover destination node forcibly and remove the failure factor.

	6
	Node unknown (*1)
	Displayed when the resource group cannot start because the node status is UNKNOWN. It is required to terminate forcibly and start the target node. If it cannot start, it is required to stop the node forcibly and remove the failure factor.

	7
	Split resource group(exclusivity) (*1)
	It was detected that the resource group is operating in duplication in the cluster. It is required to terminate the cluster forcibly and reboot the node configuring the cluster.

	8
	srmd executable error (*1)
	The processing to start or terminate the resource group failed. It is required to terminate the resource group not being an error forcibly and remove the failure factor.


*1:
For the reference place in User’s Guide describing the details about troubleshooting, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Troubleshooting’’ (GENE 00-0050)”.
After solving failures, ask the system administrator to forcibly stop and restart the resource group to restore the status of the resource group.
2.2.3
Execution procedure
This subsection describes the procedure for executing the clstatus command.
(1)
Log in to the execution node via ssh from the maintenance PC. For the method of logging in, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(2)
Execute the clstatus command. Display examples of clstatus execution are shown in Figure 2.2.3-1 to Figure 2.2.3-3.
(a)
At the time of omitting the option (cluster, node, and resource group are operating)

[image: image3]
Figure 2.2.3-1  Execution Examples of clstatus command
(b)
At the time of omitting the option (when (a) fails over from node0 to node1)

[image: image4]
Figure 2.2.3-2  Execution Examples of clstatus command
(c)
At the time of omitting the option (when the resource group of node1 stopped by executing the ndstop node1and rgstop node1.)

[image: image5]
Figure 2.2.3-3  Display Examples at the Time of clstatus Execution
(d)
At the time of omitting the option (perform the failover from node1 to node0 by executing ndstop novel)
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Figure 2.2.3-4  Display Examples at the Time of clstatus Execution
(e)
At the time of specifying –v option (cluster, node, and resource group are operating)

[image: image7]
Figure 2.2.3-5  Display Examples at the Time of clstatus Execution
When the clstatus command terminated abnormally, the cluster status is not displayed, and the message ID is displayed. In this case, refer to Maintenance Tool “2.2.4 Command termination messages and actions to be taken” (MNTT 02-0130), and take actions.
2.2.4
Command termination messages and actions to be taken
A message may be displayed when the clstatus command is executed. Actions to be taken against messages are described in Table 2.2.4-1 “Message IDs and Actions to be Taken”.

Table 2.2.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error has occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06052-E
	Another user is using a resource of the status display processing.
	The parts of the resources used in the status display are occupied by another user or the occupied node stopped.
	Execute the command again after waiting for a while. If the processing node stops, wait for about 15 minutes or start the stopped node.

	3
	KAQM06054-E
	The specified cluster does not exist.(cluster name = <cluster-name>)
	The nonexistent cluster is specified.
	Specify the existing cluster, and execute the command again.

	4
	KAQM06116-E
	An error occurred in the cluster management LU (model name = <model name>, serial number = <serial number>, LDEV number = <LDEV number>) or a system file, or access to the cluster management LU is being inhibited because a resource group was forcibly failed over.
	A failure occurs on the cluster management LU or the system file, or the cluster management LU is in the blocked state. Otherwise, the access to the cluster management LU is inhibited because forced failover is performed for the resource group.
	Write down the model name, serial number, and internal LU number that are displayed in the window.
Execute the procedure described in the “C.2.2 Determination Procedure when a Failure Occurred”.

	5
	KAQM06145-W
	The resource information update is not complete.
	The resource information update is not completed.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore. Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify a correct parameter, and execute the command again.

	7
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.

If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	8
	KAQM14136-I
	Usage: <command-syntax>
	Displays the command format
	It is not required to take actions.

Displayed when the –h option was specified. Furthermore, displayed continuously when KAQM14131-E is displayed.

	9
	KAQM14138-E
	There are too many or too few parameters.
	The parameter has excess and deficiency.
	After checking the command format, specify a correct parameter, and execute the command again.

	10
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This command cannot be performed in the current configuration.
	(


2.3
Displaying the Hardware Status (hwstatus)
The hwstatus command displays the hardware status of the node.
The content displayed by this command varies depending on the model. For details, refer to “B.3.1 Displaying the Hardware Status (hwstatus)”.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.4
Displaying the Network Status (iflist)
The iflist command lists and displays the information of each network interface of the management port and the data port set in both nodes (execution node and the other side node) configuring the cluster. In the single node configuration, the command lists and displays the information of each network interface set in the local node.
NOTE:(
The information of the heartbeat, BMC port, and the maintenance port is not displayed.
(
When a failure has occurred in the cluster management LU, it is terminated in error.
(
When the cluster is not configured, it is terminated in error (except the single node configuration).

(
The IP addresses (for management/for service) of the Virtual Server are also listed, but Virtual Server is not supported in HDI.

2.4.1
Command line
For the command lines of the iflist command, the following options can be used.
(
To display the list of IPv4 and IPv6 address interface information:
iflist [--del delimiter | -c] [-v] [interface]

(
To display the list of IPv4 address interface information:
iflist -p v4 [--del delimiter | -c] [interface]

(
To display the list of IPv6 address interface information:
iflist -p v6 [--del delimiter | -c] [interface]

(
To display the command format on the standard output:
iflist -h

Table 2.4.1-1 shows the description of the options.
Table 2.4.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-p v4 (*1)
	Specify in case IPv4 interface information is displayed.
	(

	2
	-p v6 (*1)
	Specify in case IPv6 interface information is displayed.
	(

	3
	--del delimiter

(*1)
	Displays the output result of the command delimited by a specified alphanumeric character or a symbol.
	One character from ASCII0x20 to 0x7e can be specified as a delimiter.

	4
	-c
	Displays the information of each network interface set in both nodes (execution node and the other side node) configuring the cluster by the colon (“:”) delimiter.

The titles of items are not displayed.

In case output data includes an IPv6 address, the address is displayed in square brackets (“[]”).

In case no IPv4/IPv6 is set, each item is filled with a hyphen (“-”).
	Use it when the special instruction is issued.

	5
	-v
	Displays the information of all the network interfaces. However, the information of the lower network interfaces used for link connection and link alternate is not displayed.
	Use it when the special instruction is issued.

	6
	<interface>
	Specify the network interface displaying the information. When displaying the port information, specify the port name.
Port name that can be specified
mng0

ethX (X: numeral value beginning from 0)

agrX (X: numeral value beginning from 0)

rdnX (X: numeral value beginning from 0)

Character type
: alphanumeric characters period (“.”)
Number of characters
: Within the maximum of 10 characters
	Use it when the special instruction is issued.
agrX is set by the link aggregated logical interface, rdnX is set by the link alternate logical interface and, the port name is set by the user.

	7
	-h
	Displays the command format.
	KAQM14136-I is displayed at the time of execution.


*1:
This option can be specified in case of the OS version 3.1.0-XX or later.
For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.4.2
Output format
The output format at the time of iflist command execution is shown in Figure 2.4.2-1, and the content of the output format is displayed in Table 2.4.2-1.
(a)
At the time of omitting the options

[image: image8]
Figure 2.4.2-1  iflist Output Format
Table 2.4.2-1  Content of Output Format (1/3)
	No.
	Item
	Description
	Remarks

	1
	[interface]
	When the network interface is used (set):
The interface name is displayed.
Example: eth0, mng0

In case of the interface which is the DHCP setting enabled, “(DHCP)”is displayed at the back of the interface name.
Example: mng0(DHCP)
When the network interface is not used (not set):
The following is displayed by the specified options.
( Without options
: Not displayed.
( Specifying -c option only
: Not displayed.
( Specifying -v option only
: Displayed as “(Not used)” immediately after the interface name.
( Specifying both -v and -c options
: Displayed as “Not used” immediately after the interface name and the colon (“:”).
	*1

	2
	node [X] (<Host name>)
	Displays the unit name of the execution node and the corresponding host name.
Example: node 0(DFBQLNBX)
	*2, *3

	
	[IPv4]
	Displays the IPv4 setting title of node [X] (a local node in the single configuration).
	*2, *4, *5

	
	In the cluster configuration:

[fixedIP1]

In the single node configuration:

[IPaddress]
	Displays the fixed IP address set for node [X] (a local node in the single configuration).
When the fixed IP address cannot be displayed, the following status is displayed according to the status.
Invalid (None): Displayed when the value is not acquired.
	*2, *5

	
	[serviceIP1]
	Displays the virtual IP address set for node [X].
When the virtual IP address cannot be displayed, the following status is displayed according to the status.
-
: Displayed when the virtual IP address is not set.

Unknown
: Displayed when the information is not acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	*2, *3, *5

	
	In the cluster configuration:

[netmask1]

In the single node configuration:

[netmask]
	Displays the net mask set for node [X] (a local node in the single configuration).
When the net mask cannot be displayed, the following status is displayed according to the status.
Invalid (None): Displayed when the value cannot be acquired.
	*2, *5

	3
	[IPv6]
	Displays the IPv6 setting title of node [X] (a local node in the single configuration).
	*2, *4, *6

	
	In the cluster configuration:

[v6fixedIP1]

In the single node configuration:

[v6IPaddress]
	Displays the fixed IPv6 address set for node [X] (a local node in the single configuration).
When the fixed IPv6 address cannot be displayed, the following status is displayed according to the status.
Invalid (None): Displayed when the value is not acquired.
	

	
	[v6serviceIP]
	Displays the virtual IP address set for node [X].
When the virtual IP address cannot be displayed, the following status is displayed according to the status.
-
: Displayed when the virtual IP address is not set.

Unknown
: Displayed when the information is not acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	
	In the cluster configuration:

[prefixlen1]

In the single node configuration:

[prefixlen]
	Displays the prefix length set for node [X] (a local node in the single configuration).
When the prefix length cannot be displayed, the following status is displayed according to the status.

Invalid (None): Displayed when the value cannot be acquired.
	


Table 2.4.2-1  Content of Output Format (2/3)
	No.
	Item
	Description
	Remarks

	4
	node [Y] (<Host name>)
	Displays the unit name of the other side node and the corresponding host name.
Example: node 1(DGBQLNBX)
	*3

	
	[IPv4]
	Displays the IPv4 setting title of node [Y].
	*3, *4, *5

	
	[fixedIP2]
	Displays the fixed IP address set for node [Y].
When the fixed IP address cannot be displayed, the following status is displayed according to the status.
Unknown
: Displayed when the information cannot be acquired.

Invalid(None)
: Displayed when the value cannot be acquired
Invalid([invalid value])
: Displayed when the value is invalid
	*2, *3, *5

	
	[serviceIP2]
	Displays the virtual IP address set for node [Y].

When the virtual IP address cannot be displayed, the following status is displayed according to the status.
-
: Displayed when the virtual IP address is not set.

Unknown
: Displayed when the information cannot be acquired.

Invalid([invalid value])
: Displayed when the value is invalid
	*2, *3, *5

	
	[netmask2]
	Displays the net mask set for node [Y].
When the net mask cannot be displayed, the following status is displayed according to the status.
Unknown
: Displayed when the information cannot be acquired.

Invalid (None)
: Displayed when the value cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	*2, *3, *5

	5
	[IPv6]
	Displays the IPv6 setting title of node [Y].
	*2, *3, *4, *6

	
	[v6fixedIP2]
	Displays the fixed IPv6 address set for node [Y].

When the fixed IPv6 address cannot be displayed, the following status is displayed according to the status.
Unknown
: Displayed when the information cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	
	[v6serviceIP2]
	Same as [v6serviceIP1].
	

	
	[prefixlen2]
	Displays the prefix length set for node [Y].

When the prefix length cannot be displayed, the following status is displayed according to the status.

Unknown
: Displayed when the information cannot be acquired.

Invalid (None)
: Displayed when the value cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	6
	[Virtual Server Name]
	Displays the Virtual Server name. (Do not display “[“and”]”.)
	*2, *3, *4, *7

	7
	[IPv4]
	Displays the IPv4 setting title of [Virtual Server Name].
	*2, *3, *4, *5, *7

	
	[serviceIP]
	Displays the IP address (management IP or virtual IP) set for [Virtual Server Name].

When the IP address cannot be displayed, the following status is displayed according to the status.

Unknown
: Displayed when the information cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	
	[netmask]
	Displays the net mask set for [Virtual Server Name].

When the net mask cannot be displayed, the following status is displayed according to the status.

Unknown
: Displayed when the information cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	


Table 2.4.2-1  Content of Output Format (3/3)

	No.
	Item
	Description
	Remarks

	8
	[IPv6]
	Displays the IPv6 setting title of [Virtual Server Name].
	*2, *3, *4, *6, *7

	
	[v6serviceIP]
	Displays the IPv6 virtual IP address set for [Virtual Server Name].

When the IP address cannot be displayed, the following status is displayed according to the status.

Unknown
: Displayed when the information cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	
	[prefixlen]
	Displays the prefix length set for [Virtual Server Name].

When the prefix length cannot be displayed, the following status is displayed according to the status.

Unknown
: Displayed when the information cannot be acquired.

Invalid ([invalid value])
: Displayed when the value is invalid.
	

	9
	[mtu]
	Displays the MTU value.
When the values of the execution node and the other side node are different, the following status is displayed.
Invalid([MTU value of execution node], [MTU value of the other side node])

Related to the MTU value in Invalid, the following status is displayed according to the status.
Unknown
:
Displayed when the information of this side node and the other side node cannot be acquired.

Invalid (None)
:
Displayed when the value cannot be acquired.
	*2, *7
In the single node configuration, it acquires and shows the value of local node only. When the information cannot be acquired, it is displayed as “Unknown”. When the value cannot be acquired, it is displayed as “Invalid (None)”.


*1:
When “(Not used)” or “Not used” is displayed in [interface], only [interface] is displayed and other items are not displayed.

*2:
When the network interface is not used (not set) or not used in the Virtual Server, it is not displayed.
*3:
This is not displayed in the single node configuration.

*4:
This option can be specified in case of the OS version 3.1.0-XX or later.
For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
*5:
Not displayed in case the “-p v6” option is specified.
*6:
Not displayed in case the “-p v4” option is specified.
*7:
HDI does not support Virtual Server.
2.4.3
Execution procedure
This subsection describes the procedure for executing the iflist command.
(1)
At the time of maintenance, log in the execution node via ssh from the maintenance PC usually. For the login method, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(2)
Execute the iflist command.
Display examples when the iflist command with no option terminated normally are shown in Figure 2.4.3-1, Figure 2.4.3-2, Figure 2.4.3-3, and Figure 2.4.3-4, and display examples when the iflist command with the -v option specified terminated normally are shown in Figure 2.4.3-5 and Figure 2.4.3-6.
Meanwhile, display examples when the iflist command with no option terminated normally but the information of the other side node cannot be acquired are shown in Figure 2.4.3-7 and Figure 2.4.3-8, and display examples when the iflist command with the -v option specified terminated normally but the information of the other side node cannot be acquired are shown in Figure 2.4.3-9 and Figure 2.4.3-10.
For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When the iflist command is terminated abnormally, the message ID is displayed.
In this case, refer to Maintenance Tool “2.4.4 Command termination messages and actions to be taken” (MNTT 02-0260) and take actions.
(a)
At the time of omitting the option (when it is normal or logged in node0)

[image: image9]
Figure 2.4.3-1  Execution Example of iflist Command (In the cluster configuration)

[image: image10]
Figure 2.4.3-2  Execution Example of iflist Command (In the single node configuration)


[image: image11]
Figure 2.4.3-3  Execution Example of iflist Command (In the cluster configuration)


[image: image12]
Figure 2.4.3-4  Execution Example of iflist Command (In the single node configuration)

(b)
At the time of specifying the –v option (when it is normal or logged in node0)

[image: image13]
Figure 2.4.3-5  Execution Example of iflist Command

[image: image14]
Figure 2.4.3-6  Execution Example of iflist Command

(c)
At the time of omitting the option (when the value of the fixed IP address, virtual IP address, net mask, and MTU of the other side node cannot be acquired, when logged in node 0 and the Virtual Server IP address is invalid (*))
*: The Virtual Server can be operated if the OS version is 3.1.0-XX or later.
 SHAPE  \* MERGEFORMAT 



Figure 2.4.3-7  Execution Example of iflist command
 SHAPE  \* MERGEFORMAT 



Figure 2.4.3-8  Execution Example of iflist command

(d)
At the time of specifying the -v option (when the information of the other side node cannot be acquired and the information of the Virtual Server cannot be acquired, when logged in node 0)
*: The Virtual Server can be operated if the OS version is 3.1.0-XX or later.
 SHAPE  \* MERGEFORMAT 



Figure 2.4.3-9  Execution Example of iflist command

[image: image18]
Figure 2.4.3-10  Execution Example of iflist command

2.4.4
Command termination messages and actions to be taken
A message may be displayed when the iflist command is executed. Actions to be taken against messages are described in Table 2.4.4-1 “Message IDs and Actions to be Taken”.
Table 2.4.4-1  Message ID and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	A problem may have occurred in the internal processing.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05032-E
	The entry for the VLAN ID is invalid.
	The value of the input VLAN ID is incorrect.
	Specify the VLAN ID using the numbers from 1 to 4094.

	3
	KAQM05038-E
	The specified interface does not exist. (interface = <interface>)
	The specified interface is not created.
	Specify an enabled interface.

	4
	KAQM05042-E
	The interface specification is invalid.
	The specified value is incorrect.
	Check the specified data, and specify the enabled data.

	5
	KAQM05044-E
	An attempt to recover the network settings has failed.
	The attempt to roll back the network setting failed.
	Check whether the node in the cluster is not stopped and no failure has occurred in the network. If there is no problem, collect the OS Log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	An unexpected error has occurred in file read.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM05114-E
	The interface of the heartbeat port or an internally-used port cannot be specified. (interface = <interface>)
	The interface of the heartbeat port or an internally-used port cannot be specified.
	Specify the interface of the data port or the management port.

	8
	KAQM05206-E
	The specified IP address of this protocol version is not set.
	The IP address of the specified protocol version is not set.
	Check the specified data and specify valid data.


Table 2.4.4-1  Message ID and Action to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource to be used in the required processing is used by another user.
	Execute the command again after waiting for a while. If the error occurs again, collect the OS Log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply: An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	11
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify a correct parameter, and execute the command again.

	12
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	13
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error has occurred in the processing common to the command.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM14136-I
	Usage: command-syntax
	Displaying the command format.
	It is not required to take actions.

Displayed when the –h option is specified. Furthermore, displayed continuously when KAQM14131-E is displayed.

	15
	KAQM14138-E
	There are too many or too few parameters.
	The parameter has excess and deficiency.
	After checking the command format, specify a correct parameter, and execute the command again.

	16
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.5
Displaying the FC Status (fpstatus)
The fpstatus command displays the status and configuration of the FC path set to the node.

NOTE:(
The fpstatus command does not check the already-defined cluster configuration and cluster management LU failures. Therefore, the fpstatus command can be executed even before the cluster configuration and at the time of cluster management LU failures.
(
This command is not supported in the single node configuration not connected to the disk array subsystem.
(
As the port number and others are different depending on the target model, replace them as what is appropriate as needed.
2.5.1
Command line
The command lines of the fpstatus command can use the following options.
(
For displaying the FC path status of the execution node:
fpstatus [-c] [-v] [<path>] | -h
(
For displaying the FC path status of the both nodes:
fpstatus --allnode
(
For displaying the LU path status:
fpstatus --lupath
Table 2.5.1-1 shows the description of the options.
Table 2.5.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-c
	Displays the status of the FC path set to the node by the colon delimit.

Displays the space character between the items by replacing to a colon (“:”). Only one colon (“:”) is used regardless of the number of space characters.
	Use it only when the specific instruction is provided.

	2
	-v
	Displays the detailed information of the FC path set to the node (information when omitting the option, Model information and Serial information).
Delimited by a colon (“:”) when specifying the –c option.
	Use it only when the specific instruction is provided.

	3
	<path>
	Displays only the status of the specified FC path.
	Use it only when the specific instruction is provided.

	4
	--allnode
	[Cluster configuration]

Displays all the FC path information collectively. The displayed contents of the FC path information are equal to -v. The FC path information is displayed in order of the command execution node and the other node.

(This option can be specified when the OS version is 3.0.0-XX or later. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).)
[Single node configuration]

Displays the FC path information of the execution node. When not connected to the disk array subsystem, only host names and item names in Table 2.5.2-1 will be displayed (however, when the OS version is 3.2.3-XX or earlier, an error message will be displayed.)
	(Terminated with an error if this option is specified when no cluster is structured.

( If the communication cannot be performed with the other node via the management LAN, only the FC path information of the node which executed the command is output.
( Use it only when the specific instruction is provided.

	5
	--lupath
	Displays the LU path information
In addition, the information for identifying the LU without an alternate path is displayed by this option.
(This option can be specified when the OS version is 3.0.0-XX or later. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).)

[Single node configuration]

Displays the LU path information of the execution node. When not connected to the disk array subsystem, only item names in Table 2.5.2-1 will be displayed (however, when the OS version is 3.2.3-XX or earlier, an error message will be displayed.)
	(Terminated with an error if this option is specified when no cluster is structured.

( If the communication cannot be performed with the other node via the management LAN, only the FC path information of the node which executed the command is output.
( Use it only when the specific instruction is provided.

	6
	-h
	Displays the format of the command.
	(


2.5.2
Output format
The output format at the time of fpstatus command execution is shown in Figure 2.5.2-1 to Figure 2.5.2-4 and the contents are shown in Table 2.5.2-1.
(a)
When omitting the option
 SHAPE  \* MERGEFORMAT 



Figure 2.5.2-1  fpstatus Output Format
(b)
When specifying the -v option

[image: image20]
Figure 2.5.2-2  fpstatus Output Format
(c)
When specifying the --allnode
 SHAPE  \* MERGEFORMAT 



Figure 2.5.2-3  fpstatus Output Format
(d)
When specifying the --lupath
 SHAPE  \* MERGEFORMAT 



Figure 2.5.2-4  fpstatus Output Format
Table 2.5.2-1  Contents of Output Format (1/2)
	No.
	Item
	Description
	Remarks

	1
	Path
	Displays the path in the following format (15 bytes).
pathXXX-YYYY-ZZ

XXX
:
Fixed GID (3 bytes)
YYYY
:
Host port number (4 bytes)
ZZ
:
Array port number (2 bytes)
	Example: path000-0004-0A
*1: The fixed GID is a serial number of decimal number allocated to the path of the target grouped by the FC path management, and takes the value 000 to 999.
If the fixed GID exceeds the upper limit (999) of the fixed GID map, allocate the smallest number among the fixed GID having the currently unused (disconnected) target path only.
If the fixed GID cannot be acquired, “-“(hyphen) is displayed.
*2: If a numerical value is insufficient to a digit number, complement 0 in front.
*3: If the array port number exceeds 3 bytes, it is displayed as is.

	2
	Target
	Displays the target in the following format (7 bytes).
XX-TYYY

XX
:
node ID (2 bytes)
YYY
:
Fixed GID (3 bytes)
	Example: N0-T0000
*1: If the fixed GID cannot be acquired, “-“(hyphen) is displayed.

*2: If a numerical value is insufficient to a digit number, complement 0 in front.
*3: The node ID is fixed as [NO] in the single node configuration.

	3
	HostPort
	Displays the host port name in the following format (6 bytes).
fcXXXX

XXXX
:
Host port number 
	Example: fc0004

	4
	HostPortWWN
	Displays WWPN (World Wide Port Name) in hexadecimal with 16 digits (16 bytes).
1000XXXXXXXXXXXX
	Example: 10000000c98a9f2e

*: If WWPN cannot be acquired due to a path failure of the FC path, displays as shown below. 
“----------------“

	5
	ArrayPort
	Displays the specific array port name of the side of disk array subsystem.
	Example: 0A

	6
	ArrayPortWWN
	Displays WWPN (World Wide Port Name) of the array port in hexadecimal with 16 digits (16 bytes).
50060E8XXXXXXXXX
	Example: 50060e801024e8e0
*: If it is first time installation and the FC path is not normal, the following message is displayed because the array port WWN cannot be acquired. 
“----------------“
The FC link down (failures of HBA on the host side, firmware, FC-SW and FC cables, and others) and the FC failures (failures of the port on the RAID side, FC cables and FC-SW, and others) are considered as path failures.


Table 2.5.2-1  Contents of Output Format (2/2)
	No.
	Item
	Description
	Remarks

	7
	Status
	Displays the FC path status by the character string (5 to 27 bytes).
Online
:
Operating status
Offline
:
Planned shutdown status (blocked status by the command operation)
Error 
:
Failure termination status (blocked status by the path error, etc.)
Partially Online :
Operating status (however, the status not accessed to a part of the LUs)
Configuration Mismatch :
Setting error status (differs from the FC path allocation switching the LU allocation to the host group corresponding to the switching FC path)
Unknown :
Undetermined status (FC path status cannot be acquired)
	*: If an LU failure is detected by Online, Offline or Partially Online, it is displayed by adding “(LU Error)”.
Example: Partially Online (LU Error)

	8
	Model
	Displays the model identifier of the disk array subsystem.
AMS : DF800S, DF800M, DF800H, DF800ES, DF800EM, or DF800EH
AMS or the specified model name : DF800EXS
HUS : DF850XS, DF850S, or DF850MH
USP_V : RAID600 FC

USP_VM : RAID600 RK

VSP : RAID700
VSP_G1000 : RAID800
HUS_VM : HM700
VSP_Gx00 : HM800(any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850(any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)
	*: If the information of the chassis cannot be acquired, “-” (hyphen) is displayed.

	9
	Serial
	Displays the serial number of the storage subsystem.
	Example: 85010110
*: If the information of the chassis cannot be acquired, “-”(hyphen) is displayed.

	10
	[node(Host name)]
	Displays the node number and the host name of the login node.
Only the host name is displayed in the single node configuration.
	Displayed only when --allnode is specified.

	11
	LDEV(hex)
	Displays internal LU number as a decimal. A hex notation is displayed in the parenthesis.
	(

	12
	Status
	Displays the path status.
Online:
Operational status
Online(C):
 Blocked status by the offline operation by the command
Offline(E):
Blocked status by failure

Online(E):
Status where failure occurred

(If no operating path (Online) exists among the paths accessing one LU, one of the paths becomes Online(E).)
	(

	13
	Mismatch
	Displays the setting status of the alternate path.
 “-” is displayed if an alternate path exists.
 “*” is displayed if no alternate path exists.
	(


Table 2.5.2-2 shows the list of the contents displayed by the respective options specifications.
Table 2.5.2-2  List of Displayed Contents of FC Path
	#
	Item
	-c without option
	-v
	Path specified
	--allnode
	--lupath

	1
	Path
	Y
	Y
	Y
	Y
	N

	2
	Target
	Y
	Y
	Y
	Y
	Y

	3
	HostPort
	Y
	Y
	Y
	Y
	Y

	4
	HostPortWWN
	Y
	Y
	Y
	Y
	Y

	5
	ArrayPort
	Y
	Y
	Y
	Y
	Y

	6
	ArrayPortWWN
	Y
	Y
	Y
	Y
	N

	7
	Status
	Y
	Y
	Y
	Y
	N

	8
	Model
	N
	Y
	N
	Y
	Y

	9
	Serial
	N
	Y
	N
	Y
	Y

	10
	[node(Host name)]
	N
	N
	N
	Y
	N

	11
	LDEV(hex)
	N
	N
	N
	N
	Y

	12
	Status
	N
	N
	N
	N
	Y

	13
	Mismatch
	N
	N
	N
	N
	Y


Y: displayed, N: Not displayed
2.5.3
Execution procedure
This subsection describes the procedure for executing the fpstatus command.
(1)
At the time of maintenance, log in to the execution mode via ssh from the maintenance PC usually. For the login method, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(2)
Execute the fpstatus command for each node. The display example at the time of fpstatus execution is shown in Figure 2.5.3-1 to Figure 2.5.3-11.
If the fpstatus command terminated abnormally, the FC status is not displayed, and the message ID is displayed. In this case, refer to Maintenance Tool “2.5.4 Command termination messages and action to be taken” (MNTT 02-0340) and correspond to it.
(a)
When omitting the option (when executing on the node0 side)

[image: image23]
Figure 2.5.3-1  Execution example of fpstatus command
(b)
When omitting the option (when the warning error has occurred)

[image: image24]
Figure 2.5.3-2  Execution example of fpstatus command
(c)
When specifying the FC path

[image: image25]
Figure 2.5.3-3  Execution example of fpstatus command
* If an incorrect FC path is specified, KAQM32011-E is displayed.
(d)
When specifying the –v option

[image: image26]
Figure 2.5.3-4  Execution example of fpstatus command

(e)
When specifying the –c option only (when executing on the node0 side)

[image: image27]
Figure 2.5.3-5  Execution example of fpstatus command
(f)
When specifying the –c option only (when the warning error has occurred)

[image: image28]
Figure 2.5.3-6  Execution example of fpstatus command
(g)
When specifying the --allnode (if executed on the node 0 in the cluster configuration)

 SHAPE  \* MERGEFORMAT 



Figure 2.5.3-7  Execution example of fpstatus command

(h)
When specifying the --allnode (if communication with the other node is not possible in the cluster configuration)

 SHAPE  \* MERGEFORMAT 



Figure 2.5.3-8  Execution example of fpstatus command

If the [Configuration Mismatch] is displayed as the [Status] as shown in Figure 2.5.3-9, the wrong setting in mapping might be the reason. In this case, by specifying the option and performing it, what LU in what port is not mapped can be confirmed.

The display is as shown in Figure 2.5.3-10 if all the alternate paths are normally mapped, while the display is as shown in Figure 2.5.3-11 if there is an LU without an alternate path.
(i)
When specifying the --allnode (if there is an LU without an alternate path)

 SHAPE  \* MERGEFORMAT 



Figure 2.5.3-9  Execution example of fpstatus command

(j)
When specifying the --lupath
 SHAPE  \* MERGEFORMAT 



Figure 2.5.3-10  Execution example of fpstatus command

(k)
When specifying the --lupath (if LU without alternate path exists)

 SHAPE  \* MERGEFORMAT 



Figure 2.5.3-11  Execution example of fpstatus command

As for ( and ( in Figure 2.5.3-11, “*” is displayed in the column of [Mismatch], which indicates that there is an LU without an alternate path. In this case, identify the Array Port to be the route of the alternate path of ( and ( and request the system administrator to review the LU map.
The Array Port to be the route of the alternate path can be identified by any of the following methods.
(k-1)
In identifying the Array Port of the alternate path for (, by paying attention to [ArrayPort] of ( and comparing it with the [ArrayPort] of ( whose [Status] is [Configuration Mismatch] in the execution example of Figure 2.5.3-9, it can be identified that the ArrayPort[1C] paired with [0A] is the alternate path of (.
As for (, similarly, by comparison with ( of Figure 2.5.3-9 by the same method, it can be identified that the ArrayPort[0C] is the alternate path of (.
(k-2)
If multiple LUs are mapped as shown in Figure 2.5.3-11, as in (, by paying attention to [ArrayPort] of the same [Target] as ( and comparing the Array Port of displaying the path including ( with the Array Port of displaying the path of (, it can be identified that the [1C] is the route for the alternate path of (.
As for (, similarly, by comparison with (, it can be identified that the ArrayPort[0C] is the alternate path of (.
(l)
Confirming proper LU 

Specify -v option and –lupath option to confirm proper LU.
(l-1)
Execute the command with specifying -v option and check the following items.

· [Online] is displayed as [Status]

· [Model] is correspond with the connected disk array subsystem

· [Serial] is correspond with the connected disk array subsystem


[image: image34]
Figure 2.5.3-12  Execution example of fpstatus command

(l-2)
Execute the command with specifying --lupath option and check the following items.

· [Online] is displayed as [Status]

· At the time of initial installation: check if [LDEV] number is not different from customer configuration information.
· At the time of maintenance: only one LU is displayed


[image: image35]
Figure 2.5.3-13  Execution example of fpstatus command

2.5.4
Command termination messages and action to be taken
A message may be displayed when the fpstatus command is executed. Actions to be taken against messages are described in Table 2.5.4-1 “Message IDs and Actions to be Taken”.
Table 2.5.4-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource used in the required processing is also used by the other users.
	Execute it again after waiting for a while. If the error occurs again, collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300) for how to execute it.

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	The parameter has an error.
	Specify the correct parameter, and execute it again.

	3
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	4
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the common processing of the command.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM14136-I
	Usage: command-syntax
	Format display of the command
	Unnecessary to correspond.

Displayed when the –h option is specified. Furthermore, continuously displayed also when KAQM14131-E is displayed.

	6
	KAQM14138-E
	There are too many or too few parameters.
	The parameter has excess and deficiency.
	After confirming the command format, specify the correct parameter, and execute it again.

	7
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This command cannot be performed in the current configuration.
	(

	8
	KAQM32011-E
	The specified FC path does not exist.
	The specified FC path does not exist.
	Check the specified FC path, and execute it again.

	9
	KAQM32015-E
	An attempt to acquire information about the FC path has failed.
	The FC path information was unable to be acquired.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.5.4-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM32019-W
	An FC path is not in a normal state.
	The FC path is not normal.
	Check the connection status of the FC cable. If there is no FC cable, check the LU status also. After changing the FC path to normal, switch the FC path status to “Online” by the fponline command.

	11
	KAQM32020-W
	An LU error might have occurred.
	An LU failure may have occurred.
	After removing the LU failure, switch the FC path to “Online” by the fponline command.

	12
	KAQM32021-W
	At least one FC path has the Partially Online status.
	The FC path status is “Partially Online”.
	Switch the FC path to “Online” by the fponline command.

	13
	KAQM32022-W
	The assignment of LUs to corresponding host groups differ between each switch-destination FC path.
	The LU allocation to the corresponding host group differs between the switching FC paths.
	Check whether the same LU is allocated to each host group to which the switching FC path corresponds.

	14
	KAQM32023-W
	An attempt to acquire the status of the FC path has failed.
	The FC path status cannot be acquired.
	Check whether the HBA card is inserted or not. If it is inserted, check whether WWN of the FC port on the storage subsystem side is correct or not. If it is correct, confirm the connection status of the FC cables, FC switch setting and the storage subsystem setting. If there is no problem on these, check whether the LU is allocated to the host group corresponding to the target FC path or not.

	15
	KAQM32039-E
	A system error occurred.
	A system error occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM32051-W
	FC path information could only be acquired for the node on which the operation was performed, because communication between the nodes is down.
	Because communication between nodes failed, the other node in the cluster might be down, or a network error might have occurred.
	Confirm whether the LAN cable is connected and whether the other node in the cluster is running. After the connection to the other node in the cluster is restored, confirm the license consistency of the both nodes.
For confirmation of the node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

For confirmation of the licenses, refer to Maintenance Tool “2.31 Displaying Licenses (licenselist)” (MNTT 02-1880).

If the error occurs again, collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300) for how to execute it.


2.6
Displaying SIMs on This Side (syseventlist)
The syseventlist command acquires and displays the local SIM log file (/var/log/sim_self) and, at the same time, stores the execution result in the “/home/service/syseventlist.log” file.
NOTE:
When the file of the same name exists, overwrite and store it.
2.6.1
Command line
For the command lines of the syseventlist command, the following options can be used.
syseventlist [-h]
Table 2.6.1-1 shows the description of the options.
Table 2.6.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	Omitted
	The local SIM log file (/var/log/sim_self) is displayed. Furthermore, the execution result is stored in the “/home/service/syseventlist.log” file.
	At the time of maintenance, omit the options usually.

	2
	-h
	Displays the command format.
	KAQM14136-I is displayed at the time of execution.


2.6.2
Output Format
The output format at the time of syseventlist command execution depends on the OS version. If the OS version is 3.2.0-XX or earlier, each SIM is displayed in two lines as shown in Figure 2.6.2-1, and if the OS version is 3.2.1-XX or later, each SIM is displayed in one line as shown in Figure 2.6.2-2.
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Figure 2.6.2-1  syseventlist Output Format (3.2.0-XX or earlier)
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Figure 2.6.2-2  syseventlist Output Format (3.2.1-XX or later)

Table 2.6.2-1  Content of Output Format
	No.
	Item
	Description
	Remarks

	1
	[Acquisition time]
	Displays the acquisition time by a character string of 28 characters of “date command standard display format”.
The output format depends on the OS version.

For the OS version confirmation, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

[Output format of the OS version 3.2.0-XX or earlier]
Example: Thu May 7 12:02:26 JST 2009
From the left, indicates a day of the week, a month, a day, time:minute:second, a time zone, and a western calendar.
[Output format of the OS version 3.2.1-XX or later]
Example: May  7 12:02:26
From the left, indicates a month, a day, and time:minute:second.
	Displays days of the week and months by abbreviated names.

Displays time by 24-hour indication.

	2
	[Host name]
	Displays the host name.
	

	3
	[SIM code]
	Displays the SIM code of the local SIM.
Example: KAQG72012-W
For details of the SIM code, refer to “C.3 Messages”.
	

	
	[SIM message sentence]
	Displays the SIM message sentence of the local SIM.
Example: Communication via the main heartbeat cable was interrupted.
For details of the SIM message sentence, refer to “C.3 Messages”.
	

	4
	[Acquisition time (virtual server time=Time of occurrence in Virtual Server)]
	Displays as the time of acquisition in the Physical node (time of occurrence in Virtual Server).
The time zone of the displayed time is the time zone set in the Physical node.
The contents of time are equal to item 1.
	Outputs when the command is issued from the Virtual Server in the OS version 3.1.0-XX or later.

For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
HDI does not support Virtual Server.

	5
	[SIM code]
	Displays the SIM code issued in Virtual Server.
For the details of the SIM code, refer to “C.3 Messages”.
	

	
	[SIM message sentence]
	Displays the SIM message sentence issued in Virtual Server.
For the details of the SIM message sentence, refer to “C.3 Messages”.
	

	
	[Virtual Server ID]
	Displays the Virtual Server ID of the target Virtual Server for which SIM was issued.
	


2.6.3
Execution procedure
This subsection describes the procedure for executing the syseventlist command.
(1)
When displaying only the local SIM log file
(a)
At the time of maintenance, log in the execution node via ssh from the maintenance PC usually. For the login method, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(b)
Execute the syseventlist command.
Figure 2.6.3-1 shows display examples at the time of syseventlist execution when the OS version is 3.2.0-XX or earlier, Figure 2.6.3-2 shows display examples when the OS version is 3.2.0-XX or earlier including the case SIM was issued from Virtual Server, and Figure 2.6.3-2-1 shows display examples when the OS version is 3.2.1-XX or later. For the OS version confirmation, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When the syseventlist command terminated normally, the local SIM log file is displayed and stored in the “/home/service/syseventlist.log” file.
When the syseventlist command terminated abnormally, the local SIM log file is not displayed, and the message ID is displayed. In this case, refer to Maintenance Tool “2.6.4 Command termination messages and actions to be taken (MNTT 02-0400), and take actions.
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Figure 2.6.3-1  Display Examples at the Time of syseventlist Execution (3.2.0-XX or earlier)

[image: image39]
Figure 2.6.3-2  Display Examples at the Time of syseventlist Execution (3.2.0-XX or earlier)

[image: image40]
Figure 2.6.3-2-1  Display Examples at the Time of syseventlist Execution (3.2.1-XX or later)
(2)
When displaying the local SIM log file and acquiring the file
(a)
At the time of maintenance, log in the execution node via ssh from the maintenance PC usually.
For the login method, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(b)
Execute the syseventlist command.
Figure 2.6.3-3 shows display examples at the time of syseventlist execution.
When the syseventlist command terminated normally, the local SIM log file is displayed and stored in the “/home/service/syseventlist.log” file.
When the syseventlist command terminated abnormally, the local SIM log file is not displayed, and the message ID is displayed. In this case, refer to Maintenance Tool “2.6.4 Command termination messages and actions to be taken” (MNTT 02-0400), and take actions.
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Figure 2.6.3-3  Display Examples at the Time of syseventlist Execution
(c)
(When using Putty) Execute the pscp command on the command prompt of the maintenance PC to transfer the file stored in step (b) to the maintenance PC.
For the transfer method, refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240).

[image: image42]
Figure 2.6.3-4  Display Examples at the Time of pscp Execution
(d)
After completing the transfer, execute the rmfile command, and delete the “/home/service/syseventlist.log” file.

[image: image43]
Figure 2.6.3-5  Display Examples at the Time of rmfile Execution
2.6.4
Command termination messages and actions to be taken
A message may be displayed when the syseventlist command is executed. Actions to be taken against messages are described in Table 2.6.4-1 “Message IDs and Actions to be Taken”.
Table 2.6.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify a correct parameter, and execute the command again.

	2
	KAQM14136-I
	Usage: <command-syntax>
	Displays the command format.
	It is not required to take actions.

Displayed when the –h option is specified. Furthermore, it is continuously displayed when KAQM14131-E is displayed.

	3
	KAQM38003-E
	An unexpected error occurred 
	An internal error has occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.7
Checking Network Connection Status (nasping)
The nasping command checks the network connection status.
NOTE:
The information may not be displayed immediately due to buffering.
2.7.1
Command line
For the command lines of the nasping command, the following options can be used.
nasping [-4|-6] [-L] [-R] [-d] [-n] [-q] [-r] [-v] [-c number of packets] [-p pattern] [-s packet size] [-t TTL] [-I interface address] IP address
Table 2.7.1-1 shows the description of the options.
Table 2.7.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-L
	Specify when the multi-cast packet loop-back is inhibited.
	Use it when the special instruction is issued.

	2
	-R
	Specify when the path from node to the host is displayed.
	Use it when the special instruction is issued.

	3
	-d
	Specify when the debug option is set in the socket to be used.
	Use it when the special instruction is issued.

	4
	-n
	Specify when the IP address of the host is output without converting to the host name.
	Use it when the special instruction is issued.

	5
	-q
	Specify when the only statistic information at the time of transmission start and at the time of transmission completion is displayed.
	Use it when the special instruction is issued.

	6
	-r
	Specify when ignoring the routing setting and transmitting the packet directly to the host.
	Use it when the special instruction is issued.

	7
	-v
	Specify when referring to the detailed information.
	Use it when the special instruction is issued.

	8
	-c number of packets
	Specify the number of packets to be transmitted.

The maximum number of packets to be transmitted is 10.

When this option is omitted, “10” is set.
	Use it when the special instruction is issued.

	9
	-p pattern
	Specify the pattern to fill the packets to transmit.

Up to 16 bytes can be specified.

This option can be used for diagnosing the problem depending on the data in the network. For example, “-p ff” is specified, the packet all filled by 1 is transmitted
	Use it when the special instruction is issued.

	10
	-s packet size
	Specify the size of the data to be transmitted (unit: bytes)

When this option is omitted, “56” is set.
	Use it when the special instruction is issued.

	11
	-t TTL
	Specify when setting the time of the packet.
	Use it when the special instruction is issued.

	12
	-I interface address
	Specify the IP address of the interface to transmit the packet.
	Use it when the special instruction is issued.

	13
	IP address
	Specify the target IP address.
	If the IPv6 format is specified, put the IP address in a square bracket.

	14
	-4
	Adopt the IPv4 protocol. If this is specified with the -6 option at the same time, adopt the last specified option. If specification is omitted, the IPv4 is adopted.
	It is available to specify when the OS version is 3.1.0-XX or later.

For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

	15
	-6
	Adopt the IPv6 protocol. If this is specified with the -4 option at the same time, adopt the last specified option. If specification is omitted, the IPv4 is adopted. Do not omit the specification in case of the IPv6 address.
	


2.7.2
Output format
The output format at the time of nasping command execution is similar to that of the ping command. Refer to Maintenance Tool “2.7.3 Execution procedure” (MNTT 02-0440) for detail.
2.7.3
Execution procedure
This subsection describes the procedure to check the communication status by executing the nasping command.
(1)
At the time of maintenance, log in the execution node via ssh from the maintenance PC usually.
For the login method, refer to Maintenance Tool “1.3 Procedures for Operating Commands” (MNTT 01-0200).
(2)
Specify the IP address of the node to be checked, and execute the nasping command.
When the nasping command terminated normally, specified IP address is reachable. The information to be displayed is the same as the ping command. Figure 2.7.3-1 shows the display examples at the time of nasping execution in case the IPv4 is set and Figure 2.7.3-2 shows the display examples at the time of nasping execution in case the IPv6 is set.
If nasping command does not respond such as Figure 2.7.3-3 or 2.7.3-4, specified IP address is not reachable. Please check whether IP address is correct,  routing information is appropriate, there is nothing wrong with LAN cable or LAN card.
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Figure 2.7.3-1  Display Examples at the Time of nasping Execution 
(Communication success) [in case IPv4 is specified]
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Figure 2.7.3-2  Display Examples at the Time of nasping Execution 
(Communication success) [in case IPv6 is specified]


[image: image46]
Figure 2.7.3-3  Display Examples at the Time of nasping Execution (Communication failure) (1)


[image: image47]
Figure 2.7.3-4  Display Examples at the Time of nasping Execution (Communication failure) (2)

When the nasping command terminated abnormally, the connection status with the host is not displayed, and the message ID is displayed. In this case, refer to Maintenance Tool “2.7.4 Command termination messages and actions to be taken” (MNTT 02-0450), and take actions.
2.7.4
Command termination messages and actions to be taken
A message may be displayed when the nasping command is executed. Actions to be taken against messages are described in Table 2.7.4-1 “Message IDs and Actions to be Taken”.
Table 2.7.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	( (*1)
	nasping: bad number of packets to transmit.
	The number of packets of 11 or more is specified for the –c option.
	Set the value of 10 or less, and execute the command again.

	2
	( (*1)
	nasping: invalid option – <option> (*2)
	An error exists in the parameter.
	Specify a correct parameter, and execute the command again.

	3
	( (*1)
	An internal error occurred. (failed in the lock. errno.)
	An exclusive control error occurred.
	In case of the OS version earlier than 3.1.0-XX, wait a while and then retry.

In case of the OS version 3.1.0-XX or later, retry after executing the eraselog command.

If an error occurs again, collect the OS Log and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

For the details of eraselog command, refer to Maintenance Tool “2.82 Deleting Logs Created in Executing Commands (eraselog)” (MNTT 02-4320).

For details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

	4
	( (*1)
	(Other message)
	An internal error has occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


*1:
The message ID is not displayed.
*2:
In the actual <option>, the characters specified as the parameter are displayed.
clstatus output format





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node X(<hostX>)


Node name	:	<Node nameX>


Node status	:	UP





node Y(<hostY>)


Node name	:	<Node nameY>


Node status	:	UP





--Resource Group Status--


Resource group name	:	<Node nameX>


Resource group status	:	Online/No error


Running node	:	<Node nameX>





Resource group name	:	<Node nameY>


Resource group status	:	Online/No error


Running node	:	 <Node nameY>








The circled numbers ( to ( correspond to items 1 to 5 of Table 2.2.2-1. For each content, refer to Table 2.2.2-1.
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Output format at the time of specifying –v option





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node X(<Host name>)


Node name	:	<Node nameX>


Node status	:	UP





node Y(<Host name>)


Node name	:	<Node nameY>


Node status	:	UP





--Resource Group Status--


Resource group name	:	<Node nameX>


Resource group status	:	Online/No error


Running node	:	<Node nameX>





Resource group name	:	<Node nameY>


Resource group status	:	Online/No error


Running node	:	 <Node nameY>





--Cluster Management LU Information—


Model	:	AMS


Serial number	:	83000106


LDEV number	:	XXXXX(YYYY)





--Heartbeat Port IP Address--


node X(<Host name>)


Heartbeat port	:	172.23.211.21


node Y(<Host name>)


Heartbeat port	:	172.23.211.25








(





(





*1





(





Same as the case without options





The numbers ( to ( correspond to items 6 to 8 of Table 2.2.2-1. For each of content, refer to Table 2.2.2-1.





$ sudo clstatus





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node 0(host0)


Node name	:	node0


Node status	:	UP





node 1(host1)


Node name	:	node1


Node status	:	UP





--Resource Group Status--


Resource group name	:	node0


Resource group status	:	Online/No error


Running node	:	node0





Resource group name	:	node1


Resource group status	:	Online/No error


Running node	:	 node1





This side node information


In this case, the information of node0 is displayed because it logs into node0.





The other side node information


In this case, the information of node1 is displayed because it logs into node1.





$ sudo clstatus





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node 1(D6P67NBX)


Node name	:	node0


Node status	:	UP





node 0(D8P67NBX)


Node name	:	node1


Node status	:	UP





--Resource Group Status--


Resource group name	:	node0


Resource group status	:	Online/No error


Running node	:	node1





Resource group name	:	node1


Resource group status	:	Online/No error


Running node	:	 node1





Node that the resource group of node0 is operating becomes node1.





$ sudo clstatus





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node 1(D6P67NBX)


Node name	:	node0


Node status	:	UP





node 0(D8P67NBX)


Node name	:	node1


Node status	:	INACTIVE





--Resource Group Status--


Resource group name	:	node0


Resource group status	:	Online/No error


Running node	:	node0





Resource group name	:	node1


Resource group status	:	Offline/No error


Running node	:	





node where the resource group of node0 is running is node0.





the resource group of node1 is stopping.





The cluster of node1 is stopping.





$ sudo clstatus





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node 1(D6P67NBX)


Node name	:	node0


Node status	:	UP





node 0(D8P67NBX)


Node name	:	node1


Node status	:	INACTIVE





--Resource Group Status--


Resource group name	:	node0


Resource group status	:	Online/No error


Running node	:	node1





Resource group name	:	node1


Resource group status	:	Online/No error


Running node	:	 node1





node where the resource group of node0 is running is node0.





node where the resource group of node1 is running is node0.





The cluster of node1 is stopping.








$ sudo clstatus -v





--Cluster Status--


Cluster name	:	CLUSTER-A


Cluster status	:	ACTIVE





--Node Status--


node 0(host0)


Node name	:	node0


Node status	:	UP





node 1(host1)


Node name	:	node1


Node status	:	UP





--Resource Group Status--


Resource group name	:	node0


Resource group status	:	Online/No error


Running node	:	node0





Resource group name	:	node1


Resource group status	:	Online/No error


Running node	:	 node1





--Cluster Management LU Information—


Model	:	AMS


Serial number	:	83000106


LDEV number	:	0(0000)





--Heartbeat Port IP Address--


node X(<hostX>)


Heartbeat port	:	172.23.211.21


node Y(<hostY>)


Heartbeat port	:	172.23.211.25





displays when specifying -v option.





iflist output format (In the cluster configuration)





Interface	:	[interface]


node [X] (<Host name>)


[IPv4]


Fixed IP addr	:	[fixedIP1]


Service IP addr	:	[serviceIP1]


Netmask	:	[netmask1]


[IPv6]


 Fixed IP addr	:	[v6fixedIP1]


 Service IP addr	:	[v6serviceIP1]


 Prefix length	:	[prefixlen1]


node [Y] (<Host name>)


[IPv4]


Fixed IP addr	:	[fixedIP2]


Service IP addr	:	[serviceIP2]


Netmask	:	[netmask2]


[IPv6]


 Fixed IP addr	:	[v6fixedIP2]


 Service IP addr	:	[v6serviceIP2]


 Prefix length	:	[prefixlen2]


[Virtual Server Name]


[IPv4]


 Service IP addr	:	[serviceIP]


 Netmask	:	[netmask]


[IPv6]


 Service IP addr	:	[v6serviceIP]


 Prefix length	:	[prefixlen]


MTU	:	[mtu]


	(	(


	(	(


	(	(Repeat for the number of network interfaces)


	(	(


	(	(





iflist output format (In the single node configuration)





Interface	:	[interface]


[IPv4]


IP address	:	[IPaddress]


Netmask	:	[netmask]


[IPv6]


IP address	:	[v6IPaddress]


Prefix Length	:	[prefixlen]


MTU	:	[mtu]


	(	(


	(	(


	(	(Repeat for the number of network interfaces)


	(	(


	(	(





1





2





3





9





Information for one network interface





1





2





9





Information for one network interface





4





5





6





7





8





3





$ sudo iflist


Interface	:	eth0


node 0(D770102342)


Fixed IP addr	:	192.168.10.20


Service IP addr	:	192.168.10.22


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	192.168.10.21


Service IP addr	:	192.168.10.23


Netmask	:	255.255.255.0


MTU	:	1500





Interface	:	mng0


node 0(D770102342)


Fixed IP addr	:	192.168.0.20


Service IP addr	:	192.168.0.30


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	192.168.0.21


Service IP addr	:	192.168.0.31


Netmask	:	255.255.255.0


MTU	:	1500





Information of eth0 network interface





Information of mng0 network interface





[OS version earlier than 3.1.0-XX]





$ sudo iflist


Interface	:	agr0


IP address	:	192.168.10.20


Netmask	:	255.255.255.0


MTU	:	1500





Interface	:	mng0


IP address	:	192.168.0.20


Netmask	:	255.255.255.0


MTU	:	1500





Information of agr0 network interface





Information of mng0 network interface





[OS version earlier than 3.1.0-XX]





$ sudo iflist


Interface	: eth0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.10.20


 Service IP addr	: 192.168.10.22


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:1::1


 Service IP addr	: 2001:2c0:418:1::2


 Prefix length	: 64


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: 192.168.10.21


 Service IP addr	: 192.168.10.23


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:1::3


 Service IP addr	: 2001:2c0:418:1::4


 Prefix length	: 64


eigyou2


 [IPv4]


 Service IP addr	: 192.168.10.40


 Netmask	: 255.255.255.0


MTU	: 1500





Interface	: eth1


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.10.50


 Service IP addr	: 192.168.10.52


 Netmask	: 255.255.255.0


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: 192.168.10.51


 Service IP addr	: 192.168.10.53


 Netmask	: 255.255.255.0


MTU	: 1500





Interface	: mng0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.0.20


 Service IP addr	: -


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:5::1


 Service IP addr	: -


 Prefix length	: 64


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: 192.168.0.21


 Service IP addr : -


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:5::2


 Service IP addr	: -


 Prefix length	: 64


MTU	: 1500





[OS version 3.1.0-XX or later]





Information of mng0 Physical node network interface





Information of eth1 Physical node network interface





Information of eth0 Virtual Server network interface





Information of eth0 Physical node network interface





$ sudo iflist


Interface	: agr0


[IPv4]


IP address	: 192.168.10.20


Netmask	: 255.255.255.0


[IPv6]


IP address	: 2001:2c0:418:10::1


Prefix length	: 64


MTU	: 1500





Interface	: mng0


[IPv4]


IP address	: 192.168.0.20


Netmask	: 255.255.255.0


[IPv6]


IP address	: 2001:2c0:418:6::1


Prefix length	: 64


MTU	: 1500





[OS version 3.1.0-XX or later]





Information of agr0 network interface





Information of mng0 network interface





$ sudo iflist –v


Interface	:	eth0


node 0(D770102342)


Fixed IP addr	:	192.168.10.20


Service IP addr	:	192.168.10.22


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	192.168.10.21


Service IP addr	:	192.168.10.23


Netmask	:	255.255.255.0


MTU	:	1500





Interface	:	eth1(Not used)





Interface	:	eth2(Not used)





Interface	:	eth3(Not used)





Interface	:	mng0


node 0(D770102342)


Fixed IP addr	:	192.168.0.20


Service IP addr	:	192.168.0.30


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	192.168.0.21


Service IP addr	:	192.168.0.31


Netmask	:	255.255.255.0


MTU	:	1500





Information of eth0 network interface





Information of mng0 network interface





eth1 network interface is not used (not set)





eth2 network interface is not used (not set)





eth3 network interface is not used (not set)








[OS version earlier than 3.1.0-XX]





$ sudo iflist -v


Interface	: eth0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.10.20


 Service IP addr	: 192.168.10.22


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:1::1


 Service IP addr	: 2001:2c0:418:1::2


 Prefix length	: 64


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: 192.168.10.21


 Service IP addr	: 192.168.10.23


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:1::3


 Service IP addr	: 2001:2c0:418:1::4


 Prefix length	: 64


eigyou2


 [IPv4]


 Service IP addr : 192.168.10.40


 Netmask	: 255.255.255.0


MTU	: 1500





Interface	: eth1(Not used)





Interface	: eth2(Not used)





Interface	: eth3(Not used)





Interface	: mng0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.0.20


 Service IP addr	: -


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:5::1


 Service IP addr	: -


 Prefix length	: 64


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: 192.168.0.21


 Service IP addr	: -


 Netmask	: 255.255.255.0


 [IPv6]


 Fixed IP addr	: 2001:2c0:418:5::2


 Service IP addr	: -


 Prefix length	: 64


eigyou1


 [IPv4]


 Service IP addr	: 192.168.10.40


 Netmask	: 255.255.255.0


 [IPv6]


 Service IP addr	: 2001:2c0:418:5::4


 Prefix length	: 64


MTU	: 1500





[OS version 3.1.0-XX or later]





Information of eth0 Physical node network interface





Information of eth0 Virtual Server network interface





eth1 network interface is not used (not set)





eth2 network interface is not used (not set)





eth3 network interface is not used (not set)





Information of mng0 Physical node network interface








Information of mng0 Virtual Server network interface





$ sudo iflist


Interface	:	eth0


node 0(D770102342)


Fixed IP addr	:	192.168.10.20


Service IP addr	:	192.168.10.22


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	192.168.10.21


Service IP addr	:	192.168.10.23


Netmask	:	255.255.255.0


MTU	:	1500





Interface	:	mng0


node 0(D770102342)


Fixed IP addr	:	192.168.0.20


Service IP addr	:	192.168.0.30


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	Invalid(None)


Service IP addr	:	Invalid(None)


Netmask	:	Invalid(None)


MTU	:	Invalid(1500,None)





The value of the fixed IP address, virtual IP address, net mask, and MTU of the other side node of the mng0 cannot be acquired





[OS version earlier than 3.1.0-XX]





$ sudo iflist


Interface	: eth0


node 0(D770102342)


[IPv4]


 Fixed IP addr	: 192.168.10.20


 Service IP addr	: 192.168.10.22


 Netmask	: 255.255.255.0


node 1(D770102346)


[IPv4]


 Fixed IP addr	: 192.168.10.21


 Service IP addr	: 192.168.10.23


 Netmask	: 255.255.255.0


eigyou2


 [IPv4]


 Service IP addr : Invalid(192.168.10.40)


 Netmask	: Invalid(255.255.0.0)


MTU	: Invalid(1500,None)





Interface        : mng0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.0.20


 Service IP addr	: 192.168.0.30


 Netmask	: 255.255.255.0


node 1(D770102346) 


 [IPv4]


 Fixed IP addr	: Invalid(None)


 Service IP addr	: -


 Netmask	: Invalid(None)


MTU	: Invalid(1500,None)





[OS version 3.1.0-XX or later]





The value of the fixed IP address, virtual IP address, net mask, and MTU of the other side node of the mng0 cannot be acquired








The value of the eth0 Virtual Server IP address is invalid





$ sudo iflist


Interface	:	eth0


node 0(D770102342)


Fixed IP addr	:	192.168.10.20


Service IP addr	:	192.168.10.22


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	Unknown


Service IP addr	:	Unknown


Netmask	:	Unknown


MTU	:	Invalid(1500,None)








Interface	:	eth1(Not used)





Interface	:	eth2(Not used)





Interface	:	eth3(Not used)





Interface	:	mng0


node 0(D770102342)


Fixed IP addr	:	192.168.0.20


Service IP addr	:	192.168.0.30


Netmask	:	255.255.255.0


node 1(D770102346)


Fixed IP addr	:	Unknown


Service IP addr	:	Unknown


Netmask	:	Unknown


MTU	:	Invalid(1500, Unknown)





Information of the other side node of mng0 cannot be acquired





Information of the other side node of eth0 cannot be acquired





$ sudo iflist –v


Interface	: eth0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.10.20


 Service IP addr	: 192.168.10.22


 Netmask	: 255.255.255.0


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: Unknown


 Service IP addr	: Unknown


 Netmask	: Unknown


eigyou2


 [IPv4]


 Service IP addr	: Unknown


 Netmask	: Unknown


MTU	: Invalid(1500,Unknown)





Interface	: eth1(Not used)





Interface	: eth2(Not used)





Interface	: eth3(Not used)





Interface	: mng0


node 0(D770102342)


 [IPv4]


 Fixed IP addr	: 192.168.0.20


 Service IP addr	: -


 Netmask	: 255.255.255.0


node 1(D770102346)


 [IPv4]


 Fixed IP addr	: Unknown


 Service IP addr	: -


 Netmask	: Unknown


MTU	: Invalid(1500,Unknown)





Information of the other side node of eth0 cannot be acquired





The information of the Virtual Server eigyou2 cannot be acquired.





Information of the other side node of mng0 cannot be acquired





$ sudo fpstatus


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Status


path000-0004-0A   N0-T000      fc0004       10000000c98a9f2e   0A                50060e801024e8e0  Online


path000-0006-1C   N0-T000      fc0006       10000000c98db65a  1C                50060e801024e8e6  Online





1





2





3





4





5





6





7





Output format of fpstatus -v





Path                      Target           HostPort HostPortWWN       ArrayPort  ArrayPortWWN       Model     Serial         Status


path000-0004-0A N0-T000      fc0004   10000000c98a9f2e  0A             50060e801024e8e0  AMS       85010110  Online


path000-0006-1C N0-T000      fc0006   10000000c98db65a 1C             50060e801024e8e6  AMS       85010110  Offline
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Output format of fpstatus --allnode


node 0(DJ8RMPBX)


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Model     Serial         Status


path000-0004-0A   N0-T000      fc0004       10000000c98a9f2e    0A               50060e801024e8e0    AMS      85010110   Online


path000-0006-1C   N0-T000      fc0006       10000000c98db65a   1C               50060e801024e8e6    AMS      85010110   Online


path001-0004-0A   N0-T001      fc0004       10000000c98f8f2e    0A               50060e80102448e0    AMS      85010201   Online


path001-0006-1C   N0-T001      fc0006       10000000c98ed65a   1C               50060e80102448e6    AMS      85010201   Online





node 1(D79RMPDX)


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Model     Serial         Status


path000-0004-0C   N1-T000      fc0004       10000000c98bb92e   0C               50060e801024e8e0    AMS      85010110   Online


path000-0006-1A   N1-T000      fc0006       10000000c98ccb5a   1A               50060e801024e8e6    AMS       85010110   Online


path001-0004-0C   N1-T001      fc0004       10000000c98a012e   0C               50060e80102448e0    AMS       85010201   Online


path001-0006-1A   N1-T001      fc0006       10000000c98d985a   1A                50060e80102448e6   AMS       85010201   Online
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Output format of fpstatus --lupath


Model          Serial   LDEV(   hex)    ArrayPort   Target         HostPort    HostPortWWN           Status        Mismatch


AMS     85010110     100(  0064)      0A              N0-T000    fc0004       10000000c98a9f2e      Online        -


AMS     85010110     100(  0064)      1C              N0-T000    fc0006       10000000c98db65a     Online        -


AMS     85010110     100(  0064)      0C              N1-T000    fc0004       10000000c98bb92e     Online        -


AMS     85010110     100(  0064)      1A              N1-T000    fc0006       10000000c98ccb5a     Online        -


AMS     85010201       22(  0016)      0A              N0-T001    fc0004       10000000c98f8f2e      Online        -


AMS     85010201       22(  0016)      1C              N0-T001    fc0006       10000000c98ed65a     Online        -


AMS     85010201       22(  0016)      0C              N1-T001    fc0004       10000000c98a012e     Online        -


AMS     85010201       22(  0016)      1A              N1-T001    fc0006       10000000c98d985a     Online        -
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$ sudo fpstatus


Path                       Target          HostPort  HostPortWWN          ArrayPort  ArrayPortWWN        Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e   0A             50060e801024e8e0    Online


path000-0006-1C N0-T000      fc0006     10000000c98db65a  1C             50060e801024e8e6    Online





$ sudo fpstatus


Path                       Target          HostPort  HostPortWWN           ArrayPort  ArrayPortWWN         Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e    0A              50060e801024e8e0    Online


path000-0006-1C N0-T000      fc0006     10000000c98db65a   1C              50060e801024e8e6     Error





KAQM32019-W An FC path is not in a normal state.





$ sudo fpstatus path000-0004-0A


Path                      Target           HostPort  HostPortWWN          ArrayPort  ArrayPortWWN          Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e   0A               50060e801024e8e0   Online





$ sudo fpstatus -v


Path                      Target           HostPort  HostPortWWN          ArrayPort  ArrayPortWWN        Model       Serial      Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e    0A             50060e801024e8e0   AMS        85010110 Online


path000-0006-1C N0-T000      fc0006     10000000c98db65a   1C             50060e801024e8e6   AMS        85010110 Online





Model and Serial are displayed





$ sudo fpstatus -c


Path                       Target          HostPort  HostPortWWN          ArrayPort  ArrayPortWWN        Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e   0A             50060e801024e8e0    Online


path000-0006-1C N0-T000      fc0006     10000000c98db65a  1C             50060e801024e8e6    Online





$ sudo fpstatus -c


Path                       Target          HostPort  HostPortWWN           ArrayPort  ArrayPortWWN         Status


path000-0004-0A N0-T000      fc0004     10000000c98a9f2e    0A              50060e801024e8e0    Online


path000-0006-1C N0-T000      fc0006     10000000c98db65a   1C              50060e801024e8e6     Error





KAQM32019-W An FC path is not in a normal state.





Output format of fpstatus --allnode


node 0(DJ8RMPBX)


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Model     Serial         Status


path000-0004-0A   N0-T000      fc0004       10000000c98a9f2e   0A               50060e801024e8e0    AMS      85010110   Online


path000-0006-1C   N0-T000      fc0006       10000000c98db65a  1C               50060e801024e8e6    AMS      85010110   Online


path001-0004-0A   N0-T001      fc0004       10000000c98f8f2e   0A               50060e80102448e0    AMS      85010201   Online


path001-0006-1C   N0-T001      fc0006       10000000c98ed65a  1C               50060e80102448e6    AMS      85010201   Online





node 1(D79RMPDX)


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Model     Serial         Status


path000-0004-0C   N1-T000      fc0004       10000000c98bb92e   0C               50060e801024e8e0    AMS      85010110   Online


path000-0006-1A   N1-T000      fc0006       10000000c98ccb5a   1A               50060e801024e8e6    AMS       85010110   Online


path001-0004-0A   N1-T001      fc0004       10000000c98a012e   0A               50060e80102448e0    AMS      85010201   Online


path001-0006-1C   N1-T001      fc0006       10000000c98d985a   1C               50060e80102448e6    AMS      85010201   Online





Output format of fpstatus --allnode


node 0(DJ8RMPBX)


Path                        Target           HostPort    HostPortWWN         ArrayPort     ArrayPortWWN       Model     Serial         Status


path000-0004-0A   N0-T000      fc0004       10000000c98a9f2e   0A               50060e801024e8e0    AMS      85010110   Online


path000-0006-1C   N0-T000      fc0006       10000000c98db65a  1C               50060e801024e8e6    AMS      85010110   Online


path001-0004-0A   N0-T001      fc0004       10000000c98f8f2e   0A               50060e80102448e0    AMS      85010201   Online


path001-0006-1C   N0-T001      fc0006       10000000c98ed65a  1C               50060e80102448e6    AMS      85010201   Online





KAQM32051-W FC path information could only be acquired for the node on which the operation was performed, because communication between the nodes is down.





$ sudo fpstatus --allnode


node 0(DJ8RMPBX)


Path                       Target      HostPort  HostPortWWN        ArrayPort  ArrayPortWWN       Model Serial Status


path000-0004-0A  N0-T000  fc0004    10000000c98a9f2e  0A              50060e801024e8e0  AMS  85010110 Configuration Mismatch


path000-0006-1C  N0-T000  fc0006    10000000c98db65a  1C             50060e801024e8e6  AMS  85010110 Configuration Mismatch


path001-0004-0A  N0-T001  fc0004    10000000c98f8f2e  0A              50060e80102448e0  AMS  85010201 Online


path001-0006-1C  N0-T001  fc0006    10000000c98ed65a  1C             50060e80102448e6  AMS  85010201 Online





node 1(D79RMPDX)


Path                       Target      HostPort  HostPortWWN        ArrayPort  ArrayPortWWN       Model Serial Status


path000-0004-0C  N1-T000  fc0004    10000000c98bb92e  0C            50060e801064d9e0  AMS     85010110 Online


path000-0006-1A  N1-T000  fc0006    10000000c98ccb5a  1A            50060e801064d9e6  AMS     85010110 Online


path001-0004-0C  N1-T001  fc0004    10000000c98a012e  0C            50060e80106449d0  AMS     85010001 Configuration Mismatch


path001-0006-1A  N1-T001  fc0006    10000000c98d985a  1A            50060e80106449d6  AMS     85010001 Configuration Mismatch
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Output format of fpstatus --lupath


Model          Serial   LDEV(   hex)   ArrayPort   Target         HostPort    HostPortWWN           Status        Mismatch


AMS     85010110       100(  0064)   0A              N0-T000    fc0004       10000000c98a9f2e      Online       -


AMS     85010110       100(  0064)   1C              N0-T000    fc0006       10000000c98db65a     Online       -


AMS     85010110       100(  0064)   0C              N1-T000    fc0004       10000000c98bb92e     Online       -


AMS     85010110       100(  0064)   1A              N1-T000    fc0006       10000000c98ccb5a     Online       -


AMS     85010110       101(  0065)   0A              N0-T000    fc0004       10000000c98a9f2e      Online       -


AMS     85010110       101(  0065)   1C              N0-T000    fc0006       10000000c98db65a     Online       -


AMS     85010110       101(  0065)   0C              N1-T000    fc0004       10000000c98bb92e     Online       -


AMS     85010110       101(  0065)   1A              N1-T000    fc0006       10000000c98ccb5a     Online       -


AMS     85010201         22(  0016)   0A              N0-T001    fc0004       10000000c98f8f2e      Online       -


AMS     85010201         22(  0016)   1C              N0-T001    fc0006       10000000c98ed65a     Online       -


AMS     85010201         22(  0016)   0C              N1-T001    fc0004       10000000c98a012e     Online       -


AMS     85010201         22(  0016)   1A              N1-T001    fc0006       10000000c98d985a     Online       -


AMS     85010201         23(  0017)   0A              N0-T001    fc0004       10000000c98f8f2e      Online       -


AMS     85010201         23(  0017)   1C              N0-T001    fc0006       10000000c98ed65a     Online       -


AMS     85010201         23(  0017)   0C              N1-T001    fc0004       10000000c98a012e     Online       -


AMS     85010201         23(  0017)   1A              N1-T001    fc0006       10000000c98d985a     Online       -





Output format of fpstatus --lupath


Model          Serial   LDEV(   hex)    ArrayPort   Target         HostPort    HostPortWWN           Status        Mismatch


AMS     85010110       100(  0064)   0A               N0-T000    fc0004       10000000c98a9f2e      Online       *


AMS     85010110       100(  0064)   0C               N1-T000    fc0004       10000000c98bb92e      Online       -


AMS     85010110       100(  0064)   1A               N1-T000    fc0006       10000000c98ccb5a      Online       -


AMS     85010110       101(  0065)   0A               N0-T000    fc0004       10000000c98a9f2e      Online       -


AMS     85010110       101(  0065)   1C               N0-T000    fc0006       10000000c98db65a      Online       -


AMS     85010110       101(  0065)   0C               N1-T000    fc0004       10000000c98bb92e      Online       -


AMS     85010110       101(  0065)   1A               N1-T000    fc0006       10000000c98ccb5a      Online       -


AMS     85010201         22(  0016)   0A               N0-T001    fc0004       10000000c98f8f2e      Online       -


AMS     85010201         22(  0016)   1C               N0-T001    fc0006       10000000c98ed65a      Online       -


AMS     85010201         22(  0016)   1A               N1-T001    fc0006       10000000c98d985a      Online       *


AMS     85010201         23(  0017)   0A               N0-T001    fc0004       10000000c98f8f2e      Online       -


AMS     85010201         23(  0017)   1C               N0-T001    fc0006       10000000c98ed65a      Online       -


AMS     85010201         23(  0017)   0C               N1-T001    fc0004       10000000c98a012e      Online       -


AMS     85010201         23(  0017)   1A               N1-T001    fc0006       10000000c98d985a      Online       -
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$ sudo fpstatus -v


Path                        Target      HostPort  HostPortWWN          ArrayPort  ArrayPortWWN       Model  Serial          Status


path000-0004-0A  N0-T000  fc0004      10000000c98a9f2e   0A              50060e801024e8e0  AMS    85010110  Online


path000-0005-1C  N0-T000  fc0005      10000000c98db65a  1C              50060e801024e8e6  AMS    85010110  Online





$ sudo fpstatus -v


Model          Serial   LDEV(   hex)     ArrayPort   Target         HostPort    HostPortWWN           Status         Mismatch


AMS     85010110   1011(  03F3)      0A               N0-T000    fc0004       10000000c98a9f2e     Online          -


AMS     85010110   1011(  03F3)      1C               N0-T000    fc0005       10000000c98db65a    Online          -





syseventlist output format





[Acquisition time]	


[SIM code] [SIM message sentence]


[Acquisition time]


[SIM code] [SIM message sentence]


[Acquisition time (virtual server time=Time of occurrence in Virtual Server)]


[SIMcode] [SIM message sentence](virtual server ID=[Virtual Server ID])


	(	(


	(	(


	(	(Repeat for the number of generations)


	(	(


	(	(


[Acquisition time]


[SIM code] [SIM message sentence]





*:	The contents of the local SIM log files for all the negations are displayed in order of the registration� (from the oldest).
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Oldest generation SIM





Second oldest generation SIM





Newest generation SIM
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SIM from Virtual Server





syseventlist output format








[Acquisition time]	[Host name] [SIM code] [SIM message sentence]


[Acquisition time]	[Host name] [SIM code] [SIM message sentence]


[Acquisition time (virtual server time=Time of occurrence in Virtual Server)] [Host name] [SIM code] [SIM message sentence] (virtual server ID=[Virtual Server ID])


	(	(


	(	(


	(	(Repeat for the number of generations)


	(	(


	(	(


[Acquisition time] 	[Host name] [SIM code] [SIM message sentence]





*:	The contents of the local SIM log files for all the negations are displayed in order of the registration� (from the oldest).
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Oldest generation SIM
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Second oldest generation SIM





SIM from Virtual Server





Newest generation SIM





$ sudo syseventlist


Thu May  7 12:02:26 JST 2009


KAQK39502-I OS is ready


Thu May  7 12:15:50 JST 2009


KAQG72013-W Communication via the sub heartbeat cable was interrupted.


  (Repeat for the number of items)





$ sudo syseventlist


Thu June	7 12:02:26 JST 2011


KAQK39502-I OS is ready


Thu June	7 12:15:50 JST 2011(virtual server time=Thu June  7 12:15:45 JST 2011)


KAQK39502-I OS is ready(virtual server ID=32)


  (Repeat for the number of items)





$ sudo syseventlist


June  7 12:02:26 DT119000010 KAQK39502-I OS is ready


June  7 12:15:50(virtual server time=June  7 12:15:45) DT119000010 KAQK39502-I OS is ready(virtual server ID=32)


  (Repeat for the number of items)





$ sudo syseventlist


Thu May	7 12:02:26	JST 2009


KAQK39502-I OS is ready


Thu May	7 12:15:50	JST 2009


KAQG72013-W Communication via the sub heartbeat cable was interrupted.


  (Repeat for the number of items)





C:\>pscp -scp -unsafe service@10.213.88.85:syseventlist.log C:\work.


service@10.213.88.85's password:


syseventlist.log          | 0 kB |   0.2 kB/s | ETA: 00:00:00 | 100%





$ sudo rmfile syseventlist.log





$ sudo nasping 192.168.0.21


PING 192.168.0.21 (192.168.0.21) 56(84) bytes of data.


64 bytes from 192.168.0.21: icmp_seq=1 ttl=64 time=3.88 ms


64 bytes from 192.168.0.21: icmp_seq=2 ttl=64 time=0.090 ms


64 bytes from 192.168.0.21: icmp_seq=3 ttl=64 time=0.089 ms


64 bytes from 192.168.0.21: icmp_seq=4 ttl=64 time=0.103 ms


64 bytes from 192.168.0.21: icmp_seq=5 ttl=64 time=0.101 ms


64 bytes from 192.168.0.21: icmp_seq=6 ttl=64 time=0.099 ms


64 bytes from 192.168.0.21: icmp_seq=7 ttl=64 time=0.145 ms


64 bytes from 192.168.0.21: icmp_seq=8 ttl=64 time=0.095 ms


64 bytes from 192.168.0.21: icmp_seq=9 ttl=64 time=0.093 ms


64 bytes from 192.168.0.21: icmp_seq=10 ttl=64 time=0.142 ms





--- 192.168.0.21 ping statistics ---


10 packets transmitted, 10 received, 0% packet loss, time 8999ms


rtt min/avg/max/mdev = 0.089/0.484/3.888/1.134 ms





$ sudo nasping -6 [fd00::20]


PING fd00::20(fd00::20) 56 data bytes


64 bytes from fd00::20: icmp_seq=1 ttl=64 time=0.023 ms


64 bytes from fd00::20: icmp_seq=2 ttl=64 time=0.027 ms


64 bytes from fd00::20: icmp_seq=3 ttl=64 time=0.027 ms


64 bytes from fd00::20: icmp_seq=4 ttl=64 time=0.021 ms


64 bytes from fd00::20: icmp_seq=5 ttl=64 time=0.035 ms


64 bytes from fd00::20: icmp_seq=6 ttl=64 time=0.026 ms


64 bytes from fd00::20: icmp_seq=7 ttl=64 time=0.026 ms


64 bytes from fd00::20: icmp_seq=8 ttl=64 time=0.029 ms


64 bytes from fd00::20: icmp_seq=9 ttl=64 time=0.027 ms


64 bytes from fd00::20: icmp_seq=10 ttl=64 time=0.028 ms





--- fd00::20 ping statistics ---


10 packets transmitted, 10 received, 0% packet loss, time 9005ms


rtt min/avg/max/mdev = 0.021/0.026/0.035/0.007 ms





$ sudo nasping 192.168.0.23


PING 192.168.0.23 (192.168.0.23) 56(84) bytes of data.


From 192.168.0.20 icmp_seq=1 Destination Host Unreachable


From 192.168.0.20 icmp_seq=2 Destination Host Unreachable


From 192.168.0.20 icmp_seq=3 Destination Host Unreachable


From 192.168.0.20 icmp_seq=5 Destination Host Unreachable


From 192.168.0.20 icmp_seq=6 Destination Host Unreachable


From 192.168.0.20 icmp_seq=7 Destination Host Unreachable


From 192.168.0.20 icmp_seq=8 Destination Host Unreachable


From 192.168.0.20 icmp_seq=9 Destination Host Unreachable


From 192.168.0.20 icmp_seq=10 Destination Host Unreachable





--- 192.168.0.23 ping statistics ---


10 packets transmitted, 0 received, +9 errors, 100% packet loss, time 9004ms, pipe 3





$ sudo nasping 11.213.30.140


PING 11.213.30.140 (11.213.30.140) 56(84) bytes of data.





--- 11.213.30.140 ping statistics ---


10 packets transmitted, 0 received, 100% packet loss, time 8999ms
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