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D.1
Replacing the Components
Table D.1-1 shows the parts to be replaced and the status of the OS operation to the node in replacement. The parts name of the hardware vendor is also shown in the following table because it must refer to “QuantaGrid Series D51B-2U Technical Guide” depends on the parts to be replaced.
Table 1-1  Parts to be Replaced and the Status of the OS Operation to the Node in Replacement (1/2)
	No.
	Component
	QuantaGrid Series D51B-2U Technical Guide component name
	Node configuration
	Node OS operation status
	Parts replacement
	Approximate work time

	
	
	
	
	On (*1)
	Off (*2)
	
	

	1
	Power Supply unit
	Power Supply unit
	Cluster configuration
	Y

(*3)
	Y
	‘D.1.1.1 Replacing the Power Supply Unit/ AC Cable (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.1.2 Replacing the Power Supply Unit/ AC Cable (single node configuration)’
	

	2
	Fan unit
	FAN Module
	Cluster configuration
	N
	Y
	‘D.1.2.1 Replacing the Fan Unit (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.2.2 Replacing the Fan Unit (single node configuration)’
	

	3
	Internal hard disk drive
Solid State Drive 

(SSD) (*5)
	Hard Disk Drive Assembly
	Cluster configuration
	Y

(*3)
	Y
	‘D.1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration)’
	90 minutes

	
	
	
	Single node configuration
	Y

(*4)
	
	‘D.1.3.2 Replacing the Internal Hard Disk Drive (single node configuration)’
	

	4
	RAID Controller
	Mezzanine
	Cluster configuration
	N
	Y
	‘D.1.4.1 Replacing the RAID Controller (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.4.2 Replacing the RAID Controller (single node configuration)’
	

	5
	Memory
	Memory Modules
	Cluster configuration
	N
	Y
	‘D.1.5.1 Replacing the Memory (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.5.2 Replacing the Memory (single node configuration)’
	

	6
	Fibre Channel Card
	Expansion Cards
	Cluster configuration
	N
	Y
	‘D.1.6.1 Replacing the Fibre Channel Card (cluster configuration)’
	60 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.6.2 Replacing the Fibre Channel Card (single node configuration)’
	

	7
	GbE-4Port Card

10GbE-1Port card

10GbE-2Port card
	Expansion Cards
	Cluster configuration
	N
	Y
	‘D.1.7.1 Replacing the GbE-4Port Card (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.7.2 Replacing the GbE-4Port Card (single node configuration)’
	

	8
	GbE-2Port Card (*5)
	OCP Mezzanine Board
	Cluster configuration
	N
	Y
	‘D.1.8.1 Replacing the GbE-2Port Card (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.8.2 Replacing the GbE-2Port Card (single node configuration)’
	

	*1:
The node is in operation.
*2:
A failover to the other node was performed and user service has been continued.
*3:
Only in the case of one target failed part, it can be replaced while the power is turned on (in the case of two failed parts, they need to be replaced while the power is turned off).
*4:
In the case of one failed HDD(SSD) per 1RAID group, it can be replaced while the power is turned on (in the case of two failed HDDs(SSDs) per 1RAID group, they need to be replaced while the power is turned off). However, in the case of RAID6, even if the two failed HDDs(SSDs), they can be replaced while the power is turned on).
*5:
Replace the SSD in the replacement procedure of the Internal hard disk drive. In addition, in the cluster configuration,  it does not support the SSD.


Table 1-1  Parts to be Replaced and the Status of the OS Operation to the Node in Replacement (2/2)
	No.
	Component
	QuantaGrid Series D51B-2U Technical Guide component name
	Node configuration
	Node OS operation status
	Parts replacement
	Approximate work time

	
	
	
	
	On (*1)
	Off (*2)
	
	

	9
	Motherboard
	Mainboard
	Cluster configuration
	N
	Y
	‘D.1.9.1 Replacing the Motherboard (cluster configuration)’
	50 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.9.2 Replacing the Motherboard (single node configuration)’
	

	10
	CPU
	Processor
	Cluster configuration
	N
	Y
	‘D.1.11.1 Replacing the CPU (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.11.2 Replacing the CPU (single node configuration)’
	

	11
	Lithium Battery
	Lithium Battery
	Cluster configuration
	N
	Y
	‘D.1.15.1 Replacing the Lithium Battery (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.15.2 Replacing the Lithium Battery (single node configuration)’
	

	12
	PCI Riser Board
	PCIe Riser Board
	Cluster configuration
	N
	Y
	‘D.1.16.1 Replacing the PCI Riser Board (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.16.2 Replacing the PCI Riser Board (single node configuration)’
	

	13
	CPU Heat sink
	Processor Heat Sink
	Cluster configuration
	N
	Y
	‘D.1.17.1 Replacing the CPU Heatsink (cluster configuration)’
	30 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.17.2 Replacing the CPU Heatsink (single node configuration)’
	

	14
	Internal RAID Battery
	SuperCap
	Cluster configuration
	(
	(
	(
	(

	
	
	
	Single node configuration
	N
	Y
	‘D.1.22 Replacing the Internal RAID Battery (single node configuration)’
	30 minutes

	15
	SFP module (*7)
	(
	Cluster configuration
	N
	Y
	‘D.1.24.1 Replacing the SFP module (cluster configuration)’
	10 minutes

	
	
	
	Single node configuration
	
	
	‘D.1.24.2 Replacing the SFP module (single node configuration)’
	

	*1:
The node is in operation.
*2:
A failover to the other node was performed and user service has been continued.
*6:
OCP Mezzanine Board is the part to be replaced.
*7:
Transceivers is the part to be replaced.


D.1.1
Replacing the Power Supply Unit/ AC Cable
For the cluster configuration, refer to D.1.1.1 Replacing the Power Supply Unit/ AC Cable (cluster configuration).
For the single node configuration, refer to ‘D.1.1.2 Replacing the Power Supply Unit/ AC Cable (single node configuration)’.

D.1.1.1
Replacing the Power Supply Unit/ AC Cable (cluster configuration)
Select either method:
Table D.1.1.1-1  Replacing a power supply unit
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is running.
	(1) Replacement procedure while the node is in operation

	2
	The node is turned off.
	(2) Replacement procedure while the node is turned off


(1)
Replacement procedure while the node is in operation
NOTE:
When replacing AC cable, read the word of Power supply unit as AC cable.
(a)
Check the hardware status. Check that “failed” is displayed for either 0 or 1 in “Power Supply Information” on the screen.
(For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus.)’)
For the location of Power source slot where Power supply unit to be replace is mounted, refer to ‘A.2.2 Back side’. The Power source slot number is the value one (1) added to either zero (0) or one (1) of “Power Supply Information” confirmed above. 
(b)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the power supply unit.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the power supply unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.
(c)
Connect AC cable to the original location.
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of power supply unit is normal.
(d)
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.
(For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)
(2)
Replacement procedure while the node is turned off
NOTE:
When replacing AC cable, read the word of power supply unit as AC cable.
(a)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the power supply unit.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the power supply unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(c)
Connect AC cable to the original location.
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of power supply unit is normal.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(d)
This procedure is unnecessary when the node is started by connecting cables at (c).
Press the power button to turn on the power. Refer to “QuantaGrid Series D51B-2U Technical Guide” again and confirm that the status of power supply unit is normal.
(e)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (f).
If the login prompt window is displayed, proceed to the step (f).
(f)
Confirm the node status on the other side. 
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE]. For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(g)
Check the hardware status.
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(h)
Return to the step (f) of “Replacement ‘1.1.1 Replacing the Power Supply Unit/ AC Cable (2) Replacement procedure while the node is turned off’ (REP 01-0040)”, and execute the rest of the procedures.
D.1.1.2
Replacing the Power Supply Unit/ AC Cable (single node configuration)
Select either method:
Table D.1.1.2-1  Replacing a power supply unit
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is running.
	(1) Replacement procedure while the node is in operation

	2
	The node is turned off.
	(2) Replacement procedure while the node is turned off


(1)
Replacement procedure while the node is in operation
NOTE:
When replacing AC cable, read the word of Power supply unit as AC cable.
(a)
Check the hardware status. Check that “failed” is displayed for either 0 or 1 in “Power Supply Information” on the screen.
(For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus.)’)
For the location of Power source slot where Power supply unit to be replace is mounted, refer to‘A.2.2 Back side’. The Power source slot number is the value one (1) added to either zero (0) or one (1) of “Power Supply Information” confirmed above. 
(b)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the power supply unit.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the power supply unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.
(c)
Connect AC cable to the original location.
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of power supply unit is normal.
(d)
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.
(For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)
(2)
Replacement procedure while the node is turned off
(a)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the power supply unit.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the power supply unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.
(b)
Connect AC cable to the original location.
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of power supply unit is normal.
(c)
This procedure is unnecessary when the node is started by connecting cables at (b).
Press the power button to turn on the power. Refer to “QuantaGrid Series D51B-2U Technical Guide” again and confirm that the status of power supply unit is normal.
(d)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (e).
If the login prompt window is displayed, proceed to the step (e).
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(e)
Check if the resource group is running normally. 

Execute rgstatus command to confirm whether the resource group is running normally.
For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
(f)
Check the hardware status. Check whether “ok” is displayed for both 0 and 1 of “Power Supply Information” on the screen.

For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(g)
Return to the step (d) of “Replacement ‘1.1.2 Replacing the Power Supply Unit/ AC cable (single node configuration) (2) Replacement procedure while the node is turned off’ (REP 01-0060)” and execute the rest of the procedures.

D.1.2
Replacing the Fan Unit
For the cluster configuration, refer to D.1.2.1 Replacing the Fan Unit (cluster configuration).
For the single node configuration, refer to ‘D.1.2.2 Replacing the Fan Unit (single node configuration)’.

D.1.2.1
Replacing the Fan Unit (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the fan unit.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the fan unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.
(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6). If the login prompt window is displayed, proceed to step (6).
(6)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(7)
After the OS is started on the node, check the following item.
Check the hardware status. Check whether “ok” is displayed for all items of “FAN Information” on the screen. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.2.2
Replacing the Fan Unit (single node configuration)

(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and execute fan unit replacement.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the fan unit. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.
(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(7)
After the OS is started on the node, check the following.
Check the hardware status. Check whether “ok” is displayed for all items of “FAN Information” on the screen. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.3
Replacing the Internal Hard Disk Drive
For the cluster configuration, refer to D.1.3.1 Replacing the Internal Hard Disk Drive (cluster configuration).
For the single node configuration, refer to ‘D.1.3.2 Replacing the Internal Hard Disk Drive (single node configuration)’.

D.1.3.1
Replacing the Internal Hard Disk Drive (cluster configuration)

Select either method:
NOTE:(
Note that replacement of one internal hard disk drive must be performed while the node is in operation, and replacement of two internal hard disk drives must be performed while the node is turned off.
(
Replacement of one internal hard disk drive is either failure replacement or preventive replacement.
Table D.1.3.1-1 Replacing internal hard disk drive
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is running
(replacement of one internal HDD)
	(1) Replacement procedure while the node is in operation 
(replacement of one internal HDD)

	2
	The node is turned off.
(replacement of two internal HDDs)
	(2) Replacement procedure while the node is turned off 
(replacement of two internal HDDs)


(1)
Replacement procedure while the node is in operation (replacement of one internal HDD)
NOTE:
Note that replacement of one internal hard disk drive must be performed while the node is in operation. It cannot be performed while the node is turned off.
(a)
Check whether one of following SIM message is displayed. (Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.)
(
In the case of internal HDD failure, check the status of the hardware, and confirm the “InternalHDD Information” on the window shows “failed” in either of 12 and 13. (for the confirmation of the hardware, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(
In the case of internal HDD preventing replacement, check if “KAQK37512-E The number of internal RAID device media errors has exceeded the threshold.(internal_disk_number)” or “KAQK37514-E The number of internal RAID device S.M.A.R.T. warnings has exceeded the threshold (internal_disk_number)” is displayed on the window. 
The extension storage bay number for the HDD of the subject to be replaced becomes the value of internal_disk_number.
For the location of installing the extension storage bay, refer to ‘A.2.2 Back side’.
(b)
Refer to “Maintenance Tool ‘2.56 Status Information Acquisition of the Virtual Disk and the Physical Disk (state.sh)’ (MNTT 02-3110),” and collect the status information of the current internal HDD.
(c)
Refer to “Maintenance Tool ‘2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)’ (MNTT 02-3080)”, and confirm the obtained log.
(d)
Replace the internal hard disk drive in accordance with the procedure of “Solid-State Disk” in “QuantaGrid Series D51B-2U Technical Guide”.
NOTE: Precautions for parts replacement
When replacing internal HDD, replace it with the instruction described in “QuantaGrid Series D51B-2U Technical Guide”.
(e)
Refer to “Maintenance Tool ‘2.58 Confirmation of Rebuilding Progress of Physical Disk (rbldchk.sh)’ (MNTT 02-3170)”, and confirm the rebuilding progress. 
(f)
After replacing the internal HDD, confirm the following items. 
(
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of HDD is normal.
(
In the case of internal HDD preventing replacement, check if “KAQK37513-I The number of internal RAID device media errors has been cleared. (internal_disk_number) ” or “KAQK37515-I The number of internal RAID device S.M.A.R.T. warnings has been cleared (internal_disk_number) ” is displayed on the window. (for the confirmation of the message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
(
Check the hardware status. Check whether “ok” is displayed for “InternalHDD Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
The confirmation of the above items are all OK, the replacement procedure is complete. 
(2)
Replacement procedure while the node is turned off (replacement of two internal HDDs)
(a)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(b)
Replace the internal hard disk drive in accordance with the procedure of “Solid-State Disk” in “QuantaGrid Series D51B-2U Technical Guide”.
The power source must be stopped because the new installation is done after the replacement. 
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the internal HDD. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(c)
Execute newly installing the OS.
For the procedures, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
(d)
Perform settings after the installation is complete.
For the setting procedures, refer to “Set Up ‘5.1 Setting/ Confirmation after New Installation’ (SETUP 05-0000)”.
(e)
Restore the OS.
For the procedures, refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’ (MNTT 02-0460)”.
(f)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (g.)
If the login prompt window is displayed, proceed to the step (g.)
(g)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].

For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(h)
After the OS is started on the node, check the following items.
(
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of HDD is normal.
(
Check the hardware status. Check whether “ok” is displayed for “InternalHDD Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(i)
Return to the step (f) of the “Replacement ‘1.3.1 Replacing the Internal Hard Disk Drive (2) Replacement procedure while the node is turned off (replacement of two internal HDDs)’ (REP 01-0130)” and execute the rest of the procedures.
D.1.3.2
Replacing the Internal Hard Disk Drive (single node configuration)

NOTE:
If the RAID level check of the internal HDD has not been finished yet, check it in advance.
In case the node is in operation, refer to Internal HDD Information in ‘B.3.1 Displaying the Hardware Status (hwstatus)’ and check the number of failed HDDs and the location of expansion storage bay.
If there are 2 failed HDDs, specify --list" option for the vgrlist command and execute to confirm the displayed LU status (Refer to “Maintenance Tool ‘2.91 List of Volume Groups (vgrlist)’ (MNTT 02-4460)”.
If all displayed LU status is normal, refer to Table D.1.3.2-1. When displayed LU status has error, contact the Technical Support Center.

Execute the procedure by selecting one of the following methods:
Table D.1.3.2-1  Replacing a power supply unit
	Method
	Node status at replacement
	Replacement procedure

	1
	The node is in operation.
(in the case HDD  to be replaced (*1) is any of the followings)

・1 HDD on the front side of the node

・1 HDD on the back side of the node

・1 HDD on the front side and 1 HDD on the back side of the node

・2 HDDs on the front side of the node (In case the all vgrlist command  results, “LU status” are “normal”.)
	(1) Replacement procedure while the node is in operation

	2
	The node is turned off.
(in the case HDD  to be replaced (*1) is any of the followings)
・2 HDDs on the back side of the node
	(2) Replacement procedure while the node is turned off


*1:
For details of the location of HDD(s) to be replaced, refer to ‘A.2.1 Front side’ and ‘A.2.2 Back side.’
“HDD on the front side of the node” in the table above indicates Extension storage bay from 0 to 11, and “HDD on the back side of the node” indicates Extension storage bay 12 and 13.
(1)
Replacement procedure while the node is in operation
(a)
Check whether one of following SIM message is displayed. (Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.)
(
In the case of internal HDD failure, check the status of the hardware, and confirm the “InternalHDD Information” on the window shows “failed” in either. (for the confirmation of the hardware, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)
(
In the case of internal HDD preventing replacement, check if “KAQK37512-E The number of internal RAID device media errors has exceeded the threshold. (internal_disk_number)” or “KAQK37514-E The number of internal RAID device S.M.A.R.T. warnings has exceeded the threshold. (internal_disk_number)” is displayed on the window. 
The extension storage bay number for the HDD of the subject to be replaced becomes the value of internal_disk_number.
For the location of the extension storage bay, refer to ‘A.2.1 Front side’ and ‘A.2.2 Back side.’
(b)
Refer to “Maintenance Tool ‘2.56 Status Information Acquisition of the Virtual Disk and the Physical Disk (state.sh)’ (MNTT 02-3110),” and collect the status information of the current internal HDD.

(c)
Refer to “Maintenance Tool ‘2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)’ (MNTT 02-3080)”, and confirm the obtained log.
(d)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and execute internal hard disk drive replacement. If a failure occurs in 2 HDDs, replace 2 HDDs.
For the HDDs installed in the front of the node, replace HDDs in accordance with the procedure of “Hard Disk Drive Assembly” in “QuantaGrid Series D51B-2U Technical Guide”. In that case, a tray needs to be removed and installed in new HDDs.
For the HDDs on the rear side of the node, replace HDDs in accordance with the procedure of “Solid-State Disk” in “QuantaGrid Series D51B-2U Technical Guide”.
NOTE:
Precautions for parts replacement
When replacing internal HDD, replace it with the instruction described in “QuantaGrid Series D51B-2U Technical Guide”.

(e)
Refer to “Maintenance Tool ‘2.58 Confirmation of Rebuilding Progress of Physical Disk (rbldchk.sh)’ (MNTT 02-3170)”, and confirm the rebuilding progress. 

NOTE:
Depending on the configuration of the disk drive, it may take several hours to complete rebuild. If maintenance personnel cannot wait for the completion for certain reasons of the customer, click the [Esc] key to stop the command and ask the customer to confirm the completion of rebuild.
In that case, the customer can confirm completion of rebuild from hardware status of the internal HDD on maintenance GUI. In the case rebuild is in progress, “Rebuild” is displayed, and in the case rebuild is completed, “Normal” is displayed.
If the customer performs the confirmation, be sure to ask them not to turn off the power until rebuild is completed.
(f)
After replacing the internal HDD, confirm the following items. 

(
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of HDD is normal.
(
In the case of internal HDD preventing replacement, check if “KAQK37513-I The number of internal RAID device media errors has been cleared. (internal_disk_number) ” or “KAQK37515-I The number of internal RAID device S.M.A.R.T. warnings has been cleared. (internal_disk_number) ” is displayed on the window. (For the confirmation of the message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
(
Check the hardware status. Check whether “ok” is displayed for “InternalHDD Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
The confirmation of the above items are all OK, the replacement procedure is complete.

(2)
Replacement procedure while the node is turned off
(a)
Replace the internal hard disk drive in accordance with the procedure of “Solid-State Disk” in “QuantaGrid Series D51B-2U Technical Guide”.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the internal HDD. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.
(b)
The procedure differs depending on the configuration.
In case of the configuration using management port, refer to the procedure in Table D.1.3.2-2.

In case of the configuration using trunk 2 Data ports, ask the system administrator for the location of a free port of the IP-SW which the customer configures. Then, refer to the following tables depending on the case.

(
If IP-SW has a free port, refer to Table D.1.3.2-3

(
If IP-SW does not have a free port, refer to Table D.1.3.2-4

After completing the all referenced recovery procedure, proceed to the procedure (c).

Table D.1.3.2-2  Failure recovery procedures in the configuration using management port

	#
	Process
	Performed by
	Reference

	1
	Execute a new OS installation (*1) 
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	2
	Set after completing the installation
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	3
	Execute the OS data recovery
	System administrator
	(

	4
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	5
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by executing the CLI command open to the system administrator.
	System administrator
	(

	6
	Request I/O confirmation for the system
	System administrator
	(


*1:
When selecting the user data initialization on the initial installation, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.
Table D.1.3.2-3  Failure recovery procedures in the Configuration using trunk 2 Data ports 
(Free Port is Available in IP-SW)
	#
	Process
	Performed by
	Reference

	1
	Confirm with the system administrator the free port of the IP-SW which the customer configures, and connect the confirmed port and the management port of the node by the LAN cable. 
Connect the free port confirmed with the system administrator and the management port of the node by the LAN cable.
	Maintenance personnel
	(

	2
	Execute a new OS installation (*1)
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	3
	Set after completing the installation

(Set the IP address and the Routing that are used at the front-end LAN for the management port IP address. The IP address and the Routing that are used at the front-end LAN should be confirmed with the system administrator.)
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	4
	Execute the OS data recovery.
	System administrator
	(

	5
	After completing the recovery, remove the LAN cable connected to the management port. 
	Maintenance personnel
	(

	6
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	7
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by executing the CLI command open to the system administrator.
	System administrator
	(

	8
	Request I/O confirmation for the system
	System administrator
	(


*1:
When selecting the user data initialization on the initial installation, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.

Table D.1.3.2-4  Failure recovery procedures (Free Port is Not Available in IP-SW)

	#
	Process
	Performed by
	Reference

	1
	Disable VLAN/Link aggregation settings of IP-SW port which connecting to a node (ask the system administrator to leave a note of the settings so that the settings can be restored.). 
	System administrator
	(

	2
	Remove a LAN cable from a node data port which is connecting to the IP-SW port  which disabled at the above step #1 and reconnect to the management port (*2).
	Maintenance personnel
	(

	3
	Execute the initial OS installation (*1) 
	Maintenance personnel
	“Set up ‘Chapter 3 New Installation’ (SETUP 03-0000)”

	4
	Set after completing the installation. 
	Maintenance personnel
	“Set up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”

	5
	Execute the OS data recovery (*2).
	System administrator
	(

	6
	After the completion of failure recovery, put the LAN cable which was reconnected at the above step #2 back to the original data port.
	Maintenance personnel
	(

	7
	Restore the IP-SW settings (VLAN/Link aggregation) changed at the above step #1 .
	System administrator
	(

	8
	Confirm that no error message related to the file system or the file sharing is output
	System administrator
	(

	9
	In the configuration of HDI for Cloud, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command open to the system administrator.
	System administrator
	(

	10
	Request I/O confirmation for the system
	System administrator
	(


*1:
When selecting the user data initialization on the initial installation, KAQM35001-E, KAQM35003-E, and KAQM35007-E messages are output after the initial installation and before the restoration of the system LU, but continue the recovery procedures; you do not need to take measures for the messages.
*2:
KAQG81003-W is output after rebooting at the  time of the system LU recovery. However no particular action is required. Continue the recovery procedure.

(c)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
(d)
After replacing the internal HDD, confirm the following items.

(
Refer to “QuantaGrid Series D51B-2U Technical Guide” and confirm that the status of HDD is normal.
(
Check the hardware status. Check whether “ok” is displayed for “InternalHDD Information” on the screen.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the confirmation of the above items are all OK, the replacement procedure is complete.

D.1.4
Replacing the RAID Controller
For the cluster configuration, refer to D.1.4.1 Replacing the RAID Controller (cluster configuration).
For the single node configuration, refer to ‘D.1.4.2 Replacing the RAID Controller (single node configuration)’.

D.1.4.1
Replacing the RAID Controller (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the RAID controller.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the RAID controller. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(
Write mode before replacement is taken over to the write mode after replacement. Write through will be set in VD0 (OS LU).
(
When replacing RAID Controller, put the node back to the rack after removing Fibre Channel Card. Install Fibre Channel Card again after setting BIOS.
For how to remove Fibre Channel Card, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(4)
Check the BIOS version and the FW version. Refer to ‘B.2.6.3 RAID controller setting procedure (1)’.
If the version is not the specified version as the result of the confirmation, use the tool to change the version.
For the details, contact the Technical Support Center.
Go to step (5) after changing to the specified version.
(5)
Change the settings of RAID controller.
Refer to ‘B.2.8 Virtual Drive Consistency Checking Procedure (2)’ to disable the schedule of Consistency Check. Also, change the settings of RAID controller with reference to ‘B.2.6.3 RAID controller setting procedure (2)’.
(6)
Install Fibre Channel Card.
For how to install Fibre Channel Card, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(7)
Confirm that a node failure is not displayed in Event Log and Sensor Readings using MegaRAC GUI.
Other parts might be replaced depending on the confirmation result of Event Log and Sensor Readings.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the part to be replaced.
(8)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(9)
Confirm that the OS startup of the node is completed.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (10).
If the login prompt window is displayed, proceed to the step (10).
(10)
Check status of the other node.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(11)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.4.2
Replacing the RAID Controller (single node configuration)

(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

If it is not possible to stop the OS by executing nasshutdown command, press the power button a little longer.
(2)
Start OS with the maintenance mode and collect a log.
Perform the all procedures described in “Maintenance Tool ‘2.19.2 (2) Collecting log files in maintenance mode’ (MNTT 02-1330)” and forward the log file to the maintenance PC.
Send the collected log to the Technical Support Center and request them to check whether the log needs the consistency check in Step (8).
(3)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(4)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the RAID controller.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the RAID controller. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.

(
Write mode before replacement is taken over to the write mode after replacement. Write through will be set in VD0 (OS LU) and VD1 (CM LU), Write back will be set in VDx (“x” is a value more than 1) (User LU).
(5)
Reconnect all external cables disconnected before replacing the parts to the original locations.
(6)
Check the BIOS version and the FW version. Refer to ‘B.2.6.3 RAID controller setting procedure (1)’.
If the version is not the specified version as the result of the confirmation, use the tool to change the version.
For the details, contact the Technical Support Center.
Go to step (7) after changing to the specified version.
(7)
Change the settings of RAID controller.
Refer to ‘B.2.8 Virtual Drive Consistency Checking Procedure (2)’ to disable the schedule of Consistency Check. Also, change the settings of RAID controller with reference to ‘B.2.6.3 RAID controller setting procedure (2)’.
(8)
If it is the preventive replacement, this step is not required. Skip (8) and go to (9). If the replacement is due to the failure, As the result of the enquiry stated in step (2), if the consistency check is required, refer to ‘B.2.8 Virtual Drive Consistency Checking Procedure’ to perform the consistency check (*1). Execute the following procedure. 
If it is not the preventive replacement, go to step (9).
*1:
It may take a long time to check depending on the size of the user LU.
(9)
Turn on the power button to confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (10).
If the login prompt window is displayed, proceed to the step (10).
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(10)
If it is the preventive replacement, this step is not required. Skip (10) and go to (11). If the replacement is due to the failure, execute the following procedure.
Check the output SIM.
Execute syseventlist command to check whether either of SIMs in Table D.1.4.2-1 is output. For details, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360.)”
When either of SIMs is output, write down the SIM ID and the Detail Code.

When neither of SIMs is output, request the system administrator to delete and re-create the file system and restore the user data.
Table D.1.4.2-1  SIM List to Check Output

	#
	SIM message ID
	Detail Code
	Description

	1
	KAQK39500-E
	00 00 00 02
	A user file system is blocked.

	2
	KAQK37524-W
	All the code
	A cache backup module failure was detected.


(11)
Confirm that the resource group is operated normally.
Execute rgstatus command to confirm that the resource group is operating normally. Refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)” for the method of the confirmation.
(12)
When a consistency check is scheduled, inform the system administrator that the replaced RAID controller needs to have rescheduling. Also, inform the scheduling should be executed after the maintenance operation.

(13)
Return to step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.5
Replacing the Memory
For the cluster configuration, refer to D.1.5.1 Replacing the Memory (cluster configuration).
For the single node configuration, refer to ‘D.1.5.2 Replacing the Memory (single node configuration)’.

D.1.5.1
Replacing the Memory (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the memory.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the memory. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6). If the login prompt window is displayed, proceed to step (6).
(6)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other side (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(7)
After the OS is started on the node, check the hardware status. Confirm whether “installed” is displayed for the status of where the memory replacement was executed in “Memory Information” on the screen. (For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)

(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”and execute the rest of procedures.
D.1.5.2
Replacing the Memory (single node configuration)
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the memory.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the memory. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.
(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6). If the login prompt window is displayed, proceed to step (6).

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(7)
After the OS is started on the node, check the hardware status. Confirm whether “installed” is displayed for the status of where the memory replacement was executed in “Memory Information” on the screen. (For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.)

(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of procedures.

D.1.6
Replacing the Fibre Channel Card
For the cluster configuration, refer to D.1.6.1 Replacing the Fibre Channel Card (cluster configuration).
For the single node configuration, refer to ‘D.1.6.2 Replacing the Fibre Channel Card (single node configuration)’.

D.1.6.1
Replacing the Fibre Channel Card (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
When replacing FC card due to occurrence of cluster management LU failure or the both paths failures of the target node, execute nasshutdown command with “—force” option attached.
When the setting of host group security mode is enabled, execute the operation from the step (2).

When the setting of host group security mode is disabled, execute the operation from the step (3). 

(2)
Record WWNs corresponding to the both FC ports of the ordered service part because changing the WWNs is required after replacing parts.
(
The Fibre Channel card has one WWN corresponding to the “PORT 0” and the other WWN corresponding to the “PORT 1”, which are written after the “IEEE ADDRESS” in the back of the card. Make sure you clearly identify the WWN of each port.
(
A port with smaller port name is “PORT 0.”
(e.g., when the port names are fc0002 and fc0003, fc0002 is “PORT 0.”)
(
Each WWN written on the Fibre Channel card consists of 12 digits and the first four digits (1000) are omitted. Therefore, when you record a WWN, add 1000 at the beginning and make sure the WWN is 16 digits.
(3)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(4)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the Fibre Channel card.
After the replacement, the power source must be stopped because the connection of Fibre Channel cable and the setting of the host group security are required to be set.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the Fibre Channel card. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(5)
Check the BIOS version and the FW version. Refer to ‘B.2.9 (3) Confirming HBA version ’.
If the version is not the specified version as the result of the confirmation, use the tool to change the version.
For the details, contact the Technical Support Center.
Go to step (6) after changing to the specified version.
(6)
When the setting of host group security mode is enabled, write down the WWNs of the parts that are removed at the step (4).
When the setting of the host group security mode is disabled, execute the operation from the step (7). 
NOTE:
In the case of Emulex HBA, each WWN written on the Fibre Channel card consists of 12 digits and the first four digits (1000) are omitted. Therefore, when you record a WWN, add 1000 at the beginning and make sure the WWN is 16 digits.
(7)
To change the WWNs registered to the connection ports on the disk array subsystem, refer to “LUN Manager User’s Guide” for the AMS2000 series or HUS100 series, and if USP V, USP VM, VSP, VSP G1000, or HUS VM is connected, refer to “5.3.1.4. LUN Management” in the installation section of the maintenance manual of each system, and if VSP Gx00/VSP Fx00 is connected, refer to “System Administrator Guide” for VSP Gx00/VSP Fx00. To change the WWNs, delete the WWNs recorded in step (6) and then register the WWNs recorded in step (2).
Change the WWN registered for each connection destination port.
(8)
After completion of step (7), if the FC-SW is not used, skip this step. If the FC-SW is used, request the system administrator to change the FC-SW WWN zoning by deleting the WWN that you took a note of in step (6) and registering the WWN that you took a note of in step (2).
(9)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(10)
After the OS is started, log in the node from the maintenance PC. It normally takes approximately 10 minutes until the OS is completely started.
For the login, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.
NOTE:
You can log in the node from the maintenance PC even if communication with the array was not restored after the FC card replacement. However, in that case, do not execute the commands that affect cluster operation such as clstatus command, etc.
(11)
Confirm that the port of Fibre Channel card linked up.

(
Check the LED statuses on the new Fibre Channel card. Make sure at least one port is linked up.
For the details of LED, contact the Technical Support Center.
(12)
Execute fpstatus command. If “Status” of both paths is “Error”, do not execute the rest of the procedures, return to Troubleshooting where you were originally referring to and execute the rest of the procedures there.
For the fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
(13)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”, and execute the rest of the procedures.

D.1.6.2
Replacing the Fibre Channel Card (single node configuration)
This is not a part to be replaced.
D.1.7
Replacing the GbE-4Port Card
For the cluster configuration, refer to D.1.7.1 Replacing the GbE-4Port Card (cluster configuration).
For the single node configuration, refer to ‘D.1.7.2 Replacing the GbE-4Port Card (single node configuration)’.

D.1.7.1
Replacing the GbE-4Port Card (cluster configuration)

NOTE:(
10GbE-1Port card is not supported for this model.

(
When replacing 10GbE-2Port card, read “GbE-4Port card” as “10GbE-2Port card.”
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the GbE-4Port card.
After the replacement, the power source must be stopped because the cables are required to be connected.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the GbE-4Port card. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(4)
After replacing the GbE-4Port card, reconnect the cables where they were if they are all removed at the replacing procedure, and press the power button on the node.
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
Be sure to reconnect the LAN cables to the same ports as before.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
(6)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].

For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(7)
After the OS is started, check the following.
Check the hardware status. Check whether “up” is displayed for the ports used in the new card in “Network Interface” on the screen. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.7.2
Replacing the GbE-4Port Card (single node configuration)

NOTE:(
10GbE-1Port card is not supported for this model.

(
When replacing 10GbE-2Port card, read “GbE-4Port card” as “10GbE-2Port card.”
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the GbE-4Port card.
After the replacement, the power source must be stopped because the cables are required to be connected.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the GbE-4Port card. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.

(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).

(6)
Check if the resource group is running normally.

Execute rgstatus command to confirm whether the resource group is running normally.
For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
(7)
After the OS is started, check the following.

(
Check the hardware status. Check that “up” is displayed in “Network Interface” on the screen as the status of the port which is used by the replaced card. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.8
Replacing the GbE-2Port Card
Replace the OCP mezzanine.
For the cluster configuration, refer to D.1.8.1 Replacing the GbE-2Port Card (cluster configuration).
For the single node configuration, refer to ‘D.1.8.2 Replacing the GbE-2Port Card (single node configuration)’.
D.1.8.1
Replacing the GbE-2Port Card (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the OCP mezzanine.
After the replacement, the power source must be stopped because the cables are required to be connected.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the OCP mezzanine. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(4)
After replacing the OCP mezzanine, reconnect the cables where they were if they are all removed at the replacing procedure. After reconnect the cables, turn on the power button.
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there is an instruction to let the reset port cable removed during operation, do not connect the reset port cable.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).

(6)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].

For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(7)
After the OS is started, check the following.
Check the hardware status.
Check that “up” is displayed in “Network Interface” on the screen as the status of the port which is used by the replaced card.
For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.8.2 Replacing the GbE-2Port Card (single node configuration)
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the OCP mezzanine.
After the replacement, the power source must be stopped because the cables are required to be connected.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the OCP mezzanine. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.

(4)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).

(6)
Check if the resource group is running normally.

Execute rgstatus command to confirm whether the resource group is running normally.
For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
(7)
After the OS is started, check the following.

(
Check the hardware status. Check that “up” is displayed in “Network Interface” on the screen as the status of the port which is used by the replaced card. For details about how to check the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.9
Replacing the Motherboard
For the cluster configuration, refer to D.1.9.1 Replacing the Motherboard (cluster configuration).
For the single node configuration, refer to ‘D.1.9.2 Replacing the Motherboard (single node configuration)’.
D.1.9.1
Replacing the Motherboard (cluster configuration)

NOTE:(
Prior to the replacement of the motherboard stated in this section, a confirmation whether the SIM message (KAQG72026-E) for the forced failover has been output to the other side of the node or not, needs to be finished.
If the confirmation has not been finished yet, check the SIM message on the other side of the node and also if the message "KAQG72026-E" has been output, execute ‘C.2.2.1 Failure determination procedure at the cluster configuration’ again. For the confirmation of SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
(
BMC setting must be the same before the replacement of the motherboard because the communication might not be available if the different BMC setting is done.
(1)
The replacement of the motherboard requires confirming and resetting the BMC. Therefore, confirm the BMC setting information, and write down the setting information. For the confirmation of the BMC setting, execute bmcctl command. If it is not available to log in to the node to be replaced, execute from the other side node. 
For more information about bmcctl command, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(2)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(3)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(4)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the motherboard.
After replacing it, reconnect all the cables except for network cables.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the motherboard.
(
When replacing the motherboard, do not install Fibre Channel Card in the motherboard again. Put the node back to the rack without installing Fibre Channel Card. Install Fibre Channel Card after setting BIOS.
(
After putting the node back to the rack, only reconnect the AC cable disconnected in step (3). Do not reconnect other external cables until an instruction is given.
(5)
Open the remote console window.
For connecting the remote console, refer to ‘B.1 Connection and Confirmation of OS Console.’
NOTE:
On the motherboard of the maintenance parts, DHCP of BMC interface is enabled. 
DHCP of BMC interface on the motherboard of the maintenance PC is enabled. 
It takes one to two minutes until the default IP address (192.168.0.120) is set automatically after the power is supplied to the node in step (4).
(6)
Confirm the BIOS version and the BMC Firmware Revision. 
Refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 1’.
If the BIOS version and the BMC Firmware Revision are not the specified version or revision as the result of the confirmation, use the tool to change the version or revision. For the details, contact the Technical Support Center. After changing to the specified version or revision, perform the procedure from step (5) again.
(7)
Change BMC network configuration.
Disable DHCP of IPv4. Also change BMC setting written down in step (1).
Also disable IPv6. For the details, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(8)
Perform the settings of PSU2. For the details, refer to ‘B.2.9 (2) Setting of Power supply unit’.
(9)
Perform the BIOS setting of the motherboard. For the details, refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 2’.
(10) Install Fibre Channel Card.
For how to install Fibre Channel Card, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(11)
Confirm that an error of node is not displayed in Event Log and Sensor Readings using MegaRAC GUI.
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the part to be replaced.
(12)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(13)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (14).
If the login prompt window is displayed, proceed to the step (14).
(14)
Check the information of the BMC interface. Check if the information is not changed with the written information before replacing the motherboard.

If the information has been changed, set to the information as the written information before replacing the mother board again. 

For the setting of the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
NOTE:
If the operation instruction to remove heartbeat cable and management cable has been given in the Troubleshooting / Troubleshooting by each Model of this manual prior to the execution of the replacement procedure, confirmation and setting f the BMC interface information are not required. They will be executed in the Troubleshooting section.
(15)
Execute the timeget command in the both node with no option specifying, and check that the present time matches in the both nodes. For the confirmation of the present time, make sure that the “Year, month, date, hour, and minute” are matched. For the present time confirmation, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
If they are not matched, write down the present time on the node of not replaced, and set the time again with the timeset command for the node that executed the replacement. Rebooting is required after the time setting. For the setting of the present time, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
(16)
After completion of step (15), check the following.
Check the hardware statuses on the both nodes to confirm that both the “status” and “connection” of “BMC Information” in the window are “ok”. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
NOTE:(
If under the recovery of the dual failure, confirm that the “status” in “BMC Information” of the motherboard replaced node shows “ok”.
Refer to ‘B.2.9 Other Setting/Confirmation Items (1) Confirmation of the setting of Hyper-threading’ and confirm that the setting of Hyper-threading is [Disabled].
If the operation instruction to remove heartbeat cable and management cable has been given in the Troubleshooting / Troubleshooting by each Model of this manual prior to the execution of the replacement procedure, return to the part replacement section of the Troubleshooting instead of proceeding to the step (17).
(17)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”, and execute the rest of the procedures.

D.1.9.2
Replacing the Motherboard (single node configuration)

(1)
The replacement of the motherboard requires confirming and resetting the BMC. Therefore, confirm the BMC setting information, and write down the setting information. For the confirmation of the BMC setting, execute bmcctl command. If you cannot log in to the node, ask the system administrator.
For more information about bmcctl command, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(2)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After confirming that, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(3)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(4)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the motherboard.
After replacing it, reconnect all the cables except for network cables.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the motherboard.
(
After putting the node back to the rack, only reconnect the AC cable disconnected in step (3). Do not reconnect other external cables until an instruction is given.
(5)
Open the remote console window.
For connecting the remote console, refer to ‘B.1 Connection and Confirmation of OS Console.’
NOTE:
On the motherboard of the maintenance parts, DHCP of BMC interface is enabled. 
DHCP of BMC interface on the motherboard of the maintenance PC is enabled. 
It takes one to two minutes until the default IP address (192.168.0.120) is set automatically after the power is supplied to the node in step (4).
(6)
Confirm the BIOS version and the BMC Firmware Revision. 
Refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 1’.
If the BIOS version and the BMC Firmware Revision are not the specified version or revision as the result of the confirmation, use the tool to change the version or revision. For the details, contact the Technical Support Center. After changing to the specified version or revision, perform the procedure from step (5) again.
(7)
Change BMC network configuration.
Disable DHCP of IPv4. Also change BMC setting written down in step (1).
Also disable IPv6. For the details, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(8)
Confirm that an error of node is not displayed in Event Log and Sensor Readings using MegaRAC GUI.
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the part to be replaced.
(9)
Perform the settings of PSU2. For the details, refer to ‘B.2.9 (2) Setting of Power supply unit’.
(10)
Perform the BIOS setting of the motherboard. For the details, refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 2’.
(11)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
(12)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (13).
If the login prompt window is displayed, proceed to the step (13).

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(13)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(14) Check if the BMC interface setting is identical with the setting information recorded in the procedure (1). If the setting is different, reconfigure the setting by the information recorded in the procedure (1).
For the BMC interface setting, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(15)
After completion of step (14), check the following.
Check the hardware statuses on the both nodes to confirm that both “status” of “BMC Information” in the window are “ok”. (For checking the hardware status, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(16)
Refer to ‘B.2.9 Other Setting/Confirmation Items (1) Confirmation of the setting of Hyper-threading’ and confirm that the setting of Hyper-threading is [Disabled].

(17)
Collect the OS log of the node.
For the details about OS collection, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
(18)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.
D.1.10
Replacing the DVD Drive
This is not a part to be replaced.
D.1.11
Replacing the CPU
For the cluster configuration, refer to D.1.11.1 Replacing the CPU (cluster configuration).
For the single node configuration, refer to ‘D.1.11.2 Replacing the CPU (single node configuration)’.

D.1.11.1
Replacing the CPU (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the CPU.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the CPU. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the part to be replaced.

(4)
Connect all the cables to the node.
After replacing the CPU, reconnect the cables to the original position if they were removed before replacing, and press the power button on the node.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(6)
Confirm the status of the other node.

Execute the peerstatus command on the other (normal) node to check whether the status is [BOOT COMPLETE]. For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.
(7)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.11.2
Replacing the CPU (single node configuration)

(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the CPU.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the CPU. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the part to be replaced.

(4)
After replacing the CPU, reconnect all the cables to the original position if they were removed before replacing, and press the power button on the node.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(7)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.12
Replacing the HDD Backplane Board
This is not a part to be replaced.
D.1.13
Replacing the Front Panel Board
This is not a part to be replaced.
D.1.14
Replacing the PS Backboard
This is not a part to be replaced.
D.1.15
Replacing the Lithium Battery
For the cluster configuration, refer to D.1.15.1 Replacing the Lithium Battery (cluster configuration).
For the single node configuration, refer to ‘D.1.15.2 Replacing the Lithium Battery (single node configuration)’.

D.1.15.1
Replacing the Lithium Battery (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Replace the Lithium Battery. For the details, contact the Technical Support Center.
NOTE:(
When replacing Lithium Battery, put the node back to the rack after removing Fibre Channel Card. Install Fibre Channel Card again after setting BIOS.
For how to remove Fibre Channel Card, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(
After putting the node back to the rack, only reconnect the AC cable disconnected in step (2). Do not reconnect other external cables until an instruction is given.
(4)
Perform the BIOS setting of the motherboard. For the details, refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 2’.
(5)
Install Fibre Channel Card.
For how to install Fibre Channel Card, refer to “QuantaGrid Series D51B-2U Technical Guide”.
(6)
Confirm that an error of node is not displayed in Event Log and Sensor Readings using MegaRAC GUI.
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the part to be replaced.
(7)
Reconnect all external cables disconnected before replacing the parts to the original locations. Press the power button on the node to turn on the power.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(8)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (9).
If the login prompt window is displayed, proceed to the step (9).
(9)
Confirm the node status on the other side.

To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.
(10)
Confirm the time of the node.
Execute the timeget command in the both node with no option specifying, and check that the present time matches in the both nodes. For the confirmation of the present time, make sure that the “Year, month, date, hour, and minute” are matched. For the present time confirmation, refer to “Maintenance Tool ‘2.42 Acquisition of Time/ Time Zone (timeget)’ (MNTT 02-2430)”.
If they are not matched, write down the present time on the node of not replaced, and set the time again with the timeset command for the node that executed the replacement. Rebooting is required after the time setting. For the setting of the present time, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
(11)
Confirm the settings of Hyper-threading.
Refer to ‘B.2.9 Other Setting/Confirmation Items (1) Confirming the Hyper-threading settings’ to confirm that the setting of Hyper-threading is disabled.
(12)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.15.2
Replacing the Lithium Battery (single node configuration)

(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Replace the Lithium Battery. For the details, contact the Technical Support Center.
(4)
After replacing the Lithium Battery, reconnect the cables where they were if they are all removed at the replacing operation, and press the power button on the node.
(5)
Perform the BIOS setting of the motherboard. For the details, refer to ‘B.2 BIOS setting Table B.2-1 List of BIOS Setting Items of Motherboard 2’.
(6)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (7).
If the login prompt window is displayed, proceed to the step (7).
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(7)
Confirm the settings of Hyper-threading.
Refer to ‘B.2.9 Other Setting/Confirmation Items (1) Confirming the Hyper-threading settings’ to confirm that the setting of Hyper-threading is disabled.
(8)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(9)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.16
Replacing the PCI Riser Board
For the cluster configuration, refer to D.1.16.1 Replacing the Lithium Battery (cluster configuration).
For the single node configuration, refer to ‘D.1.16.2 Replacing the PCI Riser Board (single node configuration)’.

D.1.16.1
Replacing the PCI Riser Board (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
 Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the PCI Riser Board.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the PCI Riser Board. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Two types of PCI Riser Board are available. “QuantaGrid Series D51B-2U Technical Guide” describes only one replacement procedure. If the procedure of the failed PCI Riser Board is different from the one described in “QuantaGrid Series D51B-2U Technical Guide”, replace PCI Riser Board by using the described procedure as a guide.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the subject parts.

(4)
After replacing the PCI Riser Board, reconnect the cables where they were if they are all removed at the replacing operation, and press the power button on the node.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
(6)
Confirm the node status on the other side.
To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.

(7)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
D.1.16.2
Replacing the PCI Riser Board (single node configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
 Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the PCI Riser Board.
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the PCI Riser Board. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Two types of PCI Riser Board are available. “QuantaGrid Series D51B-2U Technical Guide” describes only one replacement procedure. If the procedure of the failed PCI Riser Board is different from the one described in “QuantaGrid Series D51B-2U Technical Guide”, replace PCI Riser Board by using the described procedure as a guide.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the subject parts.

(4)
After replacing the PCI Riser Board, reconnect the cables where they were if they are all removed at the replacing operation, and press the power button on the node.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.

(6)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(7)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.17
Replacing the CPU Heatsink
For the cluster configuration, refer to D.1.17.1 Replacing the CPU Heatsink (cluster configuration).
For the single node configuration, refer to ‘D.1.17.2 Replacing the CPU Heatsink (single node configuration)’.

D.1.17.1
Replacing the CPU Heatsink (cluster configuration)

(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the CPU Heatsink..
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the CPU Heatsink. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.1 Failure determination procedure at the cluster configuration’ and determine the part to be replaced.
(4)
After replacing the CPU Heatsink, reconnect the cables to the original position if they were removed before replacing, and press the power button on the node.
NOTE:
When there has been an instruction to let the heartbeat cable and maintenance port cable removed during operation before executing the replacement procedure, do not connect heartbeat cable and the maintenance port cable and just connect the other cables.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
(6)
Check whether the OS is completely started on the node. To check, execute the peerstatus command on the other (normal) node and check whether the status is [BOOT COMPLETE].
For details about how to check node status, refer to “Maintenance Tool ‘2.36 Displaying the Status of Other Side Node (peerstatus)’ (MNTT 02-2130)”.

NOTE:
Wait approximately 10 minutes until the OS is completely started.

(7)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.17.2
Replacing the CPU Heatsink (single node configuration)

(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the CPU Heatsink..
NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the CPU Heatsink. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the part to be replaced.
(4)
After replacing the CPU Heatsink, reconnect all the cables to the original position if they were removed before replacing, and press the power button on the node.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(7)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.18
Replacing the CPU Air Duct
This is not a part to be replaced.
D.1.19
Replacing the Cable
This is not a part to be replaced.
D.1.20
Replacing the BMC
Refer to ‘D.1.9 Replacing the Motherboard’, and execute the replacement of the motherboard.
D.1.21
Replacing the Management Port
Refer to ‘D.1.9 Replacing the Motherboard’, and execute the replacement of the motherboard.
D.1.22
Replacing the Internal RAID Battery
Replace the SuperCap.
For the cluster configuration, refer to D.1.22.1 Replacing the Internal RAID Battery (cluster configuration).
For the single node configuration, refer to ‘D.1.22.2 Replacing the Internal RAID Battery (single node configuration)’.
D.1.22.1
Replacing the Internal RAID Battery (cluster configuration)
This is not a part to be replaced.
D.1.22.2
Replacing the Internal RAID Battery (single node configuration)
(1)
Stop the OS on the target node.
Before stopping the OS of the node, ask the system administrator if the service can be stopped or not. After that confirmation, execute the operation.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect all the external cables connected to the node.
Write down the connecting point of the cables to reconnect them after parts replacement.
(3)
Refer to “QuantaGrid Series D51B-2U Technical Guide” and replace the SuperCap.

NOTE: Precautions for parts replacement
(
In accordance with the description in “QuantaGrid Series D51B-2U Technical Guide”, replace the SuperCap. Also confirm that a node error is not indicated in Event Log and Sensor Readings using MegaRAC GUI.
(
Depending on the confirmation result of Event Log and Sensor Readings, other parts might be replaced.
In this case, return to ‘C.2.2.2 Failure determination procedure at the single node configuration’ and determine the part to be replaced.
(4)
After replacing the SuperCap, reconnect all the cables to the original position if they were removed before replacing, and press the power button on the node.
(5)
Confirm that the OS startup of the node is complete.
Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
If the login prompt window is not displayed and a boot failure window is displayed, the OS startup was not successful because another failure occurred. Refer to ‘C.2.4 Diagnosis for OS Boot Failure’ and execute the solution to the failure. After the failure is solved, proceed to the step (6).
If the login prompt window is displayed, proceed to the step (6).
NOTE:
Wait approximately 10 minutes until the OS is completely started.
(6)
Check whether one of following SIM message is displayed. (Refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.)
・“KAQK37523-I Information regarding the internal RAID battery was detected. (time = -, code = 0x000000f2, content = Battery charge complete)”
(7)
Check if the resource group is running normally.
Execute the rgstatus command to confirm whether the resource group is running normally. For the method for confirmation, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.

(8)
Return to the step (c) of “Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)” and execute the rest of the procedures.

D.1.23
Replacing the USB Board

This is not a part to be replaced.
D.1.24
Replacing the SFP module

For the cluster configuration, refer to D.1.24.1 Replacing the SFP module (cluster configuration).
For the single node configuration, refer to ‘D.1.24.2 Replacing the SFP module (single node configuration)’.
D.1.24.1
Replacing the SFP module (cluster configuration)
NOTE:
SFP modules for 10GbE-2Port card are the target.
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(2)
Disconnect optical cables from all of the SFP modules to be replaced.
NOTE:
Perform marking or take other measures so as to reconnect the cables properly.
(3)
Replace the SFP module. For the details, contact the Technical Support Center.
(4)
Reconnect the cables that have been disconnected in step (2).
NOTE:
If a FC-SW is used, port zoning might be applied, so make sure that the cables are connected to the appropriate ports.
(5)
Turn the power button on.
Log in the node from the maintenance PC after the OS is started up. Normally it takes approximately 10 minutes until the startup of the OS is complete.

Refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)” for logging in.
(6)
Verify that the port of the installed SFP module is in the link-up state by mean of the LED indication on the SFP module. For the details of LED, contact the Technical Support Center.
(7)
Execute the hwstatus command. For the details of the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the status of the parts replaced port is “down”, confirm cable connection (erroneous wiring and connecting condition) again.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.

D.1.24.2
Replacing the SFP module (single node configuration)
NOTE:
SFP modules for 10GbE-2Port card are the target.
(1)
Stop the OS on the target node.
For details about how to stop the OS on a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.

(2)
Disconnect optical cables from all of the SFP modules to be replaced.
NOTE:
Perform marking or take other measures so as to reconnect the cables properly.
(3)
Replace the SFP module. For the details, contact the Technical Support Center.
(4)
Reconnect the cables that have been disconnected in step (2).
(5)
Turn the power button on.
Log in the node from the maintenance PC after the OS is started up. Normally it takes approximately 10 minutes until the start up of the OS is complete.

Refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)” for logging in.
(6)
Verify that the port of the installed SFP module is in the link-up state by mean of the LED indication on the SFP module. For the details of LED, contact the Technical Support Center.
(7)
Execute the hwstatus command. For the details of the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the status of the parts replaced port is “down”, confirm cable connection (erroneous wiring and connecting condition) again.
(8)
Return to the step (e) of “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)” and execute the rest of the procedures.
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