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This page is for editorial purpose only.
C.3
Messages
This chapter describes messages.
C.3.1
SIM Messages
SIM messages detected by HDI and the recovery methods are described below.
Table C.3.1-1  Message IDs (70000s)
	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQG70000-E
	Failover started, Node-<node-number>
	This message reports that a failover started at <#node>.
	(
	(

	KAQG70001-E
	Failover ended, Node-<node-number>
	This message reports that a failover was completed at <#node>.
	(
	(

	KAQG72001-E
	Failover ended(Move failed),Node-<node-number>
	This message reports that a failover failed.
	Perform the recovery procedure according to “Troubleshooting Chapter 1 Method of Local Initial Motion according to Maintenance Request”.
	“Troubleshooting ‘Chapter 1 Method of Local Initial Measures According to Maintenance Request’ (TRBL 01-0000)”

	KAQG72011-E
	Synchronization of the cluster information might become invalid.
	This message reports that a failure occurred in the internal database of the cluster.
	Perform the recovery procedure according to “Troubleshooting Chapter 1 Method of Local Initial Motion according to Maintenance Request”.
	“Troubleshooting ‘Chapter 1 Method of Local Initial Measures According to Maintenance Request’ (TRBL 01-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQG72012-W
	Communication via the main heartbeat cable was interrupted.
	A failure occurred in the main heartbeat cable.
	(
	Check if the KAQG72013-W message was reported before or after the KAQG72012-W message.
( If it was reported, two heartbeat cables are disconnected (Link down). Proceed to step(.
( If it was not reported, proceed to step(.
	(

	
	
	
	(
	Check if the heartbeat LAN cable, which is directory connecting between nodes, reported with this message is fully inserted or not. If it is not, insert it correctly.

Execute the hwstatus command from the maintenance PC to confirm that the heartbeat cable is connected.
( If the link-up is confirmed, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all the ports of the relevant node are in the normal status.
( If the link-down port is confirmed, proceed to step(
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Replace the main heartbeat cable.
After the replacement, execute the hwstatus command from the maintenance PC to confirm that the hb0 of Network Interface is in the state of up.

( If it is confirmed that the cable is connected, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that all ports of the relevant node are in the normal status.
( If it cannot be confirmed, proceed to step(.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Directly insert the LAN cable from the maintenance PC to each link-down port and check if the port becomes link-up (i.e., the LED lights up). For details about how to confirm link-up with LEDs, refer to “Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”.
( If all ports have recovered through the above procedure, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that all ports of the relevant node are in the normal status.
( If the link is still down after the above procedure, it is a port failure. It is necessary to replace NIC. Proceed to step(.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”
“Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQG72012-W
	Communication via the main heartbeat cable was interrupted.
	A failure occurred in the main heartbeat cable.
	(
	Replace the Motherboard.
After replacement, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and follow the recovery procedure.
	“Replacement ‘1.2 Parts Replacement Only when the Node is Turned Off’ (REP 01-0070)”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Check if the failover completion message (KAQK70001-E) was reported within 60 seconds before or after this message.
( If it is confirmed, refer to ‘C.2.3.4 Determination of node failures when a failover occurred’ and perform the recovery procedure.
( If it is not confirmed, refer to ‘C.2.3.2 Determination of management network failure’ and perform the recovery procedure.
	‘C.2.3.4 Determining the node failure when failover occurred’ 

‘C.2.3.2 Determination of management network failure’

	KAQG72013-W
	Communication via the sub heartbeat cable was interrupted.
	A failure occurred in the sub heartbeat cable.
	(
	Check if the KAQG72012-W message was reported before or after the KAQG72013-W message.
( If it was reported, two heartbeat cables are disconnected (Link down). Follow the procedure of ‘Message IDs (KAQG72012-W)’. (The execution of the procedure step( in the KAQG72012-W)

( If it was not reported, proceed to step(.
	Message IDs (KAQG72012-W)

	
	
	
	(
	A failure occurred on the way of connecting maintenance LAN port of the node. Follow the procedure of ‘C.2.2 Determination Procedure when a Failure Occurred’.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQG72014-I
	Communication via the main heartbeat cable was restored.
	The main heartbeat cable has recovered.
	(
	(

	KAQG72015-I
	Communication via the sub heartbeat cable was restored.
	The sub heartbeat cable has recovered.
	(
	(


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQG72026-E
	The resource group on the other node will be forcibly failed over to clear the DISABLE state of the cluster.
	Automatic forced failover occurred.
	A failure occurs on the power source or on the heartbeat channel and the reset channel connecting the both nodes.

Go to ‘C.2.2 Determination Procedure when a Failure Occurred’, and then execute the troubleshooting.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQG72027-E
	The OS will restart to clear the DISABLE state of the cluster.
	Automatic forced failover occurred on the other side node.
	(
	Check if the KAQG72026-E message was reported for the other side node at the same period of time.

(If it is reported, a failure has been occurred on the routes of heartbeat and reset that are connecting both nodes. 

Refer to ‘Message IDs (KAQG72026-E)’.

(If it was not reported, or the other side node is stopped, proceed to step(.
	Message IDs (KAQG72026-E)

	
	
	
	(
	It might be interrupted the process of forced failover due to another failure.

Refer to “Troubleshooting Chapter 6 Acquiring Failure Information”, and get the troubleshooting information. 

After that, contact to the technical support center. 
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	KAQG72028-W
	The forced failover state will be cleared because the problem on the other node has been resolved.
	The state of automatic forced failover is recovered.
	(
	(

	KAQG72029-E
	To clear the forced failover state, an attempt was made to restart the OS of the other node, but the attempt failed.
	Resetting of the other side node failed at the time of recovering the state of forced failover.
	The heartbeat channel that connected both nodes of a cluster where was in the state of automatic forced failover is recovered, but the reset process for the other side node has failed because there was still a failure on the reset channel.

Go to ‘C.2.2 Determination Procedure when a Failure Occurred’, and then execute the troubleshooting.
	‘C.2.2 Determination Procedure when a Failure Occurred’ 

	KAQG72030-E
	To clear the forced failover state, an attempt was made to release access protection on one more LUs, but the attempt failed.
	Releasing of the LU access protection failed at the time of recovering the state of forced failover. 
	The heartbeat channel that connected both nodes of a cluster in the state of automatic forced failover is recovered, but the release of LU access protection has failed.
Refer to “Troubleshooting 5.3 Measures when Releasing the LU Access Protection Failed”, and execute the recovery procedure.
	“Troubleshooting ‘5.3 Measures when Releasing the LU Access Protection Failed’ (TRBL 05-0530)”


Table C.3.1-2  Message IDs (80000s)
	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQG81003-W
	Trunking driver: One or more subdevices are down. <master-device-name>:<subdevice-name>,<subdevice-name>…
	Links of the reported driver are combined (i.e. the number of links increases or decreases).
	(
	In the cluster configuration, check if the KAQK39504-E message was reported for a different node from the failed one within 60 seconds before or after this message.
In the single node configuration, proceed to step(.
( If it is confirmed, follow the procedure of the KAQK39504-E message in “Troubleshooting Chapter 8 Messages” to perform maintenance.
( If it is not confirmed, proceed to step(.
	‘Message IDs (KAQK39504-E)’

	
	
	
	(
	Reinsert the cable to the link-down port reported in this message.

After all cables are reinserted into link-down ports, execute the hwstatus command again from the maintenance PC at the node where cables were reinserted.

Confirm that the reinserted ports have become link-up (recovered).
( If the port is still link-down (unrecovered) after reinserting the cable, proceed to step(.
( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that all ports of the corresponding node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Replace the cable of the link-down port reported in this message.

After replacing all cables, execute the hwstatus command again at the node where the cables were replaced.

Confirm that the port has become link-up (recovered).
( If the port is still link-down (unrecovered) after replacing the cable, proceed to step(.
( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that all ports of the relevant node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQG81003-W
	Trunking driver: One or more subdevices are down. <master-device-name>:<subdevice-name>,<subdevice-name>…
	Links of the reported driver are combined (i.e. the number of links increases or decreases).
	(
	Directly insert the LAN cable from the maintenance PC to the link-down port reported in this message and check if the port becomes link-up (i.e., the LED lights up). For details about how to confirm link-up with LEDs, refer to “Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”.
( If the link is still down after the above procedure, it is a port failure. Proceed to step(.
( If the relevant ports have a link-up through the above procedure, it seems the port failure on the user LAN switch. Request the system administrator to check and recover the relevant port.
If all ports are link-up (recovered), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that the relevant node is in the normal status.
	“Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	In the cluster configuration, replace the GbE-4Port card.

In the single node configuration, replace the Motherboard.

( If all ports are link-up (recovered), refer to Troubleshooting “Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that the relevant node is in the normal status.
	“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”
“Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’(REP 01-0090)”

	KAQG81004-I
	Trunking driver: The subdevices that were down have been recovered. <master-device-name>: <subdevice-name>, <subdevice-name>…
	Links of the reported driver are combined (i.e. down links have recovered).
	(
	(

	KAQG81101-W
	Trunking driver: The master device <link-combined-device-name> is down because all the sub-device were down.
	Failures occurred in all ports of the combined links.
	Check if the KAQG70001-E message was reported within 60 seconds before or after this message.
( If it is confirmed, proceed to step( of Troubleshooting ‘Message IDs (KAQG39504-E)’.
( If it is not confirmed, proceed to step( of ‘Message IDs (KAQG39504-E)’.
	‘Message IDs (KAQG39504-E)’

	KAQK81102-I
	Trunking driver: The sub-devices that were down have recovered, and the master device <link-combined-device> has recovered.
	All ports of the combined links have recovered.
	(
	(


Table C.3.1-3  Message IDs (30000s)
	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK30800-I
	Migration terminated. (Policy name: <policy-name>, Task id: <task-id>, Task status: <task-status>, Lastexec start time: <lastexec-start-time>, Lastexec end time: <lastexec-end-time>, Succeeded files: <succeeded-files>, Target files: <target-files>, Failed files: <failed-files>, Post-command result: <post-command-result>)
	The termination of the migration job occurred.
	(
	(

	KAQK31500-E
	PS failure detected(PS-Unit No)
	A failure occurred in the power supply indicated with the unit number.
	Replace the power supply of the indicated unit number. Refer to “Replacement 1.1 Replacing the Power Supply Unit/ AC Cable” and perform the procedure.
	“Replacement ‘1.1 Replacing the Power Supply Unit/ AC Cable’(REP 01-0030)”

	KAQK31501-I
	PS failure recovered(PS-Unit No)
	The power supply of the indicated unit number has recovered.
	(
	(

	KAQK31502-I
	PS added. (PS-Unit No)
	A power supply unit was added during operation.
	Request the system administrator to restore the power supply configuration to the original status.
	(

	KAQK31503-I
	PS removed(PS-Unit No)
	A power supply unit was removed during operation.
	Request the system administrator to restore the power supply configuration to the original status.
	(

	KAQK32500-E
	FAN failure detected(FAN- Unit No)
	A failure occurred in the fan indicated with the unit number.
	Replace the fan unit. Refer to “Replacement 1.2.1 Parts replacement only when the node is turned off (cluster configuration)” and perform the procedure.
	“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”

	KAQK32501-I
	FAN failure recovered(FAN- Unit No)
	The fan of the indicated unit number has recovered.
	(
	(

	KAQK36504-W
	NIC: Link down detected (<interface-name>)
	NIC became link-down.
	(
	Check if there are any messages IDs (KAQK39504-E) other than this message.

( If any message is found, refer to ‘Message IDs (KAQK39504-E)’.

( If no message is found, proceed to step(.
	‘Message IDs (KAQK39504-E)’


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK36504-W
	NIC: Link down detected (<interface-name>)
	NIC became link-down.
	(
	Reinsert the cable to each link-down port reported in this message. After all cables are reinserted into link-down ports, execute the hwstatus command again from the maintenance PC for the node where cables are reinserted. Confirm that the reinserted ports are link-up (recovered).

( If the port is still in the link-down (unrecovered) status after reinserting the cable, proceed to step(.

( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all data ports of the relevant node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Replace the cables of each link-down port. 

After replacing all cables, execute the hwstatus command again for the node where the cables were replaced.

Confirm that the port is link-up (recovered).

( If the port is still in the link-down (unrecovered) status after replacing the cables, proceed to step(.

( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all data ports of the relevant node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Replacement ‘1.5 Replacing the LAN Cable’(REP 01-0210)”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Directly insert the LAN cables from the maintenance PC to each link-down port and check if the port becomes link-up (i.e., the LED of the LAN port lights up on the node side). For details about how to confirm link-up with LEDs, refer to “Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”.
( If the link is still down after the above procedure, it is a port failure.
In the cluster configuration, replace the NIC.

In the single node configuration, replace the Motherboard.

( If the relevant ports have a link-up through the above procedure, it seems the port failure on the user LAN switch. Request the system administrator to check and recover the relevant port.
If all ports are link-up (recovered), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that the relevant node is in the normal status.
	“Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”
“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”
“Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’(REP 01-0090)”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK36700-E
	An FC path error has occurred. (number of LUs for which errors occurred = <number of LUs for which errors occurred>)
	FC path failure occurred.
The number of LUs for which errors occurred is detected.
	Follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred” and identify the failure location on the FC path.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQK36701-E
	Errors have occurred on all the FC paths. (number of LUs for which errors occurred = <number of LUs for which errors occurred>)
	Failures occurred in all paths to the LU.
The number of LUs for which errors occurred is detected.
	Check if the KAQK39527-E message was reported after this message.

( If it is confirmed, refer to “Message IDs (KAQK39527-E)”.

( If it is not confirmed, Confirm that the KAQK36700-E message was reported before this message. Perform the same procedure as for ‘Message IDs (KAQK36700-E)’.
	‘Message IDs (KAQK39527-E)’
“Message IDs (KAQK36700-E)”

	KAQK36703-E
	An attempt to allocate memory failed.
	Failed to allocate memory.
	Check if the KAQK36705-E message was reported after this message.
( If it is confirmed, refer to ‘Message IDs (KAQK36705-E)’.
( If it is not confirmed, follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred’ to identify the failure location on the FC path.
	“Message IDs (KAQK36705-E)”
‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQK36704-E
	An attempt to attach the HDLM driver (the filter component) has failed. Number of failed paths = <number>
	Unsupported storage is detected. 
	Request the system administrator to check the zoning setting of FC-SW.
	(

	KAQK36705-E
	The system retried to allocate memory but the retries failed.
	Memory allocation was attempted in succession but failed.
	FC path failure. Follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred’ to identify the failure location on the FC path.
	‘C.2.2 Determination Procedure when a Failure Occurred’


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK37503-E
	CPU temperature warning detected[CPU No]
	Abnormal temperature is detected.
	(
	Check the room temperature. (Room temperature: 10 to 40 degrees C is acceptable) 

Execute the hwstatus command from the maintenance PC to check if the fan operates normally.
( If the fan status is abnormal, replace the fan. For details, refer to “Replacement 1.2.1 Parts replacement only when the node is turned off (cluster configuration)”. After replacement, confirm that all fans operate normally.
( If the fan status is normal, proceed to step(.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”

	
	
	
	(
	Acquire the failure information by referring to Troubleshooting “Chapter 6 Acquiring Failure Information”.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	KAQK37506-E
	Internal disk drive failure detected(internal_disk_%d)
	The internal HDD failed. (The relevant HDD number)
	Refer to “Replacement 1.3 Replacing the Internal Hard Disk Drive” and replace the internal HDD.
	“Replacement ‘1.3 Replacing the Internal Hard Disk Drive’(REP 01-0110)”

	KAQK37507-I
	Internal disk drive failure recovered(internal_disk_%d)
	The internal HDD recovered from failure. (The relevant HDD number)
	(
	(

	KAQK37508-W
	BMC network communication failure detected
	Communication is lost between the management port and the remote node’s BMC port.
	Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ to check if this is a management LAN failure.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQK37509-I
	BMC network communication failure recovered
	Communication is reestablished between the management port and the remote node’s BMC port.
	(
	(

	KAQK37510-W
	Management network communication failure detected
	Communication is lost between the local management port and the remote node’s management port.
	Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ to check if this is a management LAN failure.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQK37511-I
	Management network communication failure recovered
	Communication is reestablished between the local management port and the remote node’s management port.
	(
	(

	KAQK37516-I
	Patrol Read detected information.(Details: time = %s, code = %s, content = %s, count = %s)
	Some events about internal HDD were detected. (Number of count is displayed only when the multiple events occurred.)
	(
	(

	KAQK37518-E
	Patrol Read detected an error.(Details: time = %s, code = %s, content = %s, count = %s)
	Critical Error might be occur

 at internal HDD. (Number of count is displayed only when the multiple errors occurred.)
	The slot number of failed embedded HDD is displayed as “sX (X is positive integer)” in “content” of the message. Replace the embedded HDD connected to that slot number.

For the replacement of the embedded HDD, refer to “Replacement 1.3 Replacing the Internal Hard Disk Drive”.
	“Replacement ‘1.3 Replacing the Internal Hard Disk Drive’(REP 01-0110)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK37521-I
	Communication temporarily went down between the management port and the BMC port on the other node.
	The communication between the management port and the BMC port on the other side node lost temporarily.
	Check if KAQK37508-W or KAQK37522-I exists after this SIM.

If the message exists, follow the instruction described in that message.

If the message does not exist, no measurement is required because the communication was lost temporarily but it recovers at present.
	‘Message IDs (KAQK37508-W)’
Message IDs (KAQK37522-I)

	KAQK37522-I
	Intermittent failures have been detected <X> times between the management port and the BMC port on the other node.
	The intermittent failures have been detected between the management port and the BMC port on the other side node. (X shows the number of times that broke the communication temporarily within an hour.)
	Check if KAQK37508-W or KAQK37522-I exists after this SIM.

If the message exists, follow the instruction described in that message.

If the message does not exist, no measurement is required because the communication was lost temporarily but it recovers at present.

However, If this message shows frequency, the cable might not be connected completely. Therefore, check the connection between the cable on the maintenance port and the cable of the BMC port on the other side node.
	‘Message IDs (KAQK37508-W)’

	KAQK39500-E
	OS error Detail= 00 00 00 01 ,Level =00 , Type=02
	The file system necessary for booting is blocked or failed in mounting.
	Follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred’.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	
	OS error Detail= 00 00 00 02 ,Level =00 , Type=02
	A user file system is blocked.
	Follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred’.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	
	OS error Detail= 00 00 00 03 ,Level =00 , Type=02
	A cluster management LU file system is blocked.
	Follow the determination flowchart of “Troubleshooting 9.1.3 Recovery Procedure for Software Failure”.
	“Troubleshooting ‘9.1.3 Recovery Procedure for Software Failure’ (TRBL 09-0040)”

	
	OS error Detail= 00 00 03 00 ,Level =00 , Type=0D
	A minor split brain occurred.
	Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ to check if this is a management LAN failure.
	‘C.2.2 Determination Procedure when a Failure Occurred”

	
	OS error Detail= 00 00 03 01 ,Level =00 , Type=0D
	A serious split brain occurred.
	Perform “clstatus” on the node that have this SIM message, and check the cluster status.
	“Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”

	
	
	
	If the cluster status is “Disable”, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ to check if this is a management LAN failure.
If the cluster status is not “Disable”, this SIM message is temporary and does not indicate the failure.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	
	OS error Detail= 00 00 04 00 ,Level =00 , Type=0D
	The reset ping-pong prevention was operated.
	Follow the determination flowchart of ‘C.2.2 Determination Procedure when a Failure Occurred’.
	‘C.2.2 Determination Procedure when a Failure Occurred’


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39500-E
	OS error Detail= 00 01 00 02 ,Level =00 , Type=0A
	The target file system to be stored is initialized before creating dump file. 
	Node is rebooted because of occurrence of an error, and an error is detected while collecting Dump. Collect the information of troubles, and report it to the Technical Support Center after executing troubleshooting with referring to the chapter of troubleshooting.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	OS error Detail= 00 02 00 02 ,Level =00 , Type=0A
	Failed to mount the target file system to be stored at the time of dump collecting.
	An error detected in the dump area while starting the node. Execute troubleshooting with referring to ‘C.2.2 Determination Procedure when a Failure Occurred’.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	
	OS error Detail= 05 00 00 00 ,Level =00 , Type=03
	A panic failure occurred on the node that failed.
	(
	( If it is after nncreset command execution of the “Maintenance Tool 2.30 Resetting the OS of the Node (nncreset)” performed by the maintenance personnel, proceed to step(.

(If it is not a result of the command that is executed by the maintenance personnel, proceed to step(.
	“Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”

	
	
	
	(
	It indicates that the nncreset command successfully completed and the dump can be obtained normally. Proceed to the next step such as the collecting dump.
	(

	
	
	
	(
	A panic failure occurred on the node that failed, and the dump can be obtained normally after the failure. Refer to ‘C.2.3.4 Determining the node failure when failover occurred’, and then execute the failure determination.
	‘C.2.3.4 Determining the node failure when failover occurred’

	
	OS error Detail= 05 00 00 01 ,Level =00 , Type=03
	Memory image copying is completed successfully.
	(
	( If it is manual dump collection by the system administrator or the maintenance personnel (dump collection by the NMI button or the nncreset command of “Maintenance Tool 2.30 Resetting the OS of the Node (nncreset)”, proceed to step(.

( In other cases than the above, proceed to step(.
	“Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”

	
	
	
	(
	After a while, if “KAQK39528-I Processing to convert dump files ended.” is displayed, as the dump file conversion is successful, execute the subsequent operation such as downloading dump.

If the other SIM than the above is displayed after a while, the dump file creation failed. Collect the failure information, and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	
	
	(
	A panic failure occurred on the failed node, and then the dump is acquired normally. Refer to ‘C.2.3.4 Determining the node failure when failover occurred’, and determine the failure.
	‘C.2.3.4 Determining the node failure when failover occurred’


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39500-E
	OS error Detail= 06 00 00 00 ,Level =00 , Type=03
	Dump conversion timeout.
	The node is rebooted due to a software failure. Collect the failure information and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	OS error Detail= 06 00 01 00 ,Level =00 , Type=03
	Dump file conversion failed.
	The node is rebooted due to a software failure. Collect the failure information and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	OS error Detail= 06 00 02 00 ,Level =00 , Type=03
	Forced conversion of the dump file failed.
	The node is rebooted due to a software failure. Collect the failure information and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	OS error Detail= 06 00 03 00 ,Level =00 , Type=03
	Memory image copying failed.
	The node is rebooted due to a software failure. Collect the failure information and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	
	OS error Detail= 06 01 01 00 ,Level =00 , Type=0A
	Failed to register the function of dump file creation.
	Failed to register the dump file creation function which is executed at the time of boot the node. Collect the failure information and contact the developer.
	“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	KAQK39501-E
	Fatal failure detected. Shutting down.
	An emergency shutdown occurred.
	(
	(

	KAQK39502-I
	OS is ready
	This message is reported just before completion of the OS boot.
	(
	(

	KAQK39503-I
	OS is shutting down.
	This message reports that shutdown of either system or both systems have started.
	(
	(


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK39504-E
	Link down in Front-end LAN
	The data LAN or the maintenance LAN is link-down.
	(
	In the cluster configuration, check if the KAQG72013-W message was reported before or after this message.
When it was reported, follow the instruction of the KAQG72013-W message. 

When it is not reported, proceed to step(.

In the single node configuration, proceed to step(.
	‘Message IDs (KAQG72013-W)’

	
	
	
	(
	Check if the failover message (KAQG70001-E) was reported at the other node within 60 seconds before or after this message was reported.
( If it is confirmed, proceed to step(.
( If it is not confirmed, proceed to step(.
	(

	
	
	
	(
	Check if the KAQG81101-W message was reported at the same node as this message within 60 seconds before or after this message was reported.
( If it is confirmed, write down the master device name enclosed with < > in the KAQG81101-W message.

Request the system administrator for the physical port information configuring the master device name. 

Request the system administrator and if all is recovered, proceed to step(.

( If it is not confirmed, check that the KAQK36504-W message was reported within 60 seconds before or after this message. Write down the port number indicated in the message.

Proceed to step(
( If the KAQK36504-W message is not also confirmed, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all data ports of the relevant node are in the normal status.
	‘Message IDs (KAQG81101-W)’
‘Message IDs (KAQK36504-W)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Execute the hwstatus command for the service-stopped node from the maintenance PC. Confirm that the port written down in step step( is actually link-down. 

Proceed to step(.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39504-E
	Link down in Front-end LAN
	The data LAN or the maintenance LAN is link-down.
	(
	Reinsert the cable to each link-down port reported in this message. After all cables are reinserted into link-down ports, execute the hwstatus command again from the maintenance PC for the node where cables are reinserted. Confirm that the reinserted ports are link-up (recovered).

( If the port is still link-down (unrecovered) after reinserting the cable, proceed to step(.

( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all data ports of the relevant node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Replace the cable of each link-down port. 

After replacing all cables, execute the hwstatus command again for the node where the cables were replaced.

Confirm that the port is link-up (recovered).

( If the port is still link-down (unrecovered) after replacing the cable, proceed to step(.

( If no link-down ports are detected (all ports are link-up), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Check if all data ports of the relevant node are in the normal status.
	‘B.3.1 Displaying the Hardware Status (hwstatus)’
“Replacement ‘1.5 Replacing the LAN Cable’(REP 01-0200)”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39504-E
	Link down in Front-end LAN
	The data LAN or the maintenance LAN is link-down.
	(
	Directly insert the LAN cable from the maintenance PC to each link-down port and check if the port becomes link-up (i.e., the LED of the LAN port lights up on the node side). For details about how to confirm link-up with LEDs, refer to “Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”. 

( If the link is still down after the above procedure, it is a port failure.
In the cluster configuration, replace the NIC. 

In the single node configuration, replace the Motherboard. 
( If the relevant ports reached link-up through the above procedures, the port failure on the user LAN switch can be considered. Request the system administrator to check and recover the relevant port.
If all ports are link-up (recovered), refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure”. Confirm that the relevant node is in the normal status.
	“Dell™PowerEdge™R710 Systems Hardware Owner’s Manual”
“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”
“Replacement ‘1.2.2 Parts replacement only when the node is turned off (single node configuration)’ (REP 01-0090)”
“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	Perform the system diagnosis program and send notice to the support center.
After replacement, refer to “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and perform the maintenance procedure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	
	
	(
	It might be a failure on the user LAN switch. Request the system administrator to check and recover the LAN switch.
	(


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK39505-E
	OS error[cluster] Detail=

00 01 00 00
	Mounting the cluster management LU failed (CLU_partition failure).
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 01 00 00
	Un mounting the cluster management LU failed (CLU_partition failure).
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

00 02 00 00
	Pre-processing of NFS failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 02 00 00
	Post-processing of NFS failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

00 03 00 00
	Mounting the file system failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 03 00 00
	Unmounting the file system failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39505-E
	OS error[cluster] Detail=

00 04 00 00
	Starting the NFS sharing failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 04 00 00
	Stopping the NFS sharing failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

00 05 00 00
	Bringing the virtual IP up failed.
	(
	Check if the KAQK39504-E message was reported within 60 seconds before or after this message.
( If it is confirmed, proceed to step(.
( If it is not confirmed, proceed to step(.
	(

	
	
	
	(
	Perform the maintenance procedure described in “Message IDs (KAQK39504-E)”.
	‘Message IDs (KAQK39504-E)’

	
	
	
	(
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 05 00 00
	Bringing the virtual IP down failed.
	(
	Check if the KAQK39504-E message was reported within 60 seconds before or after this message.
( If it is confirmed, proceed to step(.
( If it is not confirmed, proceed to step(.
	(

	
	
	
	(
	Perform the maintenance procedure described in “Message IDs (KAQK39504-E)”.
	‘Message IDs (KAQK39504-E)’

	
	
	
	(
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39505-E
	OS error[cluster] Detail=

00 06 00 00
	Starting the CIFS service failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 06 00 00
	Stopping the CIFS service failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

00 08 00 00
	Startup processing of the resource group failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 08 00 00
	Stop processing of the resource group failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

00 0A 00 00
	File snapshot or file version restore function failure (Startup processing of the resource group failed.)
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	OS error[cluster] Detail=

01 0A 00 00
	File snapshot or file version restore function failure (Stop processing of the resource group failed.)
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	KAQK39506-I
	A failure occurred. Please follow the proper recovery procedure.
Detail=10 03 00 00
	All file systems were blocked due to D-vol overflow (when the script was started).
	Send the content of this message to the system administrator.
	(

	
	A failure occurred. Please follow the proper recovery procedure.
Detail=10 04 00 00
	All NFSs were blocked due to D-vol overflow (when the script was started).
	Send the content of this message to the system administrator.
	(

	KAQK39507-E
	Reset to the other node in the cluster was requested (result:<reset requested result>, cause:<reset cause>, os status:<OS status>).
	Resetting for the other side is issued.
	If the content of the result is “failure”, resetting the other side node is not successful. Determine the failure with ‘C.2.2 Determination Procedure when a Failure Occurred’.
If the content of the result is other than above, it is normal processing and not required any troubleshooting.
	‘C.2.2 Determination Procedure when a Failure Occurred’

	KAQK39524-E
	Peer os status could not be acquired.
	Acquisition of status of the other side node failed.
	(
	Check if the KAQK37508-W message was reported before or after reporting the KAQK39508-E message.
( If it is reported, refer to “Message IDs (KAQK37508-W)”.

( If it is not reported, proceed to step(.
	‘Message IDs (KAQK37508-W)’

	
	
	
	(
	A failure is in the setting of BMC.

Refer to “Installation 2.1.2 Procedures for turning off the power”, and stop the other side node of the node where the message ID (KAQK39508-E) is reported.

And then refer to ‘B.2.5 BMC Setting Procedure’, and check if there is a failure on the setting of BMC on the node that stopped.
	“Installation ‘2.1.2 Procedures for turning off the power’(INST 02-0050)”
‘B.2.5 BMC Setting Procedure’

	KAQK39525-I
	Peer os status could be acquired.
	Recovered to the state to get the other side node status.
	(
	(

	KAQK39526-I
	The blockage of the file system (file-system-name) has been released.
	The blockage of the file system (file-system name) has been released.
	(
	(

	KAQK39527-E
	A file system (file system name = <file system name>, device = <device number>) is blocked because there is no unused capacity in the Pool.
	The user file system has been in blockage because of the DP pool exhaustion .
	Ask system administrator to recover the DP pool exhaustion.
	(

	KAQK39528-I
	Processing to convert dump files ended.
	Dump file conversion ended normally.
	(
	(

	KAQK39601-E
	Single Node error Detail=00 00 00 10 Level=00 Type=04
	Mounting of file system failed. 
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39601-E
	Single Node error Detail=00 00 00 11 Level=00 Type=04
	Dismounting of file system failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 20 Level=00 Type=04
	Starting the NFS sharing failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 21 Level=00 Type=04
	Terminating the NFS sharing failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 40 Level=00 Type=04
	Startup of the CIFS service failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 41 Level=00 Type=04
	Stopping of the CIFS service failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 50 Level=00 Type=04
	Startup of the File snapshot or File version restore function failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


	Message ID
	Message text
	Description
	Recovery method
	Reference Page

	(Continued)
KAQK39601-E
	Single Node error Detail=00 00 00 51 Level=00 Type=04
	Stopping of the File snapshot or File version restore function failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 F0 Level=00 Type=04
	Startup of the resource on the single node failed. 
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”

	
	Single Node error Detail=00 00 00 F1 Level=00 Type=04
	Stopping of the resource on the single node failed.
	Refer to the failure recovery procedure of “Troubleshooting Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure” and recover the failure.
	“Troubleshooting ‘Chapter 9 Confirmation of Hardware Failure Recovery and Recovery Procedure for Software Failure’ (TRBL 09-0000)”


C.3.2
LCD Display Message Code
Among the cases in message codes that are displayed in the LDC when the hardware detects an error, some codes that require the troubleshooting and its recovery methods are described below.

Table C.3.2-1 LCD Message Code (Partly)

	Message code
	Description
	Recovery method
	Reference Page

	E1310

E1313
	A failure occurred in the FAN.
	(1) Check if multiple codes E1310/E1313 appear on the LCD. If multiple codes appear, proceed to (2). If it only one code appears, proceed to (3).

(2) Replace the (multiple) failed FAN units. Refer to “Replacement 1.2.1 Parts replacement only when the node is turned off (cluster configuration)” and perform the procedure.

(3) Replace the (one) failed FAN unit. Refer to “Replacement 1.2.1 Parts replacement only when the node is turned off (cluster configuration)” and perform the procedure. After completing the replacement, refer to “Troubleshooting Chapter 6 Acquiring Failure Information” and request the developer to analyze the problem.
	“Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’(REP 01-0070)”
“Troubleshooting ‘Chapter 6 Acquiring Failure Information’ (TRBL 06-0000)”

	E1114

E1116
	Abnormal temperature is detected.
	(1) After confirming the LCD display, check if the E1310 or E1313 appears on the LCD. If it is confirmed, it is FAN unit failure. Follow the section of the FAN unit failure. If it is not confirmed, proceed to (2).

(2) Request the system administrator to take measurement on room temperature and dust in the air intake system.

(3) Turn the power source indicator on. Check that the OS prompt window is displayed on the monitor. If this cannot be confirmed, refer to “Dell™ PowerEdge™ R710 Systems Hardware Owner’s Manual” is used, and then take an appropriate procedure to recover the problem.
	“Dell™ PowerEdge™ R710 Systems Hardware Owner’s Manual”

	E1715
	BIOS post failure is detected.
	After confirming LCD display, refer to “Dell™ PowerEdge™ R710 Systems Hardware Owner’s Manual” is used, and then take an appropriate procedure to recover the problem. 
	“Dell™ PowerEdge™ R710 Systems Hardware Owner’s Manual”


C.3.3
KAQX Messages
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