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Chapter 4
Disk Array Subsystem Connection Specifications for 
Each Model
This chapter describes the connection examples on the disk array subsystem of AMS2000 Series, MSS, HUS100 Series, USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM.
4.1
Setting Example of AMS2000 Series, MSS, and HUS100 Series
This chapter shows the disk array subsystem connection patterns in the configuration of HDI for HCP, the configuration of HDI for Cloud.
Table 4.1-1 shows the notations used in the following figures of setting examples.
Table 4.1-1  Notations
	No.
	Notation in figure
	Description
	Remarks

	1
	fc4
	FC port 4 installed in the expansion slot 3 of each node
	(*1)

	2
	fc5
	FC port 5 installed in the expansion slot 3 of each node
	(*1)

	3
	fc6
	FC port 6 installed in the expansion slot 4 of each node
	(*1)

	4
	fc7
	FC port 7 installed in the expansion slot 4 of each node
	(*1)

	5
	Wxx
	WWN of the FC port of the expansion slot 3
	(


*1:
The case where the port numbers of the FC port are fc4 to fc7 is an example in this chapter. However, as the port numbers of the FC port are different depending on the target model, refer to “A.2.2.2 Port arrangement and port names” for details.
4.1.1
The configuration of HDI for HCP
Table 4.1.1-1 shows the disk array subsystem connection patterns.
Refer to the relevant number of figure depending on “Model type connected to Hitachi Data Ingestor”, “Number of disk array subsystem ports to be used” and “Number of node ports to be used”.
Table 4.1.1-1  Disk Array Subsystem Connection Pattern
	No.
	Model name
	Type
	Number of disk array subsystem ports to be used (*1)
	FC-SW existing

	
	
	
	
	Number of node ports to be used (*1)

	
	
	
	
	4/4 (One FC card)

	1
	AMS2500
AMS2300

AMS2100
	DF800H, DF800EH
DF800M, DF800EM

DF800S, DF800ES
	4/4
	Figure 4.1.1-1

	2
	AMS2500
AMS2300

AMS2100 (DF800ES)
HUS110
HUS130

HUS150
	DF800H, DF800EH
DF800M, DF800EM
DF800ES,
DF850-CBXSL

DF850-CBXSS

DF850-CBSL

DF850-CBSS

DF850-CBL
	4/8
	Figure 4.1.1-1
(*2)

	
	
	DF800H, DF800EH
DF800EM,
DF850-CBXSL

DF850-CBXSS

DF850-CBSL

DF850-CBSS

DF850-CBL
	4/16
	Figure 4.1.1-1
(*2)


*1:
In the expression of “x/y”, “x” is the number of ports to be used, and “y” is the maximum number of ports to be installed.
The number of using node ports is the maximum of four ports per cluster because one HBA with two ports is installed for each node.
For AMS2100 (DF800S), the maximum number of ports is four because one I/F board with two ports is installed for one controller.
For AMS2300 (DF800M) and AMS2100 (DF800S) the maximum number of ports is eight because one I/F board with four ports is installed for one controller.
For AMS2300 (DF800EM), the maximum number of ports is sixteen because two four-port I/F boards are installed for each controller.
*2:
Even if the ports on the side of Disk Array Subsystem increase, they are not used, and therefore, the connection configuration does not change.
The ports on the side of Disk Array Subsystem become the remainder.
4.1.1.1
Four FC ports (0A, 0B, 1B, 1A) are used, one HBA with four ports are used as the node with the switch

[image: image1]
Figure 4.1.1-1  4 FC Ports used, 1 HBA used as the nodes, with a Switch
The Host Group of (A) (Host Group number 003) should be the host group that maps the LU of Hitachi Data Ingestor.
For Hitachi Data Ingestor, use a host group number which is not used for HCP.
NOTE:(
The FC-SW zoning is necessary.
Request the system administrator to execute the WWN zoning.
Note that group zoning cannot be used.
(
Under the Host Group used for HCP, do not map the LU (cluster management LU, User LU) used in the Hitachi Data Ingestor.
Table 4.1.1-2  Setting Example on Storage Side
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003

	
	WWN:W10
	WWN:W20
	WWN:
W04
	WWN:W30
	WWN:W40
	WWN:
W15
	WWN:W31
	WWN:W41
	WWN:
W14
	WWN:W11
	WWN:W21
	WWN:
W05

	0
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU

	1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1

	2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129

	130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254

	255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-2 Comparison Tables of Setting Examples on Storage Side 1 (DSKST 04-0210)” and use appropriate values.
(
Be sure to map the cluster management LU to HLUN0.
(
For the mapping to be used in the Hitachi Data Ingestor, be sure to map the same LU to the same HLUN as shown in the parts enclosed by the bold lines in Table 4.1.1-2.
(
Assign the node WWN ((, (, ( and () written in “Table 4.1.1-3 Worksheet for Memo of WWN” according to “Figure 4.1.1-1 4 FC Ports used, 1 HBA used as the nodes, with a Switch”, “Table 4.1.1-2 Setting Example on Storage Side”, “Figure 4.1.1-2 Node0 Emulex Utility Port Screen (example)” and “Figure 4.1.1-3 Node1 Emulex Utility Port Screen (example)”.

[image: image2]
Figure 4.1.1-2  Node0 Emulex Utility Port Screen (example)

[image: image3]
Figure 4.1.1-3  Node1 Emulex Utility Port Screen (example)
Table 4.1.1-3  Worksheet for Memo of WWN
	
	PCI Bus, Device, Function (02, 00, 00)
	PCI Bus, Device, Function (02, 00, 01)

	node0
	(
	(

	node1
	(
	(


4.1.2
This Page is Intentionally Blanked
This page is for editorial purpose only.
4.1.3
The configuration of HDI for Cloud
Table 4.1.3-1 shows the disk array subsystem connection patterns in the configuration of HDI for Cloud.
Refer to the relevant number of figure depending on “Model type connected to HDI”, “Number of disk array subsystem ports to be used” and “Number of node ports to be used”.
Table 4.1.3-1  Disk array subsystem connection patterns in the configuration of HDI for Cloud
	No.
	Model name
	Type
	Number of disk array subsystem

ports to be used
(*1)
	FC-SW not existing
	FC-SW existing

	
	
	
	
	Number of node ports

to be used (*1)
	Number of node ports

to be used (*1)

	
	
	
	
	4/4 (One FC card)(*5)
	4/8 (Two FC card)(*5)
	8/8(Two FC card)
	4/4(One FC card)
	4/8(Two FC card)
	8/8(Two FC card)

	1
	MSS(*7)
AMS2100
	DF800E-XS
DF800E-S

DF800S
	2/4
	(*2)
	(*2)
	(*2)
	Figure 
4.1.3-4
(*5)
	Figure 
4.1.3-5

(*5)
	(*6)

	2
	
	
	4/4
	Figure 
4.1.3-1

(*3)
	Figure 
4.1.3-2
	(*2)
	Figure 
4.1.3-7
	Figure 
4.1.3-8
	Figure 
4.1.3-9

	3
	AMS2100
AMS2300
HUS110
HUS130

HUS150
	DF800E-S
DF800E-M

DF800M
DF850-CBXSL

DF850-CBXSS

DF850-CBSL

DF850-CBSS

DF850-CBL
	2/8
	(*2)
	(*2)
	(*2)
	Figure 
4.1.3-4
(*5)
	Figure 
4.1.3-5

(*5)
	(*6)

	4
	
	
	4/8
	Figure 
4.1.3-1
(*3,*4)
	Figure 
4.1.3-2
(*4)
	(*2)
	Figure 
4.1.3-7
	Figure 
4.1.3-8
	Figure 
4.1.3-9

	5
	
	
	8/8
	(*2)
	(*2)
	Figure 
4.1.3-3
	Figure
4.1.3-12
	Figure
4.1.3-13
	Figure
4.1.3-11

	6
	AMS2300
AMS2500
HUS110
HUS130

HUS150
	DF800E-M
DF800E-H
DF800H
DF850-CBXSL

DF850-CBXSS

DF850-CBSL

DF850-CBSS

DF850-CBL
	4/16
	Figure 
4.1.3-1
(*3,*4)
	Figure 
4.1.3-2
(*4)
	(*2)
	Figure
4.1.3-7
	Figure 
4.1.3-8
	Figure 
4.1.3-9

	7
	
	
	8/16
	(*2)
	(*2)
	Figure
4.1.3-10

(*3,*4)
	Figure
4.1.3-12
	Figure
4.1.3-13
	Figure
4.1.3-11


*1:
In the expression of “x/y”, “x” is the number of ports to be used, and “y” is the maximum number of ports to be installed.
*2:
Not supported because connection is not physically possible without an FC-SW.
*3:
Tape connection is not possible as all the ports of the node are used and no FC switch is set at the same time.
*4:
Even if the ports on the side of Disk Array Subsystem increase, they are not used, and therefore, the connection configuration does not change.
The ports on the side of Disk Array Subsystem become the remainder.
*5:
The user LU and the cluster management LU must be placed in the same host group.
*6:
Not supported by HDI.
*7:
HDI does not support MSS because Basic Configuration is not supported.
4.1.3.1
4(8,16) FC ports installed/4 ports used in disk array subsystem and 4 FC ports installed and used in nodes (without FC switch)

[image: image4]
Figure 4.1.3-1  4 FC ports used, 1 HBA and 4 ports in nodes, without switch
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-2  Setting Example on Storage Side
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	①  WWN:W04
	⑥  WWN:W15
	⑤  WWN:W14
	②  WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	255
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 254 user LUs.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
4.1.3.2
4(8,16) FC ports installed/4 ports used in disk array subsystem and 8 FC ports installed and 4 ports used in nodes (without FC switch)

[image: image5]
Figure 4.1.3-2  4 FC ports used, 2 HBAs and 4 ports in nodes, without switch
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-3  Setting Example on Storage Side
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	①  WWN:W04
	⑦  WWN:W16
	⑤  WWN:W14
	③  WWN:W06

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	255
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
User LUs cannot be mapped up to the maximum in this configuration. The same number of HLUNs as the number of LUs that the OS can recognize per port is to be mapped.
(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Ensure the same HLUN is mapped to the same LU.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 254 user LUs.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
4.1.3.3
8 FC ports installed and used in disk array subsystem and 8 FC ports installed and used in nodes (without FC switch)

[image: image6]
Figure 4.1.3-3  8 FC ports used, 2 HBAs and 8 ports in nodes, without switch
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-4  Setting Example on Storage Side
	HL
	Port 0A
	Port 0D
	Port 0B
	Port 0C
	Port 1A
	Port 1D
	Port 1B
	Port 1C

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W02
①
	WWN:W17
⑧
	WWN:W03
②
	WWN:W16
⑦
	WWN:W12
⑤
	WWN:W07
④
	WWN:W13
⑥
	WWN:W06
③

	0
	cluster management LU
	User LU #255
	User LU #255
	cluster management LU
	cluster management LU
	User LU #255
	User LU #255
	cluster management LU

	1
	Command device 0
	User LU #256
	User LU #256
	Command device 0
	Command device 0
	User LU #256
	User LU #256
	Command device 0

	2
	User LU #1
	(
	(
	User LU #1
	User LU #1
	(
	(
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	User LU #254
	(
	(
	User LU #254
	User LU #254
	(
	(
	User LU #254


NOTE:(
User LUs are divided into two ports and mapped in this configuration. The HLUNs exceeding the number of LUs that the OS can recognize per port are to be mapped to a different port from the one to which HLUNs have been mapped.
(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-6 Comparison Tables of Setting Examples on Storage Side 5 (DSKST 04-0260)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
4.1.3.4
4(8) FC ports installed/2 ports used in disk array subsystem and 4 FC ports installed and used in nodes (with FC switches)

[image: image7]
Figure 4.1.3-4  4 FC ports used, 1 HBA and 4 ports in nodes, with switches
NOTE:(
The FC ports 0B (0C, 0D) and 1B (1C, 1D) in the controllers are surpluses.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.1.3-5  Setting Example on Storage Side
	HLUN
	Port 0A
	Port 1A

	
	HG#000
	HG#001
	HG#001
	HG#000

	
	①  WWN:W04
	⑥  WWN:W15
	⑤  WWN:W15
	②  WWN:W04

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	255
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 254 user LUs.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.5
4(8) FC ports installed/2 ports used in disk array subsystem and 8 FC ports installed and 4 ports used in nodes (with FC switches)

[image: image8]
Figure 4.1.3-5  2 FC ports used, 2 HBAs and 4 ports in nodes, with switches
NOTE:(
The FC ports 0B (0C, 0D) and 1B (1C, 1D) in the controllers are surpluses.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.1.3-6  Setting Example on Storage Side
	HLUN
	Port 0A
	Port 1A

	
	HG#000
	HG#001
	HG#001
	HG#000

	
	①  WWN:W04
	⑦  WWN:W16
	⑤  WWN:W14
	③  WWN:W06

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	255
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 254 user LUs.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.6
This Page is Intentionally Blanked
4.1.3.7
4(8,16) FC ports installed/4 ports used in disk array subsystem and 4 FC ports installed/used in nodes (with FC switches)

[image: image9]
Figure 4.1.3-7  4 FC ports used, 1 HBA and 4 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-7  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	UN
	HG#000
	HG#000
	HG#000
	HG#000

	
	①,⑥  WWN:W04,W15
	①,⑥  WWN:W04,W15
	②,⑤  WWN:W05,W14
	②,⑤  WWN:W05,W14

	0
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to

	255
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.8
4(8,16) FC ports installed/4 ports used in disk array subsystem and 8 FC ports installed/4 ports used in nodes (with FC switches)

[image: image10]
Figure 4.1.3-8  4 FC ports used, 2HBAs and 4 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-8  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	UN
	HG#000
	HG#000
	HG#000
	HG#000

	
	①,⑦  WWN:W04,W16
	①,⑦  WWN:W04,W16
	③,⑤  WWN:W06,W14
	③,⑤  WWN:W06,W14

	0
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to

	255
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.9
4(8,16) FC ports installed/4 ports used in disk array subsystem and 8 FC ports installed/used in nodes (with FC switches)

[image: image11]
Figure 4.1.3-9  4 FC ports used, 2 HBAs and 8 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0B to be 0E and 1B to be 1E.
Table 4.1.3-9  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	UN
	HG#000
	HG#001
	HG#000
	HG#001
	HG#000
	HG#001
	HG#000
	HG#001

	
	WWN:W04
①
	WWN:W17
⑧
	WWN:W16

⑦
	WWN:W05
②
	WWN:W14
⑤
	WWN:W07
④
	WWN:W06

③
	WWN:W15
⑥

	0
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	Command device 0
	User LU #130
	Command device 0
	User LU #130
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	User LU #1
	User LU #131
	User LU #1
	User LU #131
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	(
	(
	(
	(
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.10

16 FC ports installed/8 ports used in disk array subsystem and 8 FC ports installed/used in nodes (without FC switch)

[image: image12]
Figure 4.1.3-10  8 FC ports used, 2 HBAs and 8 ports in nodes, without switch
Table 4.1.3-10  Setting Example on Storage Side
	HL
	Port 0A
	Port 0F
	Port 0B
	Port 0E
	Port 1A
	Port 1F
	Port 1B
	Port 1E

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W02
①
	WWN:W17
⑧
	WWN:W03

②
	WWN:W16

⑦
	WWN:W12
⑤
	WWN:W07
④
	WWN:W13

⑥
	WWN:W06

③

	0
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU

	1
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0

	2
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	(
	(
	(
	(
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
4.1.3.11

8(16) FC ports installed/8 ports used in disk array subsystem and 8 FC ports installed/used in nodes (with FC switches)

[image: image13]
Figure 4.1.3-11  8 FC ports used, 2 HBAs and 8 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0C to be 0E, 0D to be 0F, 1C to be 1E, and 1D to be 1F.
Table 4.1.3-11  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 0C
	Port 0D
	Port 1D
	Port 1C
	Port 1B
	Port 1A

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
①
	WWN:W17
⑧
	WWN:W05
②
	WWN:W16

⑦
	WWN:W06

③
	WWN:W15
⑥
	WWN:W07

④
	WWN:W14
⑤

	0
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU

	1
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0

	2
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	(
	(
	(
	(
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.12

8(16) FC ports installed/8 ports used in disk array subsystem and 4 FC ports installed/used in nodes (with FC switches)

[image: image14]
Figure 4.1.3-12  8 FC ports used, 1 HBA and 4 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0C to be 0E, 0D to be 0F, 1C to be 1E, and 1D to be 1F.
Table 4.1.3-12  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 0C
	Port 0D
	Port 1D
	Port 1C
	Port 1B
	Port 1A

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
①
	WWN:W04
①
	WWN:W15
⑥
	WWN:W15
⑥
	WWN:W05
②
	WWN:W05
②
	WWN:W15
⑤
	WWN:W15
⑤

	0
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU

	1
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0

	2
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	(
	(
	(
	(
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.1.3.13

8(16) FC ports installed/8 ports used in disk array subsystem and 8 FC ports installed/4 ports used in nodes (with FC switches)

[image: image15]
Figure 4.1.3-13  8 FC ports used, 2 HBAs and 4 ports in nodes, with switches
NOTE:
If additional I/F board of FC are installed, consider 0C to be 0E, 0D to be 0F, 1C to be 1E, and 1D to be 1F.
Table 4.1.3-13  Setting Example on Storage Side
	HL
	Port 0A
	Port 0B
	Port 0C
	Port 0D
	Port 1D
	Port 1C
	Port 1B
	Port 1A

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
①
	WWN:W04
①
	WWN:W16

⑦
	WWN:W16

⑦
	WWN:W06

③
	WWN:W06

③
	WWN:W14
⑤
	WWN:W14
⑤

	0
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU

	1
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0

	2
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	(
	(
	(
	(
	(
	(
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(
Zoning for the FC-SW must be performed. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
4.2
Setting Example of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, 
and HUS VM
It shows the disk array subsystem connection patterns.

USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM support the configuration of HDI for HCP, the configuration of HDI for Cloud.
Table 4.2-1 shows the notations used in the following figures of setting examples.
Table 4.2-1  Notations
	No.
	Notation in figure
	Description
	Remarks

	1
	fc4
	FC port 4 installed in the expansion slot 3 of each node
	(*1)

	2
	fc5
	FC port 5 installed in the expansion slot 3 of each node
	(*1)

	3
	fc6
	FC port 6 installed in the expansion slot 4 of each node
	(*1)

	4
	fc7
	FC port 7 installed in the expansion slot 4 of each node
	(*1)

	5
	Wxx
	WWN of the FC port of the expansion slot 3
	(


*1:
The case where the port numbers of the FC port are fc4 to fc7 is an example in this chapter. However, as the port numbers of the FC port are different depending on the target model, refer to “A.2.2.2 Port arrangement and port names” for details.
4.2.1
The configuration of HDI for HCP
4.2.1.1
Using two FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM with one HBA on a node, 4 ports in a cluster, and switches

[image: image16]
Figure 4.2.1-1  Using two FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM 
with one HBA on a node, 4 ports in a cluster, and switches

The Host Group of (A) (Host Group number 05) should be the host group that maps the LU of Hitachi Data Ingestor.
For Hitachi Data Ingestor, use a host group number which is not used for HCP.
NOTE:(
The FC-SW zoning is necessary.
Request the system administrator to execute WWN zoning for the setting of zoning.
Note that group zoning cannot be used.
(
Do not map the LU (cluster management LU, User LU) to be used in the Hitachi Data Ingestor under the Host Group to be used for HCP.
Table 4.2.1-1  Setting Example on Storage Side
	LUN
	Port 1A
	Port 2A

	
	HG#01
	HG#02
	HG#03
	HG#04
	HG#05
	HG#01
	HG#02
	HG#03
	HG#04
	HG#05

	
	WWN:W10
	WWN:W20
	WWN:W30
	WWN:W40
	WWN:W04
WWN:W15
	WWN:W31
	WWN:W41
	WWN:W11
	WWN:W21
	WWN:W05
WWN:W14

	0
	HCP OS LU #1
	HCP OS LU #2
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU

	1
	HCP DATA LU #1
	HCP DATA LU #2
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #0
	HCP DATA LU #3
	HCP DATA LU #4
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #0

	2
	HCP DATA LU #5
	HCP DATA LU #6
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #1
	HCP DATA LU #7
	HCP DATA LU #8
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #1

	to
	to
	to
	to
	to
	User LU #2
	to
	to
	to
	to
	User LU #2

	128
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	HCP DATA LU #2
	HCP DATA LU #1
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #128
	HCP DATA LU #4
	HCP DATA LU #3
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #128

	130
	HCP DATA LU #6
	HCP DATA LU #5
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #129
	HCP DATA LU #8
	HCP DATA LU #7
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #129

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	254
	(
	(
	(
	(
	User LU #252
	(
	(
	(
	(
	User LU #252

	255
	(
	(
	(
	(
	User LU #254
	(
	(
	(
	(
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-2 Comparison Tables of Setting Examples on Storage Side 1 (DSKST 04-0210)” and use appropriate values.
(
Ensure HLUN0 is mapped to cluster management LU.
(
For the mapping to be used in the Hitachi Data Ingestor, be sure to map the same LDEV to the same LUN as shown in the sections enclosed by the bold lines in Table 4.2.1-1.
(
Allocate the WWN of node that is taken a note in the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of disk array subsystem.
(
This configuration is able to handle the User LU up to 255LDEV.
(
Note that the FC port of node1 is mirrored (left and right are reversed) to the actual arrangement.
(
The configuration of Data LU in HCP and the configuration of User LU in HDI show the maximum configuration.

[image: image17]
Figure 4.2.1-2  Emulex Utility Port window of node0 (example)

[image: image18]
Figure 4.2.1-3  Emulex Utility Port window of node1 (example)
Table 4.2.1-2  Worksheet for Memo of WWN
	
	PCI Bus, Device, Function (02, 00, 00)
	PCI Bus, Device, Function (02, 00, 01)

	node0
	(
	(

	node1
	(
	(


4.2.2
The configuration of HDI for Cloud
Table 4.2.2-1 shows the disk array subsystem connection patterns.
Refer to the relevant number of figure depending on “Model type connected to Hitachi Data Ingestor”, “Number of disk array subsystem ports to be used” and “Number of node ports to be used”.
At this step, input “LUN” in the table in hexadecimal notation.
Table 4.2.2-1  Disk Array Subsystem Connection Pattern
	No.
	Model name
	Type
	Number of disk array subsystem ports to be used (*1)
	FC-SW not existing
	FC-SW existing (*6)

	
	
	
	
	Number of node ports

to be used (*1)
	Number of node ports

to be used (*1)

	
	
	
	
	4/4 (One 
FC card)(*6)
	4/8 (Two 
FC card)(*6)
	8/8 (Two 
FC card)
	4/4 (One FC card)
	4/8 (Two FC card)
	8/8 (Two FC card)

	1
	USP V/VM,
VSP, 
VSP G1000, 
VSP Gx00/ VSP Fx00, HUS VM
	DKC610I / RAID600, DKC710I / RAID700, DKC810I / RAID800, DW800-CBLH, DW800-CBLM3, DW800-CBLM2, DW800-CBSS1/CBSL1, DW700
	2/8
	(*3)
	(*3)
	(*3)
	(*2)
	(*2)
	(*2)

	2
	
	
	4/8
	Figure 
4.2.2-1

(*4,*5)
	Figure 
4.2.2-2

(*4,*5)
	(*3)
	Figure 
4.2.2-4

(*5,*8)
	Figure 
4.2.2-5

(*5,*8)
	Figure 
4.2.2-6

(*5,*7)

	3
	
	
	8/8
	(*3)
	(*3)
	Figure 
4.2.2-3
(*4)
	Figure 
4.2.2-7
(*8)
	Figure 
4.2.2-8
(*8)
	Figure 
4.2.2-9
(*8)

	4
	
	
	2/16
	(*3)
	(*3)
	(*3)
	(*2)
	(*2)
	(*2)

	5
	
	
	4/16
	Figure 
4.2.2-1

(*4,*5)
	Figure 
4.2.2-2

(*4,*5)
	(*3)
	Figure 
4.2.2-4

(*5,*8)
	Figure 
4.2.2-5

(*5,*8)
	Figure 
4.2.2-6

(*5,*7)

	6
	
	
	8/16
	(*3)
	(*3)
	Figure 
4.2.2-3
(*4,*5)
	Figure 
4.2.2-7
(*8)
	Figure 
4.2.2-8
(*8)
	Figure 
4.2.2-9
(*8)

	7
	
	
	2/32
	(*3)
	(*3)
	(*3)
	(*2)
	(*2)
	(*2)

	8
	
	
	4/32
	Figure 
4.2.2-1

(*4,*5)
	Figure 
4.2.2-2

(*4,*5)
	(*3)
	Figure 
4.2.2-4

(*5,*8)
	Figure 
4.2.2-5

(*5,*8)
	Figure 
4.2.2-6

(*5,*7)

	9
	
	
	8/32
	(*3)
	(*3)
	Figure 
4.2.2-3
(*4,*5)
	Figure 
4.2.2-7
(*8)
	Figure 
4.2.2-8
(*8)
	Figure 
4.2.2-9
(*8)


*1:
In the expression of “x/y”, “x” is the number of ports to be used, and “y” is the maximum number of ports to be installed.
*2:
Not supported by Hitachi Data Ingestor.

*3:
Connection is not physically possible as no FC-SW exists.

*4:
Tape connection is not possible as all the ports of the node are used and no FC switch is set at the same time.

*5:
Some FC ports of the disk array subsystem become surpluses.

*6:
The user LU and the share LU must be placed in the same host group.

*7:
The case where multiple host groups are utilized for one FC port in the disk array subsystem. In this case, the license of “LUN Manager” is required.

*8:
The case where a default host group is utilized for one FC port in the disk array subsystem.
4.2.2.1
4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 1 HBA in node, 4 ports in cluster used, without switch

[image: image19]
Figure 4.2.2-1  4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
1 HBA in node, without switch
Table 4.2.2-2  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 2A
	Port 4A

	decimal digit
	hexadecimal
	decimal digit
	⑥  HG#000
	②  HG#000
	⑤  HG#000

	
	
	WWN:W00
	WWN:W11
	WWN:W01
	WWN:W10

	0
	00h
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	01h
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	02h
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to
	to

	255
	FFh
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Note that the FC port of node1 is mirrored (left and right are reversed) to the actual arrangement.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 254LDEV.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
4.2.2.2
4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 4 ports in cluster used, without switch

[image: image20]
Figure 4.2.2-2  4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs and 4 ports in nodes, without switch
Table 4.2.2-3  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 2A
	Port 4A

	decimal digit
	hexadecimal
	①  HG#000
	⑦  HG#000
	③  HG#000
	⑤  HG#000

	
	
	WWN:W00
	WWN:W12
	WWN:W02
	WWN:W10

	0
	00h
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	01h
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	02h
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to
	to

	255
	FFh
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-5 Comparison Tables of Setting Examples on Storage Side 4 (DSKST 04-0250)” and use appropriate values.
(
Note that the FC port of node1 is mirrored (left and right are reversed) to the actual arrangement.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 254LDEV.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
4.2.2.3
8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 4 ports in cluster used, without switch
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Figure 4.2.2-3  8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs in node, 8 ports in cluster used, without switch
Table 4.2.2-4  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 5A
	Port 7A
	Port 2A
	Port 4A
	Port 6A
	Port 8A

	decimal digit
	hexadecimal
	HG#000
①
	HG#000
⑦
	HG#000
②
	HG#000
⑧
	HG#000
③
	HG#000
⑤
	HG#000
④
	HG#000
⑥

	
	
	WWN:W00
	WWN:W12
	WWN:W01
	WWN:W13
	WWN:W02
	WWN:W10
	WWN:W03
	WWN:W11

	0
	00h
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129

	1
	01h
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130

	2
	02h
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #126
	User LU #256
	User LU #256
	User LU #126
	User LU #126
	User LU #256
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	User LU #128
	(
	(
	User LU #128
	User LU #128
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Note that the FC port of node1 is mirrored (left and right are reversed) to the actual arrangement.
(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.4
4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 1 HBA in node, 4 ports in cluster used, with switches
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Figure 4.2.2-4  4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
1 HBA and 4 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-5  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 2A
	Port 4A

	decimal digit
	hexadecimal
	①,⑥ HG#000
	①,⑥ HG#000
	②,⑤ HG#000
	②,⑤ HG#000

	
	
	WWN:W00,W11
	WWN:W00,11
	WWN:W01,W10
	WWN:W01,W10

	0
	00h
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	01h
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	02h
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	(
	User LU #128
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.5
4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 4 ports in cluster used, with switches
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Figure 4.2.2-5  4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs and 4 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-6  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 2A
	Port 4A

	decimal digit
	hexadecimal
	①,⑦ HG#000
	①,⑦ HG#000
	③,⑤ HG#000
	③,⑤ HG#000

	
	
	WWN:W00,W12
	WWN:W00,12
	WWN:W02,W10
	WWN:W02,W10

	0
	00h
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	01h
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	02h
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	(
	User LU #128
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.6
4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 4 ports in cluster used, with switches
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Figure 4.2.2-6  4 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs and 8 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-7  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 2A
	Port 4A

	decimal digit
	hexadecimal
	HG#000
①
	HG#001
⑧
	HG#000
⑦
	HG#001
②
	HG#000
⑤
	HG#001
④
	HG#000
③
	HG#001
⑥

	
	
	WWN:W00
	WWN:W13
	WWN:W12
	WWN:W01
	WWN:W10
	WWN:W03
	WWN:W02
	WWN:W11

	0
	00h
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129
	cluster management LU
	User LU #129

	1
	01h
	Command device 0
	User LU #130
	Command device 0
	User LU #130
	Command device 0
	User LU #130
	Command device 0
	User LU #130

	2
	02h
	User LU #1
	User LU #131
	User LU #1
	User LU #131
	User LU #1
	User LU #131
	User LU #1
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256
	User LU #126
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(
	User LU #128
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.7
8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 1 HBA in node, 4 ports in cluster used, with switches
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Figure 4.2.2-7  8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
1 HBA and 8 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-8  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 5A
	Port 7A
	Port 2A
	Port 4A
	Port 6A
	Port 8A

	decimal digit
	hexadecimal
	HG#000
①
	HG#001
⑥
	HG#000
①
	HG#001
⑥
	HG#000
⑤
	HG#001
②
	HG#000
⑤
	HG#001
②

	
	
	WWN:W00
	WWN:W11
	WWN:W00
	WWN:W11
	WWN:W10
	WWN:W01
	WWN:W10
	WWN:W01

	0
	00h
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129

	1
	01h
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130

	2
	02h
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #126
	User LU #256
	User LU #256
	User LU #126
	User LU #126
	User LU #256
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	User LU #128
	(
	(
	User LU #128
	User LU #128
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.8
8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 4 ports in cluster used, with switches
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Figure 4.2.2-8  8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs and 4 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-9  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 1B
	Port 3B
	Port 2A
	Port 4A
	Port 2B
	Port 4B

	decimal digit
	hexadecimal
	HG#000
①
	HG#000
⑦
	HG#000
①
	HG#000
⑦
	HG#000
③
	HG#000
⑤
	HG#000
⑤
	HG#000
③

	
	
	WWN:W00
	WWN:W12
	WWN:W00
	WWN:W12
	WWN:W02
	WWN:W10
	WWN:W02
	WWN:W10

	0
	00h
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129

	1
	01h
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130

	2
	02h
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #126
	User LU #256
	User LU #256
	User LU #126
	User LU #126
	User LU #256
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	User LU #128
	(
	(
	User LU #128
	User LU #128
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.2.2.9
8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 2 HBAs in node, 8 ports in cluster used, with switches
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Figure 4.2.2-9  8 FC ports of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, and HUS VM used, 
2 HBAs and 4 ports in node, with switches
NOTE:(
Zoning for the FC-SW must be performed. Ask the system administrator to perform zoning for the FC-SW. Group zoning in the setting of zoning cannot be used. Ask the system administrator to perform port zoning.
(
For convenience of drawing the figure, the FC ports in the nodes are mirrored (left and right are reversed).
Table 4.2.2-10  Setting Example on Storage Side
	LUN
	LUN
	Port 1A
	Port 3A
	Port 1B
	Port 3B
	Port 2A
	Port 4A
	Port 2B
	Port 4B

	decimal digit
	hexadecimal
	HG#000
①
	HG#000
⑦
	HG#000
②,⑧
	HG#000
②,⑧
	HG#000
③
	HG#000
⑤
	HG#000
④,⑥
	HG#000
④,⑥

	
	
	WWN:W00
	WWN:W12
	WWN:

W01,W13
	WWN:

W01,W13
	WWN:W02
	WWN:W10
	WWN:

W03,W11
	WWN:

W03,W11

	0
	00h
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129

	1
	01h
	Command device 0
	Command device 0
	User LU #130
	User LU #130
	Command device 0
	Command device 0
	User LU #130
	User LU #130

	2
	02h
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	7fh
	User LU #126
	User LU #126
	User LU #256
	User LU #256
	User LU #126
	User LU #126
	User LU #256
	User LU #256

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	81h
	User LU #128
	User LU #128
	(
	(
	User LU #128
	User LU #128
	(
	(


NOTE:(
For the OS version 4.2.2-XX and later, refer to Disk Setting “Table 4.3-4 Comparison Tables of Setting Examples on Storage Side 3 (DSKST 04-0240)” and use appropriate values.
(
Ensure the LUN0 is mapped to the cluster management LU.
(
Ensure the same LDEV is mapped to the same LUN.
(
WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration is able to handle the User LU up to 256 LDEV.
4.3
Comparison Tables of Setting Examples on Storage Side
The setting example of the LU (LDEV) mapping on the storage side differs between the OS version 4.2.1-XX or earlier and the OS version 4.2.2-XX or later because the maximum number of user LUs that physical nodes can recognize differs between them as shown in Table 4.3-1.
The OS version 4.2.1-XX and earlier is used for showing the setting examples on the storage side. Use the under-lined values in Table 4.3-2, 4.3-3, and 4.3-4 for the OS version 4.2.2-XX and later.
Table 4.3-1  Maximum number of user LUs

	#
	Item
	The OS version 4.2.1-XX and earlier
	The OS version 4.2.2-XX and later

	1
	Maximum number of user LUs/LDEVs
	256
	511


(
For Disk Setting “Table 2.2-6 Setting Example on Storage Side of Example of the Configuration of HDI for HCP” (DSKST 02-0070).

Table 4.3-2  Comparison Tables of Setting Examples on Storage Side 1

Verify the following tables by referring to the configuration example of nodes and disk array subsystems, which correspond to the setting example on the storage side below because a Host Group number and a port name defer for each configuration.

(The OS version 4.2.1-XX and earlier)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003

	
	WWN:W10
	WWN:W20
	WWN:

W04
	WWN:W30
	WWN:W40
	WWN:

W15
	WWN:W31
	WWN:W41
	WWN:

W14
	WWN:W11
	WWN:W21
	WWN:

W05

	0
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU

	1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1

	2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #129
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #129

	130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #130
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #130

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254
	(
	(
	User LU #254

	255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255
	(
	(
	User LU #255


(The OS version 4.2.2-XX and later)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003
	HG#001
	HG#002
	HG#003

	
	WWN:W10
	WWN:W20
	WWN:

W04
	WWN:W30
	WWN:W40
	WWN:

W15
	WWN:W31
	WWN:W41
	WWN:

W14
	WWN:W11
	WWN:W21
	WWN:

W05

	0
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #3
	HCP OS LU #4
	cluster management LU
	HCP OS LU #1
	HCP OS LU #2
	cluster management LU

	1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #3
	HCP DATA LU #4
	User LU #1
	HCP DATA LU #1
	HCP DATA LU #2
	User LU #1

	2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #7
	HCP DATA LU #8
	User LU #2
	HCP DATA LU #5
	HCP DATA LU #6
	User LU #2

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	257
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #257
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #257
	HCP DATA LU #4
	HCP DATA LU #3
	User LU #257
	HCP DATA LU #2
	HCP DATA LU #1
	User LU #257

	258
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #258
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #258
	HCP DATA LU #8
	HCP DATA LU #7
	User LU #258
	HCP DATA LU #6
	HCP DATA LU #5
	User LU #258

	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to
	to

	510
	(
	(
	User LU #510
	(
	(
	User LU #510
	(
	(
	User LU #510
	(
	(
	User LU #510

	511
	(
	(
	User LU #511
	(
	(
	User LU #511
	(
	(
	User LU #511
	(
	(
	User LU #511


(
For Disk Setting “Table 2.2-7 Setting Example on Storage Side of Example of the Configuration of HDI for Cloud” (DSKST 02-0080).
Table 4.3-3  Comparison Tables of Setting Examples on Storage Side 2

Verify the following tables by referring to the configuration example of nodes and disk array subsystems, which correspond to the setting example on the storage side below because a Host Group number and a port name defer for each configuration.

(The OS version 4.2.1-XX and earlier)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W15
	WWN:W14
	WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	2
	User LU #2
	User LU #2
	User LU #2
	User LU #2

	to
	to
	to
	to
	to

	254
	User LU #254
	User LU #254
	User LU #254
	User LU #254

	255
	User LU #255
	User LU #255
	User LU #255
	User LU #255


(The OS version 4.2.2-XX and later)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W15
	WWN:W14
	WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	2
	User LU #2
	User LU #2
	User LU #2
	User LU #2

	to
	to
	to
	to
	to

	510
	User LU #510
	User LU #510
	User LU #510
	User LU #510

	511
	User LU #511
	User LU #511
	User LU #511
	User LU #511


(
For Disk Setting “Table 2.2-8 Setting example on the side of storage subsystem in the Basic configuration” (DSKST 02-0081).
Table 4.3-4  Comparison Tables of Setting Examples on Storage Side 3

Verify the following tables by referring to the configuration example of nodes and disk array subsystems, which correspond to the setting example on the storage side below because a Host Group number and a port name defer for each configuration.

(The OS version 4.2.1-XX and earlier)
	HLUN
	Port 0A
	Port 0D
	Port 0B
	Port 0C
	Port 1A
	Port 1D
	Port 1B
	Port 1C

	
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W17
	WWN:W05
	WWN:W16
	WWN:W14
	WWN:W07
	WWN:W15
	WWN:W06

	0
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU
	cluster management LU
	User LU #129
	User LU #129
	cluster management LU

	1
	command device #0
	User LU #130
	User LU #130
	command device #0
	command device #0
	User LU #130
	User LU #130
	command device #0

	2
	User LU #1
	User LU #131
	User LU #131
	User LU #1
	User LU #1
	User LU #131
	User LU #131
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	127
	User LU #126
	User LU #256
	User LU #256
	User LU #126
	User LU #126
	User LU #256
	User LU #256
	User LU #126

	to
	to
	to
	to
	to
	to
	to
	to
	to

	129
	User LU #128
	(
	(
	User LU #128
	User LU #128
	(
	(
	User LU #128


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
This configuration can handle up to 256 user LUs.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(The OS version 4.2.2-XX and later)
	HLUN
	Port 0A
	Port 0D
	Port 0B
	Port 0C
	Port 1A
	Port 1D
	Port 1B
	Port 1C

	
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W04
	WWN:W17
	WWN:W05
	WWN:W16
	WWN:W14
	WWN:W07
	WWN:W15
	WWN:W06

	0
	cluster management LU
	User LU #256
	User LU #256
	cluster management LU
	cluster management LU
	User LU #256
	User LU #256
	cluster management LU

	1
	command device #0
	User LU #257
	User LU #257
	command device #0
	command device #0
	User LU #257
	User LU #257
	command device #0

	2
	User LU #1
	User LU #258
	User LU #258
	User LU #1
	User LU #1
	User LU #258
	User LU #258
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	User LU #253
	User LU #511
	User LU #511
	User LU #253
	User LU #253
	User LU #511
	User LU #511
	User LU #253

	to
	to
	to
	to
	to
	to
	to
	to
	to

	257
	User LU #255
	(
	(
	User LU #255
	User LU #255
	(
	(
	User LU #255


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
This configuration can handle up to 511 user LUs.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
For Disk Setting “Table 4.1.3-2 Setting Example on Storage Side” (DSKST 04-0052).
Table 4.3-5  Comparison Tables of Setting Examples on Storage Side 4

Verify the following tables by referring to the configuration example of nodes and disk array subsystems, which correspond to the setting example on the storage side below because a Host Group number and a port name defer for each configuration.

(The OS version 4.2.1-XX and earlier)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	①  WWN:W04
	⑥  WWN:W15
	⑤  WWN:W14
	②  WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	255
	User LU #254
	User LU #254
	User LU #254
	User LU #254


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 254 user LUs.
However, up to 255 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(The OS version 4.2.2-XX and later)
	HLUN
	Port 0A
	Port 0B
	Port 1A
	Port 1B

	
	HG#000
	HG#000
	HG#000
	HG#000

	
	①  WWN:W04
	⑥  WWN:W15
	⑤  WWN:W14
	②  WWN:W05

	0
	cluster management LU
	cluster management LU
	cluster management LU
	cluster management LU

	1
	Command device 0
	Command device 0
	Command device 0
	Command device 0

	2
	User LU #1
	User LU #1
	User LU #1
	User LU #1

	to
	to
	to
	to
	to

	511
	User LU #510
	User LU #510
	User LU #510
	User LU #510


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
This configuration can handle up to 510 user LUs.
However, up to 511 LUs can be handled in the configuration of HDI for Cloud because no command device is used.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
For Disk Setting “Table 4.1.3-4 Setting Example on Storage Side” (DSKST 04-0054).
Table 4.3-6  Comparison Tables of Setting Examples on Storage Side 5

Verify the following tables by referring to the configuration example of nodes and disk array subsystems, which correspond to the setting example on the storage side below because a Host Group number and a port name defer for each configuration.
(The OS version 4.2.1-XX and earlier)
	HL
	Port 0A
	Port 0D
	Port 0B
	Port 0C
	Port 1A
	Port 1D
	Port 1B
	Port 1C

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W02
①
	WWN:W17
⑧
	WWN:W03
②
	WWN:W16
⑦
	WWN:W12
⑤
	WWN:W07
④
	WWN:W13
⑥
	WWN:W06
③

	0
	cluster management LU
	User LU #255
	User LU #255
	cluster management LU
	cluster management LU
	User LU #255
	User LU #255
	cluster management LU

	1
	Command device 0
	User LU #256 (*1)
	User LU #256 (*1)
	Command device 0
	Command device 0
	User LU #256 (*1)
	User LU #256 (*1)
	Command device 0

	2
	User LU #1
	(
	(
	User LU #1
	User LU #1
	(
	(
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	255
	User LU #254
	(
	(
	User LU #254
	User LU #254
	(
	(
	User LU #254


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 256 LDEV.
(The OS version 4.2.2-XX and later)
	HL
	Port 0A
	Port 0D
	Port 0B
	Port 0C
	Port 1A
	Port 1D
	Port 1B
	Port 1C

	UN
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000
	HG#000

	
	WWN:W02
①
	WWN:W17
⑧
	WWN:W03
②
	WWN:W16
⑦
	WWN:W12
⑤
	WWN:W07
④
	WWN:W13
⑥
	WWN:W06
③

	0
	cluster management LU
	User LU #511
	User LU #511
	cluster management LU
	cluster management LU
	User LU #511
	User LU #511
	cluster management LU

	1
	Command device 0
	( (*1)
	( (*1)
	Command device 0
	Command device 0
	( (*1)
	( (*1)
	Command device 0

	2
	User LU #1
	(
	(
	User LU #1
	User LU #1
	(
	(
	User LU #1

	to
	to
	to
	to
	to
	to
	to
	to
	to

	511
	User LU #510
	(
	(
	User LU #510
	User LU #510
	(
	(
	User LU #510


NOTE:(
Ensure HLUN0 is mapped to cluster management LU.
(
Ensure the same HLUN is mapped to the same LU.
(
Assign the WWN of the node which is recorded on the worksheet for memo of WWN (refer to “B.5.1 Acquiring WWNs of Nodes”) to the host group on the side of the disk array subsystem.
(
For convenience of drawing the figure, the FC ports in the node 1 are mirrored (left and right are reversed).
(
This configuration is able to handle the User LU up to 511 LDEV.
*1:
No more user LU can be assigned because the number of user LUs reaches the maximum in the table for the OS version 4.2.2-XX and later.
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