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Chapter 12
Appendix C  The Entire Restoration Procedures on HDI Side in the Configuration of HDI for Cloud
In the configuration of HDI for Cloud, this section describes the procedures to restore the settings of entire systems from the initial statuses due to causes such as a disaster occurs on the HDI side.
Table 12-1 shows the summary of operation procedures and the operator to be operated. The details of procedures are expressed subsequently.
Ask the system administrator to select either of the following system setting information recovery procedures (after #6).
(
When performing the recovery of the system setting information and the user data separately, perform the procedure with the check marks “(” in the column “A”.

(
When performing the recovery of the system setting information and the user data from HCP collectively, perform the procedure with the check marks “(” in the column “B” (check marks in brackets “(()” are performed by the procedures stated in the guide referred in #6-4).
Table 12-1  Summary of the Operation Procedures and the Operators

	#
	Selection
	Operating Contents
	Operator
	Used Machine

	
	A
	B
	
	
	

	1
	(
	(
	Obtain the information which is required to be collected preliminarily
	System administrator
	Administration server (HSNM2)

	2
	(
	(
	Give the same serial number of the previous disk array subsystem to the newly shipped disk array subsystem
	CTO operator
	CTO operating PC (HSNM2)

	
	
	
	
	Maintenance personnel
	Maintenance PC (HSNM2)

	3
	(
	(
	Reset the LU and port Information of disk array subsystem
	CTO operator
	CTO operating PC (HSNM2)

	
	
	
	
	Maintenance personnel
	Maintenance PC (HSNM2)

	4
	(
	(
	Set up the Maintenance LAN IP-SW
	CTO operator
	CTO operating PC

	
	
	
	
	Maintenance personnel
	Maintenance PC

	5
	(
	(
	(In the case of the cluster configuration, install on the both nodes) Newly install the OS on the node
	CTO operator
	KVM, Remote console

CTO operating PC (CLI)

	
	
	
	
	Maintenance personnel
	KVM, Maintenance PC (Remote console),

Maintenance PC (CLI)

	6
	(
	(
	Restore the system setting information
	(
	(

	6-1
	(
	
	
	Request the administrator of HCP side to download the system setting information file from the HCP and transfer it to the HDI side.
	HCP administrator
	HCP administration server

	6-2
	(
	
	
	Upload the transferred system setting information file to the node
	System administrator
	Administration server (HFSM)

	6-3
	(
	
	
	Execute the system LU recovery
	Maintenance personnel
	Maintenance PC (CLI)

	6-4
	
	(
	
	Recover the system setting information and the user data from HCP collectively.
	System administrator
	Administration server (CLI)

	7
	
	(()
	(In the case of the cluster configuration) Redefine the cluster
	System administrator
	Administration server (HFSM)

	8
	(
	(()
	If the HCP payload encryption function is enabled, recover the encryption key.
	System administrator
	Administration server (CLI)

	9
	(
	(()
	Start up the cluster and the resource group
	System administrator
	Administration server (HFSM)

	10
	(
	
	Forcibly stop the resource group
	System administrator
	Administration server (HFSM)

	11
	(
	
	Record the result of fslist
	System administrator
	Administration server (CLI)

	12
	(
	
	After deleting the file system, start the resource group and re-create the file system
	System administrator
	Administration server (HFSM)

	13
	(
	
	Execute the restoration of data in the file system
	System administrator
	Administration console (CLI)

	14
	(
	
	Set the sharing by using the information recorded in advance
	System administrator
	Administration server (HFSM)


( About the site of operation

#1 and #6 to #14 are done at the local site (at the customer site) 

#2 to #5 is performed at CTO or local site (at the customer site) depending on the situation.
12.1
Obtain the Information which is Required to be Collected Preliminarily
To execute the entire recovery process on the HDI side, it is assumed that the system administrator outputs the configuration information file of the disk array subsystem before occurrence of a failure and records the information at the time of creating the file system sharing.
Store the recorded information in the place unaffected failures of HDI side.
The following shows the method to get the necessary information that is required to collect beforehand.
For details, refer to “Hitachi Storage Navigator Modular2 Graphical User Interface (GUI) User’s Guide” and “User’s Guide ‘Managing File Shares’”.
12.1.1
Output the configuration information files of the RAID group and logical unit
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Figure 12.1.1-1  RAID Group/ Logical Unit Configuration Information File Output Screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click the radio button of [RAID Group/Logical Unit] at [Select Configuration Information].
(4)
Specify a directory to be output the configuration information file and a file name to [File].
(e.g.): C:\work\RGInfo_20100514.txt

If you do not specify a directory, a file is created under the directory where the HSNM2 is installed.
(5)
Click [Apply] button.
(6)
The RAID group/ Logical unit information is output with the specified file name, and the confirmation message is displayed. Click [OK] button.
The description above is an example when the target array is the AMS2000 series.

To output the configuration information files of the RAID group and the logical unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute procedure (1) to (8).

Note that the configuration information is obtained by selecting the “RAID Groups/DP Pools/Volumes” radio button.
12.1.2
Output the configuration information file of a port information
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Figure 12.1.2-1  port information Configuration Information File Output screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click the radio button of [Port Information] at [Select Configuration Information].
(4)
Specify a directory to be output the configuration information file and a file name to [File].
(e.g.): C:\work\port Info_20100514.txt

If you do not specify a directory, a file is created under the directory where the HSNM2 is installed. 
(5)
Click [Apply] button.
(6)
The port information is output with the specified file name, and the confirmation message is displayed. Click [OK] button.
The description above is an example when the target array is the AMS2000 series.

To output the configuration information files of the RAID group and the logical unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute procedure (1) to (8).

Note that the configuration information is obtained by selecting the “Ports Information” radio button.
12.1.3
Output the configuration information file of the system parameter
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Figure 12.1.3-1  The configuration information file of the system parameter output screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click the radio button of [System Parameters] at [Select Configuration Information].
(4)
Specify a directory to be output the configuration information file and a file name to [File].
(e.g.): C:\work\SystemParamInfo_20100514.txt

If you do not specify a directory, a file is created just under the directory where the HSNM2 is installed. 

(5)
Click [Apply] button.
(6)
The port information is output with the specified file name, and the confirmation message is displayed. Click [OK] button.
The description above is an example when the target array is the AMS2000 series.

To output the configuration information files of the RAID group and logical unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute procedure (1) to (8).

Note that the configuration information is obtained by selecting the “System Parameters” radio button.
12.1.4
Record the shared setting of file system
Use nfsbackup and cifsbackup command, and obtain the backup of the common information.
For the reference place in User’s Guide describing the details about nfsbackup command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘nfsbackup’’ (GENE 00-0060)”, and for the reference place in User’s Guide describing the details about cifsbackup command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘cifsbackup’’ (GENE 00-0060)”.
NOTE:
If the both CIFS sharing and NFS sharing are set for a file system, execute the both of cifsbackup and nfsbackup command.
CIFS sharing uses cifsbackup command. The following shows an example.
(
The file system name is “fs01”.
(
The information definition file name to be output is “fs01_cifsshares.xml”.
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Figure 12.1.4-1  An example of cifsbackup command execution
NFS sharing uses nfsbackup command. The following shows an example. 
(
The file system name is “fs01”.
(
The information definition file name to be output is “fs01_nfsshares.xml”.
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Figure 12.1.4-2  An example of nfsbackup command execution
The acquired contents of information definition file can be referred by the cifsrestore command and nfsrestore command.
The form of command is such as follows.
(
cifsrestore --list <Information definition file name>

(
nfsrestore --list <information definition file name>

When there is no backup file, it is required to input the information that is necessary to create “share” manually and to set the sharing again. When there is no backup file, and no information to input manually, the sharing cannot be set again.
In the case you will input them manually, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Adding a file share’’ (GENE 00-0050)” for the reference place in User’s Guide, and record the information described in Figure 12.1.4-1 to Figure 12.1.4-6.
Table 12.1.4-1  Information to be specified at [Basic] tab on the [Add Share] dialog
	#
	Items to be set
	Setting contents

	1
	Sub-directory name
	

	2
	Protocol
	

	3
	Export point owner
	


Table 12.1.4-2  Information to be specified at [CIFS] sub-tab of [Access Control] tab on the [Add Share] dialog
	#
	Items to be set
	Setting contents

	1
	Enable ACL
	

	2
	Read only
	

	3
	Special permitted users/groups
	

	4
	Host/network based access restriction
	

	5
	Browsable share
	

	6
	Allow guest account access
	

	7
	Access permissions for new files
	

	8
	Access permissions for new directories
	


Table 12.1.4-3  Information to be specified at [NFS] sub-tab of [Access Control] tab on the [Add Share] dialog
	#
	Items to be set
	Setting contents

	1
	Host/network
	

	2
	Security flavor
	

	3
	Anonymous mapping
	

	4
	UID for anonymous mapping
	

	5
	GID for anonymous mapping
	


Table 12.1.4-4  Information to be specified at [Directory] sub-tab of [Access Control] tab on the [Add Share] dialog in the case of Advanced ACL type
	#
	Items to be set
	Setting contents

	1
	User or group name
	

	2
	Permissions
	

	3
	Apply these ACLs to this folder, sub- folders, and files
	


Table 12.1.4-5  Information to be specified at [Directory] sub-tab of [Access Control] tab on the [Add Share] dialog in the case of Classic ACL type
	#
	Items to be set
	Setting contents

	1
	Export point permissions
	

	2
	Unix sticky bit
	


Table 12.1.4-6  Information to be specified at [CIFS] sub-tab of [Advanced] tab on the [Add Share] dialog
	#
	Items to be set
	Setting contents

	1
	CIFS share name
	

	2
	Comment shown to CIFS clients
	

	3
	Enable auto creation of home directory
	

	4
	Users allowed to change file time stamp
	

	5
	Disk synchronization policy
	

	6
	Windows(R) client access policy
	

	7
	Allow CIFS client cache
	

	8
	Use Volume Shadow Copy Service
	


12.1.5
Record the name space name of the HCP to be connected
To use the information stored in the HCP at the time of failure recovery, it is required to record the name space name of HCP to be connected per file system.
Record the name space name of HCP to be connected when the migration policy is set to the file system, or confirm it on the screen of HFSM.
When confirming the name space name of HCP to be connected on the screen of HFSM, open the Figure12.1.5-1 “[3.Source/Target] window in the Migration Wizard”, (select the file system name from [File System Name] pull down menu, and (check the name space name to be displayed on the [Namespace name:].
After checking the name spaces for all of the file systems, (click [Cancel] button to terminate Migration Wizard.
For the reference place in User’s Guide describing the details about the operation method of Migration Wizard, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Setting migration policies’’ (GENE 00-0050)”.
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Figure 12.1.5-1  [3.Source/Target] window in the Migration Wizard
NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.
Perform 12.1.4 and 12.1.5, and record the information of CIFS sharing and NFS sharing and the name space name of HCP per file system as described in the Figure 12.1.5-2.
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Figure12.1.5-2  Information to be obtained per file system
12.1.6
Prepare the Password and the Passphrase of the HCP Payload Encryption Function

If the HCP payload encryption function is used in the OS version 5.2.0-XX or later, the password and passphrase are required to use the data stored in HCP.

Notify the system administrator to prepare the password and the passphrase before starting the data recovery procedure.
12.2
Give the Same Operating Serial Number of the Previous Disk Array Subsystem to the Newly Shipped Disk Array Subsystem
Obtain the serial number of the disk array subsystem where a failure occurs from the distributor.
(It is assumed that the distributor controls the serial numbers of the disk array subsystems.)
Register the obtained serial number to the disk array subsystem to be shipped newly.
12.2.1
How to register the operating serial number of the disk array subsystem
Change the serial number of the disk array subsystem by using the operating serial number setup function from the WEB browser of disk array subsystem.
The procedures are described below.
(1)
Shift the disk array subsystem to maintenance mode.
Press RST SW of Controller #0. The ALARM LED (red) of the controller #0 turns on. 
After turning on the ALARM LED (red) of the controller #0, press RST SW of controller #1 within 10 seconds. 
ALARM LED (red) of controller #0 turns off, READY LED (green) of the front bezel turns off, and it shift to the maintenance mode.
If it does not shift to the maintenance mode, refer to “WEB  Chapter 3. The Maintenance Mode Operation Procedure” in each maintenance manual.
(2)
Input the “http:// IP address of disk array subsystem/equip_set” in the address bar of WEB browser.
[User name] or [Password] may be requested in the operation of WEB connection or WEB operation.
In that case, input the user name “maintenance” and the password “hosyu9500”.
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Figure 12.2.1-1  Address input bar of the browser
(3)
Figure 12.2.1-2 Equipment Information Setup screen is displayed.
Click [Change] button.
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Figure 12.2.1-2  Equipment Information Setup screen (1)

(4)
In [Serial Number], input the serial number obtained from the distributor before the failure occurrence, and then click [Set] button.
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Figure 12.2.1-3  Equipment Information Setup screen (2)
(5)
Check that there is no error in the changed contents, and then click [Save] button.
Complete screen is displayed and the serial number is changed.
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Figure 12.2.1-4  Equipment Information Setup screen (3)

(6)
Input the “http://IP address of disk array subsystem/” in the address bar of WEB browser.
It shows the web screen of figure 12.2.1-5 Disk array subsystem.

[image: image12]
Figure 12.2.1-5  Disk array subsystem Web screen
(7)
Click [Go To Normal Mode] button on the web screen of Figure 12.2.1-5 Disk Array Subsystem. Figure 12.2.1-6 restart confirmation dialog is displayed. Click [OK] button.
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Figure 12.2.1-6  Restart Confirmation Dialog
(8)
Figure 12.2.1-7 Reboot executing screen is displayed.
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Figure 12.2.1-7  Reboot Executing screen
(9)
Disk array subsystem becomes READY status in 5 to 15 minutes.
Check that the READY LED (green) of the disk array subsystem is on, and then terminate the WEB screen.
12.3
Reset the LU and Port Information of Disk Array Subsystem
Restore the setting of disk array subsystem with the collected information at the process of Troubleshooting “12.1 Obtain the Information which is Required to Collect Preliminarily” (TRBL 12-0010).
For details, refer to “Hitachi Storage Navigator Modular2 Graphical User Interface (for GUI) User’s Guide”.
12.3.1
Restore the setting from the configuration information file where the RAID group/ Logical Unit is obtained
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Figure 12.3.1-1  RAID group/ Logical Unit Configuration information file Input Screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click [Input] radio button at [Operation].
(4)
Click [RAID Group/Logical Unit] radio button at [Select Configuration Information].
(5)
Specify the RAID group definition, the directory of the file that is described the group definition and logical unit definition, and its file name in [File].
(e.g.): C:\work\RGInfo_20100514.txt

(6)
Click [Apply] button.
(7)
The confirmation message is displayed. Then click [OK] button.
The description above is an example when the target array is the AMS2000 series.

To restore the setting from the configuration information file of the RAID group/ Logical Unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute (9) and the rest of the procedures to restore the setting by using the configuration information file obtained from Troubleshooting “12.1.1 Output the configuration information files of the RAID group and logical unit” (TRBL 12-0010).

12.3.2
Restore the Port Information setting from the configuration information file
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Figure 12.3.2-1  Port Information Configuration Information File Input Screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click [Input] radio button at [Operation].
(4)
Click [RAID Group/Logical Unit] radio button at [Select Configuration Information].
(5)
Select all of the check boxes in the Fibre group under [Port Information (Update)].
An error occurs if no item is selected.
(6)
Specify the directory where port information is input and its file name in [File].
(e.g.): C:\work\PortInfo_20100514.txt

(7)
Click [Apply] button.
(8)
The port information is input with the specified file name, and the confirmation message is displayed. Then click [OK] button.
(9)
If customer used LUN Manager function on AMS, node WWN information settings on AMS should be changed, because the node has been new one. To obtain new node WWN, refer to “Disk Setting ‘2.3 Acquiring WWNs of Nodes’(DSKST 02-0090)”.
To set the LUN Manager, refer to “Hitachi Storage Navigator Modular2 Graphical User Interface(for GUI) User’s Guide”.
The description above is an example when the target array is the AMS2000 series.

To restore the setting from the configuration information file of the RAID group/ Logical Unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute (9) and the rest of the procedures to restore the setting by using the configuration information file obtained from Troubleshooting “12.1.2 Output the configuration information file of a port information” (TRBL 12-0020).

12.3.3
Restore the setting from the configuration information file where the system parameter is obtained
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Figure 12.3.3-1  System Parameter Configuration Information File Output Screen
(1)
Select the configuration setting from the tool menu on the unit screen.
(2)
Click [Constitute] tab.
(3)
Click [Input] radio button at [Operation].
(4)
Click the radio button of system parameter at [Select Configuration Information].
(5)
Specify the directory of the file that is described the system parameter and its file name in the [File].
(e.g.): C:\work\SystemParamInfo_20100514.txt

(6)
Click [Apply] button.
(7)
The confirmation message is displayed. Then click [OK] button.
The description above is an example when the target array is the AMS2000 series.

To restore the setting from the configuration information file of the RAID group/ Logical Unit when the target array is the HUS100 series, refer to “System Parameter ‘Chapter 10. Setting Constitute Array’” in the maintenance manual and execute (9) and the rest of the procedures to restore the setting by using the configuration information file obtained from Troubleshooting “12.1.3 Output the configuration information file of the system parameter” (TRBL 12-0030).

12.4
Set Up the Maintenance LAN IP-SW

At the site where the Management LAN IP-SW is installed, execute the setting of LAN IP-SW.
For details, refer to Hitachi Data Ingestor Maintenance Manual “Installation ‘Chapter 4 Overview of VLAN Setting Procedure for the Management LAN IP-SW’ (INST 04-0000)”.
At the site where no Management LAN IP-SW is installed, request the customer to set the IP-SW provided by the customer.
12.5
Newly Install the OS on the Node
To execute the restoration of system LU, install the OS newly on the node.

The following shows the overview of the newly installation.
For the procedure of the newly installation, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
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Figure 12.5-1  Flow of New Installation Procedure
12.6
Restore System Setting Information File
Ask the system administrator to select either of the following restore methods of the system setting information.

To restore the system setting information separately from the user data using the downloaded system setting information file, perform the procedure 12.6.1 (Pattern “A” in Table 12-1).

To restore the recovery of the system setting information and the user data from HCP collectively, perform the procedure 12.6.2 (Pattern “B” in Table 12-1).

12.6.1
Restore the Downloaded System Setting Information File

12.6.1.1
Request the Administrator of HCP Side to Download the System Setting Information File from the HCP and Transfer It to the HDI Side

To execute the restoration of system LU, it is required to obtain the system setting information file that is already transferred to HCP side.
Report the name space name of the target HCP to be connected, which is obtained at the process of Troubleshooting “12.1.5 Record the name space name of the HCP to be connected” (TRBL 12-0060) to the administrator on the HCP side, and then request the administrator to transfer the system setting information file to the side of HDI, after downloading it from the HCP.
File transferring should be done by such as an e-mail or FTP which can be executed the file transferring.
12.6.1.2
Upload the Transferred System Setting Information File to the Node

Register the node information to be connected into HFSM and Upload the system setting information file that is transferred from the HCP administrator to the node.
For the reference place in User’s Guide describing the details about registering node information to be connected into HFSM, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Registering a processing node’’ (GENE 00-0040)”.
For the reference place in User’s Guide describing the details about uploading a system configuration file, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Uploading a system configuration file’’ (GENE 00-0050)”.
The following shows the procedures to upload the system setting information file.
This operation is available to do from [<Physical Node>] sub window.
(1)
Click [Save Settings] button in [Settings] tab.
[Save System Settings Menu] page of [Save Settings] dialog is displayed.
(2)
Click [Upload Saved Data] button.
[Upload Saved Data] page shown in the Figure 12.6.1-1 is displayed.
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Figure 12.6.1-1  [Upload Saved Data] Page
NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.
(3)
Check the information displayed in the screen, and click [Upload] button.
[Select Saved Data File] page is displayed.
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Figure 12.6.1-2  [Select Saved Data File] page

NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.
(4)
Specify the path of system setting information file to be uploaded to [Saved file] with the absolute path.
Click [Browse] button when you refer the file name to specify it, click [Browse] button.
(5)
Click [OK] button.
The system setting information file is uploaded, and the screen returns to [Upload Saved Data] page. The information of the uploaded system setting information file is displayed.
12.6.1.3
Execute the System LU Recovery

Execute the restoration process of the system LU. For details, refer to “Maintenance Tool ‘2.8.2 (1) Batch Recovery of the OS Disk/cluster management LU’ (MNTT 02-0470)”.
The following shows the execution procedures of the System LU restoration.
Execute syslurestore command, and restore the system LU.
The execution confirmation message is displayed at the time of command execution. Input “y” to continue the process.
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Figure 12.6.1-3  An Example of System LU Restoration Command Execution
12.6.2
Recover the System Setting Information and the User Data Collectively using the HCP Linkage Function
Recover the system setting information and the user data collectively. When the recovery is complete, the OS reboots.

For the detailed procedure, refer to “Restoring system configuration information and user data in batch” in “Troubleshooting Guide”.
Perform the cluster redefinition, recovery of the encryption key and start of the cluster/resource group in the command dialogues or the procedure in the reference guide. For the password and the passphrase required to enter during the command dialogue, use the password and the passphrase prepared in Troubleshooting “12.1.6 Prepare the Password and the Passphrase of the HCP Payload Encryption Function” (TRBL 12-0061).
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Figure 12.6.2-1  Example of System Collective Recovery Command
12.7
Redefine the Cluster
NOTE:
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not necessary because it is performed in the reference guide stated in 12.6.2.
After executing the system LU restoration, the cluster configuration is required to redefine.
For the reference place in User’s Guide describing the details about defining a cluster configuration, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Defining a cluster configuration’’ (GENE 00-0040)”.
The following shows the procedures to redefine the culuster configuration.
(1)
Click [Cluster Management] button in [Settings] tab.
[Define Cluster Configuration] page in [Cluster Management] dialog is displayed, and the message dialog that urges to define the cluster configuration is displayed.
(2)
Click [OK] button.
[Define Cluster Configuration] page is displayed.
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Figure 12.7-1  [Define Cluster Configuration] page

NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.

(3)
Click [OK] button without changing any input contents.
NOTE:
If the already input contents are changed, a problem such as unavailable to configure the cluster might be occurred. Do not change the input contents.
12.8
Recovery of Encryption Key of the HCP Payload Encryption Function

NOTE:
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not necessary because it is performed in the reference guide stated in 12.6.2.
If the system setting information is restored from the system setting information file and the HCP payload encryption function is used, run the hcprecoverkey command to recover the encryption key.

For the reference place of the user`s guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures’ Table 6 [hcprecoverkey] (GENE 00-0060)”.

For the password and the passphrase questioned interactively after running the command, enter the password and the passphrase prepared in Troubleshooting “12.1.6 Prepare the Password and the Passphrase of the HCP Payload Encryption Function” (TRBL 12-0061).
12.9
Start Up the Cluster and the Resource Group

After defining the cluster configuration, start up the cluster and the resource group. However, because the file system recognized by the OS is not on the side of disk array, an error of blocking file system is occurred.

And the resource group becomes the state of an error.

NOTE:(
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not necessary because it is performed in the reference guide stated in 12.6.2.
(
Because the occurrence of errors on the file system and the resource group is the intended result of operation, please go to the next procedure.
12.9.1
Cluster start up

For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a cluster’’ (GENE 00-0040)”.
The following shows the procedure to start up the cluster.
(1)
Click [Cluster Management] button in [Settings] tab.
[Browse Cluster Status (Cluster / Node Status)] page in [Cluster Management] dialog is displayed. In the state of displaying [Browse Cluster Status (Resource Group Status)] page, 

Select [Cluster / Node status] from the drop-down list, then click [Display] button.
(2)
Click [Start] button of the cluster.
In the state of stopping the cluster, [Start] button is displayed.
Once [Start] button is clicked, it starts all the nodes that configure the cluster. Once the node is started, it is the state that can starts the resource group.
12.9.2
Start up the resource group

For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a resource group’’ (GENE 00-0040)”.
The following shows the procedure to start up the resource group.
(1)
Click [Cluster Management] button in [Settings] tab.
[Browse Cluster Status (Cluster / Node Status)] page of [Cluster Management] dialog is displayed.
(2)
Select [Resource group status] from the drop-down list, and then click [Display] button. [Browse Cluster Status (Resource Group Status)] page is displayed.
(3)
Select the resource group in the radio buttons, and then click [Start] button.
Once [Start] button is clicked, the service that is provided by the selected resource group does not start and the resource group ends abnormally.
NOTE:
In the case of not allocating the file system in the node, the state of resource group becomes [Online/No error], but please go to the next procedure.
12.10

Forcibly Stop the Resource Group
NOTE:
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not required.
Terminate forcibly the resource group which becomes abnormal state at the operation of Troubleshooting “12.9 Start Up the Cluster and the Resource Group” (TRBL 12-0210).
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Performing a forced stop for a resource group’’ (GENE 00-0040)”.
The following shows the procedure to terminate the resource group forcibly.
(1)
Click [Cluster Management] button in the [Settings] tab.
[Browse Cluster Status (Cluster / Node Status)] page of the [Cluster Management] dialog is displayed.
(2)
Select [Resource group status] from the drop-down list, and click [Display] button.
[Browse Cluster Status (Resource Group Status)] page is displayed.
(3)
Click [Perform Forced Stop] button of the resource group.
Once [Perform Forced Stop] button is clicked, it ignores all the errors and terminates the resource group forcibly.
NOTE:
When the resource group is in the state of [Online/No error], stop the resource group by clicking [Stop] button at the step (3).
12.11

Record the Result of fslist
NOTE:
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not required.
Execute fslist command to record and store the setting contents of the file system that is created at the node.
Execute fslist command for the both nodes.
For the reference place in User’s Guide describing the details about fslist command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘fslist’’ (GENE 00-0060)”.
It is based on the premise of registering the public key on the account of SSH. If it is not registered, refer to the “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Registering a public key’’ (GENE 00-0050)” for the reference place in User’s Guide, and register the public key.
Figure 12.11-1 shows an example of fslist command execution.
Record the information of the file system from the result of fslist command.
Record the parts that are circled in the example of execution at the very least.

[image: image24]
Figure 12.11-1  An example of fslist command execution
12.12

After Deleting the File System, Start the Resource Group and Re-create the File System
NOTE:
If you select the collective recovery of the system setting information and the user data for the data recovery method, this procedure is not required.
To restore the blocked file system, once delete the file system and re-create the file system.

The procedure is expressed in the following.

12.12.1
Deleting file system

The following shows the procedure to delete the file system.
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Deleting a file system’’ (GENE 00-0040)”.
(1)
Execute the HFSM refresh by clicking [Refresh Processing Node] button.
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Refreshing processing node information’’ (GENE 00-0040)”.

Although there is a case that an error is output in the pop-up window, the refreshing process is done. Therefore, go to the next step.
(2)
Click [Delete File System] button in the state of selecting the check box of the target file system.
[Delete File System] button is displayed in the following sub-window.
(
[File Systems] sub-window.
(
[File System] sub-tab of [File Systems] in [<Physical Node>] sub-window.
(3)
Confirm the information displayed in the confirmation dialog, and then click [Confirm] button by checking the check box.
(4)
Confirm the processing result that is output to the pop-up window, and click [Close] button.
12.12.2
Rebooting OS

The following shows the procedure to reboot the OS.
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Rebooting OS’’ (GENE 00-0040)”.
(1)
Select the check box of the target Processing Node on the [HDI] tab of [Processing Nodes] sub-window, and click [Shutdown Node] button.
(2)
Check the information displayed on the confirmation dialog, click [Confirm] button by selecting the check box.
(3)
Confirm the result of processing, and click [Close] button.
(4)
After confirming the stop of both OSs, select the check box of target Processing Node on the [HDI] tab in the [Processing Nodes] sub-window, and then click [Start Node] button.
(5)
Confirm the information displayed in the confirmation dialog, and then click [Confirm] button.
(6)
Confirm the processing result that is output to the pop-up window, and click [Close] button.
12.12.3
Starting resource group

The following shows the procedure to start up the resource group.
For the reference place in User’s Guide, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a resource group’’ (GENE 00-0040)”.
(1)
Click [Cluster Management] button in [Settings] tab.
[Browse Cluster Status (Cluster / Node Status)] page of [Cluster Management] dialog is displayed.
(2)
Select [Resource group status] from the drop down list, and click [Display] button. [Browse Cluster Status (Resource Group Status)] page is displayed.
(3)
Select a resource group with the radio button, and then click [Start] button.
Clicking [Start] button starts the service provided by the selected resource group.
12.12.4
Creating file system

Create a file system in accordance with the result of fslist that is obtained at the Troubleshooting “12.11 Record the Result of fslist” (TRBL 12-0230).
The following shows the procedure to create a file system.
For the reference place in User’s Guide describing the details about creating a file system, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Creating a file system’’ (GENE 00-0040)”.
(1)
Click [Create File System] button.
[Create File System] button is displayed on [File System] sub-tab of [File Systems] in the [<Physical Node>] sub-window.
(2)
Specify the necessary information from [Create File System] dialog.
Specify the basic attribute that is related to the file system on [Basic] tab.

[image: image25]
Figure 12.12.4-1  [Basic] tab on [Create File System] dialog

NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.

(3)
Specify the necessary information, and then click [OK] button.
(4)
Check the information displayed on the confirmation dialog, and then click [Confirm] button.
(5)
Check the result of processing that is output from the pop-up window, and then click [Close] button.
12.13

Execute the Restoration of Data in the File System

12.13.1
arcrestore command execution

Restore the data that has been stored in the file system by using arcrestore command.

Figure 12.13.1-1 shows an example of arcrestore command.

For the reference place in User’s Guide describing the details about arcrestore command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘arcrestore’’ (GENE 00-0060)”.

(
The target file system to be restored is “fs01”.
(
The name of the name space that is set to the file system to be restored is “fs01namespace”.
The value which is input here uses the combination of the file name which is recorded at Troubleshooting “12.1.5 Record the name space name of the HCP to be connected” (TRBL 12-0060) and the name space name.

[image: image26]
Figure 12.13.1-1  An example of arcrestore command execution

NOTE:
If you want to restore the file again, in such a case because it mistook the combination of name space name between the file system and the name space to be restored, execute in reference to Troubleshooting “12.12 After Deleting the File System, Start the Resource Group and Re-create the File System” (TRBL 12-0240) without deleting the data in the file system.

12.13.2
Consistency check of the file that restored

NOTE:
Although hcporphanrestore command may take much time to complete, you can execute the procedure of Troubleshooting “12.14 Set the Sharing by Using the Information Recorded in Advance” (TRBL 12-0290) without waiting the completion after executing the command.

Use hcporphanrestore command, and execute the procedure to check whether there is no inconsistency in the restored file.

Figure 12.13.2-2 shows an example of hcporphanrestore command.

For the reference place in User’s Guide describing the details about hcporphanrestore command, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘hcporphanrestore’’ (GENE 00-0060)”.

(
The file system to be executed the consistency check is “fs01”.

[image: image27]
Figure 12.13.2-2  An example of hcporphanrestore command execution
12.14

Set the Sharing by Using the Information Recorded in Advance

12.14.1
Set the Sharing by Using the recorded file
Set the common information of the file system by using the information recorded at Troubleshooting “12.1.4 Record the shared setting of file system” (TRBL 12-0040).
Set the sharing in the file system with cifsrestore/nfsrestore command by using the information definition file that is obtained at the cifsbackup/nfsbackup.

Figure 12.14.1-1 an example of cifsrestore command execution shows an example when the information of CIFS sharing is restored.

(
The name of the file system is fs01.

(
Information definition file name is fs01_cifsshares.xml.

[image: image28]
Figure 12.14.1-1  An example of cifsrestore command execution
Figure 12.14.1-2 an example of nfsrestore command execution shows and example when the information of NFS sharing is restored.

(
The name of the file system is fs01.

(
Information definition file name is fs01_nfsshares.xml.
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Figure 12.14.1-2  An example of nfsrestore command execution
12.14.2
Set the sharing by using information that is manually recorded
If you set the sharing by using information that is manually recorded, without using information definition file that is obtained at cifsbackup/nfsbackup. You can use the information of table from “Table 12.1.4-1(TRBL 12-0040) to Table 12.1.4-6 (TRBL 12-0050)”.
The following shows the overview of procedure to create the sharing manually.
For the reference place in User’s Guide describing the details about setting a sharing, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Adding a file share’’ (GENE 00-0050)”.
(1)
Click [Add Share] button.
[Add Share] button is displayed in the next sub-window.
(
[<file system>] sub-window
(2)
[File System] sub-tab of [File Systems] in the [<Physical Node>] sub-window.
Specify the necessary information at the [Add Share] dialog.
At [Basic] tab, specify the basic attribute that is related to file sharing.
At [Access Control] tab, specify the attribute that is related to access right of the file sharing.

[image: image30]
Figure 12.14.2-1  [Basic] tab of [Add Share] dialog

NOTE:
The contents of the window may be changed depending on the version. For the details, refer to the “User’s Guide” for the version.

(3)
After specifying the necessary information, click [OK] button.
(4)
Check the information displayed in the confirmation dialog, then click [Confirm] button.
(5)
Confirm the result of the processing which is output to the pop-up window, then click [Close] button.
This page is for editorial purpose only.
$ sudo cifsbackup fs01 fs01_cifsshares.xml





$ sudo nfsbackup fs01 fs01_nfsshares.xml
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“Set Up ‘3.3 Installing OS (New)’ (SETUP 03-0020)”


“Set Up ‘3.4 Installing to other node’ (SETUP 03-0080)”





“Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”





“Set Up ‘3.2 The node Status Confirmation before Installation’ (SETUP 03-0010)”





Flow





“Set Up ‘3.1 Procedure before New Installation’ (SETUP 03-0000)”





Reference





Setting/confirmation after new installation








“Set Up ‘3.3 Installing OS (New)’ (SETUP 03-0020)”


“Set Up ‘3.4 Installing to other node’ (SETUP 03-0080)”





“Set Up ‘3.2 The node Status Confirmation before Installation’ (SETUP 03-0010)





“Set Up ‘3.1 Procedure before New Installation’ (SETUP 03-0000)”





Procedure before new installation





node status confirmation before installation





Installing OS





Procedure before new installation





node status confirmation before installation





Installing OS





First node





Second node (if needed)





$ sudo syslurestore -f sysbk_FC-GW6P67NBX_20100111_0352.tgz


KAQM13133-Q Processing might take a while. Do you want to restore the settings for the cluster management LU and both of the OS disks in the cluster by using the saved file (saved date and time = 2010/01/11 03:52)? (y/n)





$ sudo syslurestore --trans --system-name cluster01


[Transfer settings]


host-name: hcap.hitachi.com


host-address: 10.208.21.100


tenant-name: tenant


user-name: user


password: 





(Snip)





KAQM13185-Q Processing might take about 120 seconds. Do you want to restore system settings by using the saved file? (y/n) y


Restoring the system configuration. (remaining time = 120 seconds)


  Step 1/9 Performing pre-processing.  (remaining time = 120 seconds)


  Step 2/9 Decompressing the system backup files. (remaining time = 120 seconds)


  Step 3/9 Initializing management area-1. (remaining time = 110 seconds)


  Step 4/9 Initializing management area-2. (remaining time = 100 seconds)


  Step 5/9 Initializing management area-3. (remaining time = 90 seconds)


  Step 6/9 Restoring the system files. (remaining time = 80 seconds)


  Step 7/9 Creating the file systems. (remaining time = 70 seconds)


  Step 8/9 Restoring the file systems. (remaining time = 60 seconds)


  1/4 Filesystem01 (remaining time = 50 seconds)


  2/4 Filesystem02 (remaining time = 40 seconds)


  3/4 Filesystem03 (remaining time = 30 seconds)


  4/4 Filesystem04 (remaining time = 20 seconds)


  Step 9/9 Performing post-processing. (remaining time = 10 seconds)


KAQM13171-I The settings for the cluster management LU and the OS disk have been restored, and the OS has been restarted.





$ sudo fslist -m –t -p


List of File Systems:


The number of file systems(1)


 File system(used by)    : FS1(WORM)


 Total disk capacity(GB) : 1.000


 Device status           : normal


 Device files            : lu14


 Block used(GB)          : 0.004


 Block free(GB)          : 0.959


 I-node used             : 13


 I-node free             : 1015795


 Volume manager          : use


 Mount status            : rw


 Quota                   : on


 ACL type                : Advanced ACL


 Stripes                 : 2


 Stripe size(KB)         : 64


 Model                   : AMS


 Serial number           : 85011261





The number of file systems(2)


 File system(used by)    : filesystem02


...





# sudo arcrestore --file-system fs01 --namespace ‘fs01namespace’


KAQM37077-Q Do you want to restore the file? (y/n)





# sudo hcporphanrestore --file-system fs01


Duplication


/rest/ccc/dd/cccdd00


/mnt/fs01/dir2/file2-13-2 85





Duplication


/rest/ccc/dd/cccdd01


/mnt/fs01/dir2/file2-3





Orphan


/rest/aaa/bb/aaabb00


/mnt/fs01/dir1/file1-1





Orphan


/rest/aaa/bb/aaabb01


/mnt/fs01/dir1/file1-2





$ sudo cifsrestore fs01_cifsshares.xml





$ sudo cifsrestore fs01_cifsshares.xml








Copyright ( 2010, 2011, Hitachi, Ltd.
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