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Chapter 3
Appendix A  Cluster Operation by the Maintenance Personnel
When the system administrator is absent while in the process of maintaining, the maintenance personnel needs to contact to system administrator and get the permission from him/her to execute the cluster operation.
The execution procedures for each cluster operation are described in the following.
Note that this procedure can be performed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
3.1
Failover and Node Termination to Execute the OS stop or the OS reboot
The procedure is different depending on the operation form.
In addition, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine which of the operation forms is relevant.
Refer to Maintenance Tool “3.1.1 Operation only in the Physical node” (MNTT 03-0001) in case of the operation only in the Physical node.
In case of the OS version earlier than 3.1.0-XX, the operation in the Virtual Server is not executed, and therefore refer to Maintenance Tool “3.1.1 Operation only in the Physical node” (MNTT 03-0001).
3.1.1
Operation only in the Physical node
The maintenance personnel should check the cluster status before stopping or rebooting the OS, and if the resource group is running in the target node, the maintenance personnel needs to perform failover the resource group to the other side node to make stop (INACTIVE) the target node. 
The following shows the procedure of cluster operation to perform stopping or rebooting the OS.
This is an operation and confirmation from the specific node, which is different from the operation with HFSM by the system administrator. 
In this procedure, the maintenance target node is assumed as node1.
If the maintenance target is node0, replace the word of node1 with node0, and node0 with node1. About the cluster status confirmation procedure with clstatus command, an example shows in the case of logging into the node0. However, if it is log into node1, please note that the node status is displayed in the order of node1 to node0.
(1)
Log into node0 via ssh from the maintenance PC. For details about how to log into a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
Be sure to log into the node on the other side of the maintenance target node.
(2)
Execute clstatus command as shown in Figure 3.1.1-1, and check the items described in Table 3.1.1-1. The number of #1 to #4 in the table is linked with the number of 1 to 4 in the figure.
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Figure 3.1.1-1  Execution Example of the clstatus Command
Table 3.1.1-1  Items to be Confirmed for the Failover or the node Termination
	#
	Items to be confirmed
	The contents of confirmation in this procedure

	1
	Check that the “Node status” of the node to be moved the resource group is “UP”.
	Check the “Node status” on the side of node0.

	2
	Write down the “Resource group name” of the resource group to be moved. 
	Write down the “Resource group name” that is running on the side of node1. 
Here is “node1”.

	3
	Check that the “Resource group status” of the resource group to be moved is “Online/No error” or “Online Maintenance/No error”.
	Check the “Resource group status” which is running on the side of node1. 

	4
	Write down the “Node name” of the node to be stopped.
	Write down the “Node name” on the side of node1.
Here is “node1”.


(3)
The resource group is moved to the other side node. Execute rgmove command by putting the “Resource group name” that is written down in the #2 of Table 3.1.1-1 in the step (2) as an argument, as shown in Figure 3.1.1-2. The execution confirmation message of rgmove command (KAQM06136-Q) is displayed. Enter “y” to start execution. The execution node of the resource group is changed. To cancel the execution, enter “n”.

When a message ID is displayed, refer to Maintenance Tool “2.54.3 Command termination messages and action to be taken” (MNTT 02-3040).
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Figure 3.1.1-2  Execution Example of the rgmove Command
(4)
Execute clstatus command again, and check that the “Running node” circled with a thick-frame in Figure 3.1.1-3 is changed to “node0”.
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Figure 3.1.1-3  Execution Example of the clstatus Command 
(after executing rgmove command)

(5)
Execute ndstop command. Put the “Node name” that is written down in #4 of Table 3.1.1-4 in the step (2) as an argument as shown in Figure 3.1.1-4, to stop the node of maintenance target. The execution confirmation message of ndstop command (KAQM06134-Q) is displayed. Enter “y” to start execution. The stopping process of the node is executed. To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.51.3 Command termination messages and action to be taken” (MNTT 02-2840).
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Figure 3.1.1-4  Execution Example of the ndstop Command
(6)
Execute clstatus command again, and check that the “Node status” circled with a thick-frame in Figure 3.1.1-5 is changed to “INACTIVE”. The stopping or rebooting OS become available in the state as shown in Figure 3.1.1-5.
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Figure 3.1.1-5  Execution Example of the clstatus Command 
(after executing rgmove and ndstop commands)
3.1.2
Operation only in the Virtual Server

HDI does not support Virtual Server.
3.1.3
Operation both in the Physical node and in the Virtual Server

HDI does not support Virtual Server.
3.2
Failback and Start of Node after Starting the OS

The procedure is different depending on the operation form.
In addition, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0140) and determine which of the operation forms is relevant.
Refer to Maintenance Tool “3.2.1 Operation only in the Physical node” (MNTT 03-0040) in case of the operation only in the Physical node.
3.2.1
Operation only in the Physical node
The maintenance personnel should check the cluster status after starting the node with the power source button of the node to ON, and must start (UP) the target node and return the resource group that is running on the other side node to the own node (failback).
The following shows the procedures of cluster operation after the OS is started.
This is an operation and confirmation from the specific node, which is different from the operation with HFSM by the system administrator.
In this procedure, the node of maintenance target is assumed as node1.
If the maintenance target is node0, replace the word of node1 with node0, and node 0 with node1. About the cluster status confirmation procedure with clstatus command, an example shows in the case of logging into the node0. However, if it is log into node1, please note that the node status is displayed in the order of node1 to node0.
(1)
Log into node0 via ssh from the maintenance PC. For details about how to log into a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
Be sure to log into the node on the other side of the maintenance target node.

(2)
Execute clstatus command as shown in Figure 3.2.1-1, and check the items described in Table 3.2.1-1. The number of #1 to #5 in the table is linked with the number of 1 to 5 in the figure. 
Check that the “Node status” of the node of maintenance target circled with a thick-frame is “INACTIVE”, and the “Running node” is running in the other side node. 
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Figure 3.2.1-1  Execution Example of the clstatus Command (After the OS is started)
Table 3.2.1-1  Items to be Confirmed for the node Startup and Failback
	#
	Items to be confirmed
	The contents of confirmation in this procedure

	1
	Check the “Node status” of the node of starting the OS is “INACTIVE” or “UP”. 
	Check the “Node status” on the side of node1.

	2
	Write down the “Node name” of the starting the node. 
	Write down the “Node name” on the side of node1. 

Here is “node1”.

	3
	Check that the resource group to be moved is running on the other side node.
	Check that “Resource group name” and “Running node” is different.

	4
	Check that the “Resource group status” of the resource group to be moved is “Online/No error” or “Online Maintenance/No error”.
	Check the “Resource group status” which is running on the side of node1.

	5
	Write down the “Resource group name” of the resource group to be moved.
	Write down the “Resource group name” that is running on the side of node0. 


(3)
Start the maintenance target node. Execute the ndstart command by putting the “Node name” that is written down in the #2 of Table 3.2.1-1 in the step (2) as an argument, as shown in Figure 3.2.1-2. However, if the “Node status” checked at the step (2) is “UP”, the node is already started. Therefore, proceed to step (5).
When a message ID is displayed, refer to Maintenance Tool “2.50.3 Command termination messages and action to be taken” (MNTT 02-2780).
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Figure 3.2.1-2 Execution example of ndstart Command
(4)
Execute clstatus command again, and check that the “Node status” circled with a thick-frame in Figure 3.2.1-3 is changed to “UP”.
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Figure 3.2.1-3  Execution Example of the clstatus Command 
(after executing ndstart command)

(5)
Execute rgmove command by putting the “Resource group name” that is written down in #5 of 3.2.1-1 in the step (2) as an argument as shown in Figure 3.2.1-4 to migrate the resource group to the node. The execution confirmation message of rgmove command (KAQM06136-Q) is displayed. Enter “y” to start execution. The execution node of the resource group is changed. To cancel the execution, enter “n”.
When a message ID is displayed again, refer to Maintenance Tool “2.54.3 Command termination messages and action to be taken” (MNTT 02-3040).
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Figure 3.2.1-4  Execution Example of the rgmove Command
(6)
Execute clstatus command again, and check that the “Resource group name” and the “Running node” circled with thick-frames in Figure 3.2.1-5 are matched. 
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Figure 3.2.1-5  Execution Example of the clstatus Command 
(after executing ndstart and rgmove)
3.2.2
Operation only in the Virtual Server

HDI does not support Virtual Server.
3.2.3
Operation both in the Physical node and in the Virtual Server

HDI does not support Virtual Server.
3.3
The Operation Accompanying Forced Stop of the Resource group
The procedure is different depending on the operation form.
In addition, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0140) and determine which of the operation forms is relevant.
Refer to Maintenance Tool “3.3.1 Operation only in the Physical node” (MNTT 03-0070) in case of the operation only in the Physical node.
3.3.1
Operation only in the Physical node
If the start or stop of the resource group failed because the operation of failover/failback failed, the maintenance personnel needs to perform the forced stopping of the resource group.
The following shows the procedures of cluster operation accompanying a forced stop of the resource group.
This is an operation and confirmation from the specific node, which is different from the operation with HFSM by the system administrator.
In this procedure, the maintenance target node is assumed as node1.
If the maintenance target is node0, replace the word of node1 with node0, and node0 with node1. About the cluster status confirmation procedure with clstatus command, an example shows in the case of logging into the node0. However, if it is log into node1, please note that the node status is displayed in the order of node1 to node0.
(1)
Log into node0 via ssh from the maintenance PC. For details about how to log into a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
Be sure to log into the node on the other side of the maintenance target node.

(2)
Execute clstatus command as shown in Figure 3.3.1-1, and check the items described in Table 3.3.1-1.

Check that the “Resource group status” circled with a thick-frame of the node of maintenance target is “Online/srmd executable error”. 
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Figure 3.3.1-1  Execution Example of the clstatus Command
Table 3.3.1-1  Items to be Confirmed for Resource group Forced Termination

	#
	Items to be confirmed
	The contents of confirmation in this procedure

	1
	Error information of the “Resource group status” is other than “~/No error”.
	Check that the “Resource group status” is “Online/srmd executable error”.

	2
	Write down the “Resource group name” to be stopped forcibly.
	Write down the “Resource group name” of the resource group that is running on the node0.

Here is”node1”.

	3
	Write down the “Running node” to be stopped forcibly.
	Confirm that the resource group which must be forcibly stopped is a running node and a node which is currently logged in to.


(3)
Forcibly stop the resource group where a failure occurred. Execute rgstop command by putting the “Resource group name” that is written down in the #2 of Table 3.3.1-1 in the step (2) and “-f” option as arguments, as shown in Figure 3.3.1-2. The operation of resource group stopping is executed. To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.53.3 Command termination messages and action to be taken” (MNTT 02-2980).
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Figure 3.3.1-2  Execution Example of the rgstop Command (forced stop)

(4)
Execute clstatus command again, and check that the “Resource group status” circled with a thick-frame in Figure3.3.1-3 is changed to “Offline/No error” and the “Running node” becomes blanked. 
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Figure 3.3.1-3  Execution Example of the clstatus Command (after executing rgstop)
(5)
If this procedure is executing due to failure determination, execute the procedure after removing the cause of the error. 
If this procedure is executing in the restoration procedure, execute the subsequent procedures from this process.
(6)
After the failure restoration, start up the resource group forcibly stopped at the step (3). Execute rgstart command by putting the “Resource group name” that is stopped at the step (3) as an argument, as shown in Figure 3.3.1-4.
When a message ID is displayed, refer to Maintenance Tool “2.52.3 Command termination messages and action to be taken” (MNTT 02-2900).
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Figure 3.3.1-4  Execution Example of the rgstart Command
(7)
Execute clstatus command again, and check that the “Resource group status” circled with a thick-frame in Figure 3.3.1-5 is changed to “Online/No error”, and the “Running node” matches with the “Resource group name” specified at the step (6).
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Figure 3.3.1-5  Execution Example of the clstatus Command (after executing rgstart)
3.3.2
Operation only in the Virtual Server

HDI does not support Virtual Server.
3.3.3
Operation both in the Physical node and in the Virtual Server

HDI does not support Virtual Server.
3.4
Operation determination of the Physical node
(1)
Perform the clstatus command and if the node in which “Online/No error” is displayed in “Resource group status” under “--Resource Group Status--” as shown in Figure 3.4-1 exists, it is operated in the Physical node.
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Figure 3.4-1  Execution Example of the clstatus Command 
(in case of the operation in the Physical node)

$ sudo clstatus





--Cluster Status--


Cluster name	: cluster01


Cluster status	: ACTIVE





--Node Status--


node 0(host0)


Node name	: node0


Node status	: UP





node 1(host1)


Node name	: node1


Node status	: UP





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name 	: node1


Resource group status	: Online/No error


Running node	: node1





Check that the migration target is UP.








1





4





The resource group called “node1” is the one that wants to migrate.





The resource group to be moved must be running.





2





3





The resource group is currently running on the node1.





Check the node 0(host0) as a migration target.





$ sudo rgmove node1


KAQM06136-Q Performing this operation will temporarily stop the services. Are you sure you want to change the execution node of the resource group? (y/n) y





$ sudo clstatus


 


<snip>





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status	: Online/No error


Running node	: node0





The resource group is moved, and the resource group called “node1”that was running on the node1 is running on the node0 now. 





$ sudo ndstop node1


KAQM06134-Q Performing this operation might stop the services on node. Are you sure you want to stop the node? (y/n) y





$ sudo clstatus





--Cluster Status--


Cluster name	: cluster01


Cluster status	: ACTIVE





--Node Status--


node 0(host0)


Node name	: node0


Node status	: UP





node 1(host1)


Node name	: node1


Node status	: INACTIVE





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status 	: Online/No error


Running node	: node0





$ sudo clstatus





<snip>





node 1(host1)


Node name	: node1


Node status	: INACTIVE





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status 	: Online/No error


Running node	: node0





2





“node1” is in the state of “INACTIVE” or “UP” just after starting OS.





1





The node that starting the OS is “node 1(host1)”.





5





4





3





At this time, the resource group called “node1” is running on the node0.





$ sudo ndstart node1





$ sudo clstatus





< Partially omitted >





--Node Status--


node 0(host0)


Node name	: node0


Node status	: UP





node 1(host1)


Node name	: node1


Node status	: UP





<snip>





$ sudo rgmove node1


KAQM06136-Q Performing this operation will temporarily stop the services. Are you sure you want to change the execution node of the resource group? (y/n) y





The resource group called “node1” of the migration target is running on the node1 by the failback operation.





$ sudo clstatus





--Cluster Status--


Cluster name	: cluster01


Cluster status	: ACTIVE





--Node Status--


node 0(host0)


Node name	: node0


Node status	: UP





node 1(host1)


Node name	: node1


Node status	: UP





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status 	: Online/No error


Running node	: node1





$ sudo clstatus





--Cluster Status--


Cluster name	:  cluster01


Cluster status	: ACTIVE





--Node Status--


node 0(host0)


Node name	: node0


Node status	: UP





node 1(host1)


Node name	: node1


Node status	: UP





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status 	: Online/ srmd executable error


Running node	: node0





A resource group called “node1” exists on the node0, but it is in the state of abnormal by a failure.





2





1





3





$ sudo rgstop -f node1


KAQM06135-Q Performing this operation will stop the services. �Are you sure you want to stop the resource group? (y/n) y





$ sudo clstatus





<snip>





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status	: Offline/No error


Running node	:





$ sudo rgstart node1





$ sudo clstatus





<snip>





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status	: Offline/No error


Running node	: node1





$ sudo clstatus





< partially omitted >





--Resource Group Status--


Resource group name	: node0


Resource group status	: Online/No error


Running node	: node0





Resource group name	: node1


Resource group status	: Online/No error


Running node	: node0





The operation is performed in the Physical node because “Online/No error” node exists in “Resource group status”.








Copyright ( 2010, 2012, Hitachi, Ltd.
MNTT 03-0000-06

