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Chapter 2
Overview of Installing OS
The procedure for installing an OS to the OS Disk of the node is shown below.

The overview of installation is described in Figure 2-1 and Figure 2-2 as shown below.

For how to install the OS, insert the installation media into the DVD Drive of node as shown in Figure 2-1 Overview of Installation (when using KVM), and install it by DVD Boot.
If the OS installation is done with BMC connection to the maintenance PC, insert the installation media into the DVD Drive of the node as shown in Figure 2-2 Overview of Installation (when not using KVM) , and then install it by DVD boot.
In the case of CR220SM and D51B-2U, attach an external DVD-ROM drive to the node to install the OS. For how to attach an external DVD-ROM drive, refer to “A.2.1.2 External DVD-ROM drive.”
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Figure 2-1  Overview of Installation (when using KVM)
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Figure 2-2  Overview of Installation (when not using KVM)
Types of OS installation are described in Table 2-1 shown below.
Table 2-1  Description of Types of Installation
	No.
	Types of Installation
	Description
	OS Status of node Enable to Install

	1
	New Installation
	Assumes that the OS of the node to be installed is terminated.
Executed for new installation of Hitachi Data Ingestor and hardware failure recovery.
In the new installation, all of the system setting information is initialized.

If the new installation is executed for recovery from a hardware failure, the system setting information can be restored after the new installation by collecting the backup data of the system setting information in advance. (*2)
	OS termination of node (*1)

	2
	Update Installation
	Assumes that the OS of the node to be installed is terminated.

Executed when installing to upgrade the OS version of Hitachi Data Ingestor.
In the update installation, the system setting information before the installation takes over.
	OS termination of node (*1)


*1:
The OS termination status of the node is checked by the fact that the power indicator of the node is turned off.

*2:
If the following commands are executed on the operating node between the time a beginning of the installation and the completion of the system configuration information recovery, installation is terminated with error. If you want to execute the following commands, contact the system administrator to execute those commands after completing the recovery.
( fscreate / fsdelete / fsexpand / fsimport / fsexport

( syncstart / syncstop / syncexpand

( horcimport / horcvminport / horcexport
Depending on the OS version or mode, the two cases are available. One is to display the startup procedure result log in the window and the other one is to display the progress of the startup procedure in the window.
(
New Installation: Set Up “Chapter 3 New Installation” (SETUP 03-0000)
(
Update Installation: Set Up “Chapter 4 Update Installation” (SETUP 04-0000)
Figure 2.1-1 Selection of Installation Types (SETUP 02-0020) shows which installation should be executed depending on the case.

2.1
Selecting the Installation to be Executed
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Figure 2.1-1  Selection of Installation Types
Perform the installation operation referring to each chapter and the overview shown below.

(
New installation: Set Up “2.2 Overview of New Installation” (SETUP 02-0030)
(
Update installation: Set Up “2.3 Overview of Update Installation” (SETUP 02-0040)
The installation of one node is described. When the installation of multiple nodes is necessary, repeat the operation.

2.2
Overview of New Installation

When executing new installation, execute in order from 3.1 to 3.4 in Set Up “Chapter 3 New Installation” (SETUP 03-0000).
When installation is necessary for the second node in the cluster configuration, execute in order from 3.1 to 3.4 in Set Up “Chapter 3 New Installation” (SETUP 03-0000) for the second node.
After completing the installation, execute Set Up “5.1 Setting/Confirmation after New Installation” (SETUP 05-0000).
The flow chart executed in the new installation is shown below.
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Figure 2.2-1  Flow of New Installation Procedure
2.3
Overview of Update Installation

When executing update installation, execute in order from 4.1 to 4.3 in Set Up “Chapter 4 Update Installation” (SETUP 04-0000).
When installation is necessary for the second node in the cluster configuration, execute in order from 4.1 to 4.3 in Set Up “Chapter 4 Update Installation” (SETUP 04-0000) for the second node.
After completing the installation, execute Set Up “5.2 Setting/Confirmation after Update Installation” (SETUP 05-0080).
The flow chart executed in the update installation is shown below.
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Figure 2.3-1  Flow of Update Installation Procedure
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