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Chapter 10
Appendix A  fsrepair Command
10.1
Overview
The fsrepair command to be used for the recovery at the time of file system blockade and the operation method are shown. Request the system administrator to execute the fsrepair command according to the procedure described in the maintenance manual.
NOTE:(
The environment to enable ssh login is required in the management console. Request the system administrator to prepare for the environment to enable ssh login from the management console. Furthermore, do not perform the operation (including failover and cluster stop) for the file system during fsrepair command execution.
(
Apply the file system recovery by the fsrepair command to the user LU file system failure (when any of the following SIM messages is output).
(
KAQK39500-E OS error  Detail= 00 00 00 02 ,Level =00 , Type=02

(
KAQK39505-E  OS error[cluster]  Detail= 00 03 00 00 (01 03 00 00)
10.1.1
Types of fsrepair related commands
Table 10.1.1-1 shows the list of fsrepair related commands.
Table 10.1.1-1  List of fsrepair Related Commands
	#
	Command
	Specification
	Execution Example

	1
	ssh (node IP address)
	ssh login
	Troubleshooting “10.1.2.1 ssh login” (TRBL 10-0010)

	2
	fsrepair –L (file system name)
	Recovery of failure file system
(fsrepair command)
	Troubleshooting “10.1.2.2 Recovery of failure file system” (TRBL 10-0010)


10.1.2
Execution method of fsrepair related commands
The execution method of fsrepair related commands is shown below.

The execution examples are described in the following assumptions.
Normal node :

node0(D4Z7MNBX)
Failed node :

node1
Failure file system name :
LFS

10.1.2.1

ssh login
The system administrator executes this command in the management console.
For executing the command in the management, log in to the node via ssh.

[image: image1]
Figure 10.1.2.1-1  ssh Login window
10.1.2.2

Recovery of failure file system
The system administrator executes this command in the management console.
Execute the fsrepair command, and recover the file system from the blocked status.
Specify the file system name for the –L option.

[image: image2]
Figure 10.1.2.2-1  Execution Example of the fsrepair Command
The execution examples are as shown below.

[image: image3]
Figure 9.1.2.2-1  Example of Output Result of the fsrepair Command
After executing the fsrepair command, check whether the fsrepair command was executed correctly and the file system recovered.
If the result is terminated with the message “KAQG91304-I”, recovering the file system was successful. If the result is terminated with “KAQG91306-E”, recovering the file system failed.
This page is for editorial purpose only.
Host name








$ ssh nasroot@192.168.XX.XX


 Warning Notice!





 This is a {Company Name Here} computer system, which may be accessed and used only for authorized {Company Name Here} business by authorized personnel. Unauthorized access or use of this computer system may subject violators to criminal, civil, and/or administrative action.





 All information on this computer system may be intercepted, recorded, read, copied, and disclosed by and to authorized personnel for official purposes, including criminal investigations. Such information includes sensitive data encrypted to comply with confidentiality and privacy requirements. Access or use of this computer system by any person, whether authorized or unauthorized, constitutes consent to these terms. There is no right of privacy in this system.


nasroot@D4Z7MNBX:~$








nasroot@D4Z7MNBX:~$ sudo fsrepair -L LFS











nasroot@D4Z7MNBX:~$ sudo fsrepair -L LFS


Feb 11 02:25:22 Phase 1 - find and verify superblock...


Feb 11 02:25:22 Phase 2 - using internal log


Feb 11 02:25:22         - zero log...


Feb 11 02:25:22 ALERT: The filesystem has valuable metadata changes in a log which is being


Feb 11 02:25:22 destroyed because the -L option was used.


Feb 11 02:25:22         - scan filesystem freespace and inode maps...


Feb 11 02:25:22         - found root inode chunk


Feb 11 02:25:22 Phase 3 - for each AG...


Feb 11 02:25:22         - scan and clear agi unlinked lists...


Feb 11 02:25:22         - process known inodes and perform inode discovery...


Feb 11 02:25:22         - agno = 0


Feb 11 02:25:22         - agno = 1


Feb 11 02:25:22         - process newly discovered inodes...


Feb 11 02:25:22 Phase 4 - check for duplicate blocks...


Feb 11 02:25:22         - setting up duplicate extent list...


Feb 11 02:25:22         - check for inodes claiming duplicate blocks...


Feb 11 02:25:22         - agno = 0


Feb 11 02:25:22         - agno = 1


Feb 11 02:25:22 Phase 5 - rebuild AG headers and trees...


Feb 11 02:25:22         - reset superblock...


Feb 11 02:25:22 bogus quota flags 0x8000 set in superblock, bogus flags will be cleared


Feb 11 02:25:22 Phase 6 - check inode connectivity...


Feb 11 02:25:22         - resetting contents of realtime bitmap and summary inodes


Feb 11 02:25:22         - traversing filesystem ...


Feb 11 02:25:22         - traversal finished ...


Feb 11 02:25:22         - moving disconnected inodes to lost+found ...


Feb 11 02:25:22 Phase 7 - verify and correct link counts...


Feb 11 02:25:22 Note - quota info will be regenerated on next quota mount.


Feb 11 02:25:22 Phase 8 - check for quotas...


KAQG91304-I The file system is normal.
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