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C.1
Local Initial Operations According to Maintenance Request 
Before troubleshooting, this chapter describes precautions for maintenance personnel to refer to maintenance procedures in “QuantaGrid Series D51B-2U Technical Guide”partly.

Determination of a failure and parts replacement of Hitachi Data Ingestor (HDI) hardware are performed with reference to both the HDI maintenance manual and the “QuantaGrid Series D51B-2U Technical Guide” for which maintenance personnel need to do a certain amount of work in the “QuantaGrid Series D51B-2U Technical Guide” first and return to the work in the HDI maintenance manual.
Figure C.1-1 shows general flow for the maintenance personnel to refer to the proper procedures described in the two maintenance manuals while performing troubleshooting or parts replacement of HDI hardware.

The maintenance personnel must refer to and understand the flow in Figure C.1-1 before performing troubleshooting or parts replacement.
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Figure C.1.1 General Flow for Referring to Procedures in Two Manuals

C.1.1
When Detected by HiTrack
A failure detected by HiTrack is reported to the Maintenance Center of (HDS) by HiTrack. The maintenance personnel should perform the failure analysis according to the following.
(1)
Receive the failure information acquired by HiTrack from the Maintenance Center of (HDS) via FTP or e-mail.

(2)
Acquire TagID and SIM from the received failure information.
The acquired TagID is used in the failure analysis to specify the failure occurrence node and to replace the parts. The acquired SIM is used in the failure analysis to analyze the failure of Hitachi Data Ingestor.
NOTE:
The acquired SIM is the one when the failure occurred or when the communication with the node was disrupted.
Maintenance personnel need to confirm the SIM by connecting the maintenance PC even at the local site.

(3)
Based on the acquired TagID and SIM, perform the failure analysis and failure determination operation.
For the details of the failure analysis and the failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
C.1.2
When Detected by SNMP Trap
When monitoring by SNMP, a failure detected by HDI is stored in the SNMP Trap server as a failure information equivalent to SIM and reported to the SNMP manager. After that, it is reported to the Maintenance Center of (HDS) by the system administrator. The maintenance personnel should perform the local initial measurement and failure analysis according to the following.
(1)
By requesting the system administrator, receive all the SNMP Trap. Maintenance personnel should check the Trap IDs and Trap messages in the received SNMP Trap, and check whether there is a Trap where the SIM of HDI is stored or not. For the details of SNMP Trap where the SIM of HDI is stored, refer to “Troubleshooting ‘7.2 Messages of Trap that the Maintenance Personnel should Obtain Table 7.2-1 SNMP Trap to be sent by HDI’ (TRBL 07-0010).
(2)
Based on the management IP address (IP address of the port used in the operation in the single node configuration) of the received failure information, confirm the position of the node where a failure occurred with the system administrator. The confirmed position of the node where a failure occurred is used in the failure analysis for specifying the failure occurrence location and for replacing.
However, if the “KAQK37525-E” SIM message ID is included in the “KAQG46040-E” that is received Trap ID of SNMP Trap, there is a possibility that the system data or the user data has been lost. In this case, it is needed to execute the initial installation of OS and to restore the data from the backup information. For this reason, execute the Table C.1.2-1 or Table C.1.2-2 according to the configuration. 
(3)
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
Table C.1.2-1  Procedures for restoring data in the node 
in the configuration using management port
	#
	Contents
	Worker

	1
	Execute the initial OS installation (with RAID reconfiguration) (*1)
	Maintenance personnel

	2
	Execute setup after installation is completed.
	Maintenance personnel

	3
	Execute the restoration of the system LU ( including user data)
	System administrator

	4
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	5
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command which is open to the system administrator.
	System administrator

	6
	Execute the I/O confirmation for the system
	System administrator


*1:
All data within the node will be initialized.
Table C.1.2-2  Procedures for restoring data in the node 
in the configuration using trunk 2 Data ports
	#
	Contents
	Worker

	1
	Ask the system administrator to search a vacant port of IP-SW of front-end LAN, then connect the Management port of the node to the vacant port with a LAN cable.
	Maintenance personnel

	2
	Execute the initial OS installation (with RAID reconfiguration) (*1)
	Maintenance personnel

	3
	Execute setup after installation is complete (Set the IP address and Routing used for trunk 2 data ports in the front-end LAN to the Management port IP address. (Ask the system administrator about the IP address and Routing for trunk 2 data ports in the front-end LAN.)
	Maintenance personnel

	4
	Execute the restoration of the system LU ( including user data)
	System administrator

	5
	After the restoration is completed, remove the LAN cable between IP-SW of front-end LAN and the Management port that was connected at sequence #1 of the node .
	Maintenance personnel

	6
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	7
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command which is open to the system administrator.
	System administrator

	8
	Execute the I/O confirmation for the system
	System administrator


*1:
All data within the node will be initialized.
C.1.3
When the System Administrator Noticed a Failure
When the system administrator detected a failure, it is reported to the Maintenance Center of (HDS) by the system administrator. The maintenance personnel should perform the local initial measurement and failure analysis according to the following.
Refer to C.1.3.1 Action to be taken in the cluster configuration for the cluster configuration.
C.1.3.1
Action to be taken in the cluster configuration
(1)
When the failure noticed by the system administrator is LED alarm lighting of the parts (power unit, internal drive and others)
NOTE:
Even if the fault LED is lit, ignore it.
(
Request the system administrator to check the status of the LED alarm lighting of the installed parts.

(
The confirmed information is used in the failure analysis.
(
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
(2)
When the failure noticed by the system administrator is the abnormal OS operation and inaccessible
Request the system administrator if he/she can access the both node with HFSM, and if it can be accessed, check whether failover has occurred or not.
(
Proceed to (2-1) if the system administrator cannot access the both nodes with HFSM and installing the management LAN IP-SW provided by (HDS).
(
If the management LAN IP-SW owned by the customer is installed, request the customer to determine the failure.

(
When the failover has occurred, proceed to step (2-2).
(
When the failover has not occurred, proceed to step (2-3).
(2-1)
When it cannot access the both nodes with HFSM
(
Remove the LAN cable connected to the #7 port on the management LAN IP-SW, and connect the removed LAN cable to the #9 port on the management LAN IP-SW. Request the system administrator to check whether it can communicate with the both nodes with HFSM.
When it is available to communicate, execute the step ( to (. When it is not available to communicate, reconnect the removed LAN cable to the port as it was connected, and execute the step (.
(
Because of the port failure of the maintenance LAN IP-SW, ask the system administrator to perform the failover the resource group.
If the system administrator is not available to operate, maintenance personnel should perform this operation with the permission of the system administrator.
For to which node should be moved, follow the instruction by the system administrator. If no instruction is given by the system administrator, perform failover the resource group from the node1 to the node 0. For the details of performing procedure, refer to “Maintenance Tool ‘3.1 Failover Node Termination to Execute the OS stop or OS reboot’ (MNTT 03-0000)”.
(
Remove the #3 port on the maintenance LAN IP-SW that is connected with the management port on the side of node1, and remove the LAN cable that is connected with the management port on the side of node0.

(
Connect the LAN cable that is removed from #3 on the maintenance LAN IP-SW at the step ( to the management port on the side of node0.
(
Replace the management LAN IP-SW. For the replacement of management LAN IP-SW, refer to “Replacement ‘1.6 Replacing the Management LAN IP-SW (IP Switch) (1) Replacement procedure while the node is in operation’ (REP 01-0290)”.
After replacing the management LAN IP-SW, execute the operation described in “Troubleshooting ‘9.1.2 Confirmation of Recovery from Hardware Failure’ (TRBL 09-0010)”.
(
Request the system administrator to replace the LAN cable that is connected between the HFSM and the management LAN IP-SW, and check if the connection can communicate or not.
If it cannot communicate, it is a failure of the management server. Therefore, request the system administrator to review and replace the management server.
(2-2)
When failover has occurred
(
Request the system administrator to check SIM. The confirmed SIM is used in the failure analysis.
(
Based on the collected failure information, perform the failure analysis and failure determination operation. For the details of the failure analysis and failure determination operation, refer to ‘C.2.2 Determination Procedure when a Failure Occurred’.
(2-3)
When failover has not occurred
(
The system administrator may have performed the incorrect setting. Request the system administrator to recheck the items before and after the setting if there are any errors or not.
(
Request the system administrator to acquire the failure information.
(
Execute the manual dump operation. Furthermore, inform the Technical Support Center of the manual dump execution.
(
Send the acquired failure information to the Technical Support Center via e-mail.
C.1.3.2
Action to be taken it the single node configuration
(1)
In the single node configuration, maintenance personnel get the result of failure determination operation from the system administrator, and execute the action to be taken according to the result. Figure C.1.3.2-1 shows the overview of the determination flow to be executed by the system administrator.
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (1/2)
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Figure C.1.3.2-1 Overview of Determination Flow by System Administrator (2/2)

<Pre-works in the single node configuration>

Pre-work (1)
When the system administrator cannot restore from the failure information (such as em_alert/SNMP Trap).
Execute failure analysis and the failure determination based on the collected failure information.
Refer to ‘C.2.2 Determination Procedure when a Failure Occurred’ for the details of failure analysis and determination process of a failure.

Pre-work (2)
OS is running, and when the system administrator can be restored from the failure information (such as em_alert/SNMP Trap).
Because the restarting operation is available, collect the failure information from the system administrator.

C.1.4
When the Maintenance Personnel Noticed the Failure at the Time of Initial Installation in the Local Site
When the maintenance personnel noticed that LED that indicates the parts failure on the node is lit at the time of initial installation on the spot, perform the initial response on the spot and failure analysis.
NOTE: The fault LED might be lit not only when the hardware failure occurs, but also the manual dump collection is performed. The fault LED is still lit even after completing the all health checks. However it does not have a problem.
(1)
Check the alarm lighting of the installed parts and others of the node in which the failure occurred.
(2)
Perform “hwstatus” for the node in which the failure occurred.
For the details of “hwstatus”, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(3)
Acquire the result of “hwstatus”. Note that the connection (remote node BMC connection status) of BMC Information becomes “none” (cluster not built) at the time of initial installation because it is before the cluster building. 

(4)
Based on the result of “hwstatus”, replace the failure occurrence parts of the failure occurrence node.
For the details of the part replacement, refer to “Replacement ‘Chapter 1 Replacing the Components of Hitachi Data Ingestor’ (REP 01-0000)”.
C.1.5
Determination Procedure for the Possible Failure Part when a PCI Error Occurred
D51B-2U does not support PCI Error supppot.
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Determine the failure of HDI





The failure has been determined by executing maintenance procedure for HDI (determine the possible failure part).





Perform a pre-procedure before the replacement





Recovered?





Execute replacement





Troubleshooting or parts replacement policy using two manuals (*)


Start a failure determination with HDI maintenance manual.


Determine a failure by Event Logs if node is down; determine a failure by SIM of the OS if node is running.


Do not refer to the parts replacement procedure of “QuantaGrid Series D51B-2U Technical Guide” from the result of the failure determination of “QuantaGrid Series D51B-2U Technical Guide”; return to the caller of HDI maintenance manual and follow the instruction.


If the node did not recover from the failure after part replacement, determine the failure again.


*:	“Two manuals” indicates HDI maintenance manual and “QuantaGrid Series D51B-2U Technical Guide”.
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(If there are multiple possible failure parts from the results of the Event Log, replace the highest-priority possible failure part.





Troubleshooting Chapter 9 Final system recovery confirmation
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Perform a post-procedure after the replacement





Before replace each part, read �“NOTE: Precautions before parts replacement” in “Replacement” of HDI maintenance manual that is described in the procedure for referring to QuantaGrid Series D51B-2U Technical Guide on a parts replacement.
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Execute Pre-work (2)
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If hardware error is detected from em_alert, SNMP, or others, call maintenance personnel, collect failure information and execute failure recovery.
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System administrator confirms status of customer network.
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System administrator executes failure recovery.





Call maintenance personnel, collect failure information and execute failure recovery.
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Receive error status from HCP





Execute Pre-work (2).
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em_alertfile failure information confirmation result?





System administrator executes failure recovery based on em_alertfile result.





Confirm status of network and environment server.





Failure might be of other than Edge site


Contact Core site.
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Contact Core site.





System administrator executes failure recovery.





Failure recovery achieved?





Call maintenance personnel, collect failure information and execute failure recovery.
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