Hitachi Proprietary


Chapter 2
Procedure for Turning on and off the Power
2.1
Procedure for Turning on and off the Power
This section describes the procedures for turning on and off the power for maintenance, assuming that the OS has already been installed.
In case of the configuration of HDI for HCP and the configuration of HDI for Cloud, the OS starts, assuming that HCP has already been started.
NOTE:
For errors of starting/stopping the OS at the initial installation, 
refer to “C.1.4 When the Maintenance Personnel Noticed the Failure at the Time of Initial Installation in the Local Site”.
For errors of starting and stopping the OS during the system operation, refer to “Troubleshooting ‘Chapter 2 Troubleshooting Flowchart’ (TRBL 02-0000)”.
2.1.1
Procedure for turning on the power
2.1.1.1
A case of Cluster node
(1)
Starting the OS of a node
NOTE:
When starting the OS of both nodes in a cluster from the planned shutdown status, start the OS of both nodes within 10 minutes. If there is a difference of 10 or more minutes between the start times, the node started later is performed failover to the first started node.
(a)
If HDI operation has already started, ask the system administrator to confirm that the external servers connected to the nodes are running.
If the external servers connected to the nodes are not running, Hitachi File Server Manager outputs an error code at the time of its start-up.
Table 2.1.1.1-1 lists the error codes for the external servers.
For initial installation of a node, no external server has been connected. Proceed to step (b).
Table 2.1.1.1-1  List of External Server Error Codes
	External server
	Code when the external server is not connected

	NTP
	unusing NTP

	NIS
	unusing NIS

	LDAP
	unusing LDAP

	DNS
	unusing DNS

	DC
	unusing authentication server

	KDC
	unusing KDC server


(b)
Confirm that the power supply lamp of the node is turned off.
(c)
Confirm that the disk array subsystem, FC-SWs, and management LAN IP-SWs are running.
If you start the OS without running the disk array subsystem or FC-SWs, an FC path failure occurs. If the management LAN IP-SW is not running in the BMC and Management SW connection configuration, a communication error occurs between the nodes.
NOTE:
Starting confirmation by KVM / Remote Console is performed. Open the console window and then perform the step (d). For the connection of KVM/Remote Console, refer to “B.1.1 Confirmation of KVM Connection” or “B.1.4 Connection Confirmation of the Remote Console.”
(d)
Press the power button, and confirm that the power lamp lights up.
For the location of the power button, refer to “A.2.1 Front side”.
While starting up the OS, the OS startup process may be suspended as the LILO Boot Menu window as shown in Figure 2.1.1.1-1 is displayed in the console window.
In that case, press Enter key and restart the OS.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 2.1.1.1-1 LILO Boot Menu Window
If the OS version is from 5.3.0-XX to 5.7.0-XX, otherwise, 6.0.0-XX or later, the progress of the OS startup is displayed. However if you press the [Alt] + [F3] keys, you can switch to the detailed information display of the OS startup. Also, you can switch to the progress display by pressing the [Ctrl] + [F1] keys.

When using the remote console and to switch the display, you need to use the [Alt] button in the tool bar located on the upper side of the console window instead of using the [Alt] key on the keyboard.
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of CR210HM, press the [Alt] + [Z] keys and operate other keys that require the [Alt] key while pressing the [Alt] key. After completing the operation, press the [Alt] + [Z] keys again to release the [Alt] key hold status.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
(e)
Check the console window to confirm that the login prompt is displayed.
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Figure 2.1.1.1-2  Login Prompt Window
(2)
Starting the OS of the other side node
NOTE:(
Start the OS of the other side node only when specific instructions are given.
(
It is assumed that the node opposite to the node to be started is already started.
(a)
Connect the maintenance PC to maintenance port of the target node and log in.
Refer to “Maintenance Tool ‘1.3 Procedures for Operating Commands’ (MNTT 01-0200)” for the way of logging in.
(b)
Execute the nasboot command of the node opposite to the node be started.

(Refer to “Maintenance Tool ‘2.27 Starting the OS of the Other Side Node (nasboot)’ (MNTT 02-1700)”).

Starting the OS requires about 10 minutes.
2.1.1.2
A case of Single node
(1)
Starting the OS of a node
(a)
If HDI operation has already started, confirm the system administrator to confirm that the external servers connected to the nodes are running.
If the external servers connected to the nodes are not running, Hitachi File Server Manager outputs an error code at the time of its start-up.
Table 2.1.1.2-1 lists the error codes for the external servers.
For initial installation of a node, no external server has been connected. Proceed to step (b).
Table 2.1.1.2-1  List of External Server Error Codes
	External server
	Code when the external server is not connected

	NTP
	unusing NTP

	NIS
	unusing NIS

	LDAP
	unusing LDAP

	DNS
	unusing DNS

	DC
	unusing authentication server

	KDC
	unusing KDC server


(b)
Confirm that the power supply lamp of the node is turned off.
(c)
Connect the private maintenance PC to a BMC port.
For more information, refer to “Set Up ‘1.4 Connection Confirmation of the Remote Console’ (SETUP 01-0010)”.
(d)
Open the remote console window.
For more information, refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
(e)
Confirm that the disk array subsystem is running when connect the disk array subsystem to the node.
If the OS is started when the disk array subsystem is not running, an FC path failure occurs.
(f)
Make sure that the power lamp turns on when pressing the power button.
For the location of the power button, refer to “A.2.1 Front side”.
While starting up the OS, the OS startup process may be suspended as the LILO Boot Menu window as shown in Figure 2.1.1.2-1 is displayed in the console window.

In that case, press Enter key and restart the OS.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 2.1.1.2-1 LILO Boot Menu Window
If the OS version is from 5.3.0-XX to 5.7.0-XX, otherwise, 6.0.0-XX or later, the progress of the OS startup is displayed. However if you press the [Alt] + [F3] keys, you can switch to the detailed information display of the OS startup. Also, you can switch to the progress display by pressing the [Ctrl] + [F1] keys.

When using the remote console and to switch the display, you need to use the [Alt] button in the tool bar located on the upper side of the console window instead of using the [Alt] key on the keyboard.
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of CR210HM/CR220SM, press the [Alt] + [Z] keys and operate other keys that require the [Alt] key while pressing the [Alt] key. After completing the operation, press the [Alt] + [Z] keys again to release the [Alt] key hold status.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
(g)
Check the console window to confirm that the login prompt is displayed.
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Figure 2.1.1.2-2  Login Prompt Window
(h)
Log in to the OS and execute rgstatus command to check if the resource group is running normally. For the confirmation methods, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
2.1.2
Procedures for turning off the power
Turning off the power is the operation to make Power-Off status by terminating OS.
The following 3 descriptions indicate the positioning of the procedures for turning off the power.
(
“2.1.2.1 OS termination of a node” shows how to terminate the OS of a normal node by using the CLI command (nasshutdown). Use this method usually.
(
Installation “2.1.2.2 Terminating the OS of the node by operating the power button” (INST 02-0080) shows how to terminate the OS of a node by operating the power button when the maintenance LAN cannot be connected.
However, use it only when instructed.
(
Installation “2.1.2.3 Terminating the OS forcibly by using the power button” (INST 02-0090) shows how to terminate the OS of a node forcibly by operating the power button.
However, use it only when instructed.
2.1.2.1
OS termination of a node
Execute (1) for the cluster node configuration, and execute (2) for the single node configuration.
(1)
Cluster node configuration
NOTE:(
Do not terminate the OS of the node without permission from the system administrator.
(
To terminate both OSs of the nodes, press the both power switches on the nodes at the same time. Refer to “A.2.1 Front side” for the places of the power switches.
(
When you terminate one side node OS, perform failover and the node termination.
(
After a failover is performed, all file-sharing services running on the node in the cluster will run on the destination node performed failover.
At this time, a client connection might be lost temporarily. Acquire the permission from the system administrator.
The temporary loss of the connection is included in the service specifications for the file-sharing service.
(
A failover can be performed only when the status of both nodes in the cluster is “UP”.
After completed the failover, request the system administrator to execute the node termination. If the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission. (*)
*:
For the details about the actual operation, refer to the procedure (c).
(a)
Connect the maintenance PC to maintenance port of the target node and log in. Refer to “Maintenance Tool ‘1.3 Procedures for Operating Commands’ (MNTT 01-0200)” for the method of logging in.
(b)
Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)” and check the node status.
(
When the Node Status of the both nodes is “UP”, go to step (c). 

(
When the Node Status of the node to be maintained is “INACTIVE”, go to step (d).

(
When the Node Status of the node to be maintained is “DOWN”, go to step (d).

(
When the Node Status of the both nodes is “UNKNOWN”, wait for five minutes, and then perform the procedure from step (b) again. If the Node Status is not changed from “UNKNOWN” even performed again, contact the Technical Support Center.
(c)
Request the system administrator to perform failover the resource group of the node to be maintained to the normal node and to set the “Node Status” of the node to be maintained to “INACTIVE”.
If the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission. For the procedure of this operation, refer to “Maintenance Tool ‘3.1 Failover and Node termination to execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
(d)
Terminate the OS of the node according to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(e)
Confirm that the power supply lamp of the node is turned off.
It takes about one minute before the indicator goes out.
For the location of the power button, refer to “A.2.1 Front side”.
(f)
If the indicator does not go out, proceed to (3) to forcibly terminate the OS. Then start the node referring to Installation “2.1.1 Procedure for turning on the power” (INST 02-0000).
Connect the maintenance PC to maintenance port, and collect logs referring to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
(2)
Single node configuration 
NOTE:
Do not execute OS termination of a node without permission of the system administrator.
(a)
Connect the private maintenance PC to a BMC port. For more information, refer to “Set Up ‘1.4 Connection Confirmation of the Remote Console’ (SETUP 01-0010)”.
(b)
Open the remote console window and make sure that the login prompt is displayed on the window.
For more information, refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
(c)
Login prompt might not be shown on the window if the system is starting or collecting a dump.
In this case, wait about 10 minutes, and open the remote console window again.
(d)
When the login prompt is displayed, log in to it and terminate the node OS.
For the OS termination of a node, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(e)
Confirm that the power lamp is turned off. It takes about one minute to turn off the power indicator.
For the location of the power button, refer to “A.2.1 Front side”.
(f)
If the power indicator does not turn off, go to step (3) and execute the forced OS termination, and then start the node by referring to Installation “2.1.1 Procedure for turning on the power” (INST 02-0000).
Connect the maintenance PC to maintenance port, and collect a log by referring to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
2.1.2.2
Terminating the OS of the node by operating the power button
NOTE:
Do not terminate the OS of the node without permission from the system administrator.
(a)
Stop the OS of the node.
Press the power button of the node one time.
For the location of the power button, refer to “A.2.1 Front side”.
(b)
Confirm that the node power lamp of the node is unlit.
It requires about one minute before the indicator goes out.
(c)
If the power lamp does not go out, proceed to Installation “2.1.2.3 Terminating the OS forcibly by using the power button” (INST 02-0090) to forcibly terminate the OS.
Then start the node according to Installation “2.1.1 Procedure for turning on the power” (INST 02-0000).
Connect the maintenance PC to maintenance port, and collect log data according to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
2.1.2.3
Terminating the OS forcibly by using the power button
NOTE:(
Use the power button to forcibly terminate the OS of the node only when the instruction of forced termination is given.
(
Do not terminate the OS of the node without permission from the system administrator.
(a)
Terminate the OS of the node.
Hold down the power button of the node for five seconds or more until the indicator goes out.
For the location of the power button, refer to “A.2.1 Front side”.
(b)
Confirm that the power lamp of the node is turned off.
2.1.3
Procedure for rebooting the OS
There are two ways to reboot an OS. Each of the ways is described in the following.
(
“2.1.3.1 OS reboot of a node by command” shows the method of rebooting OS of a node by using CLI command (nasreboot).
(
Installation “2.1.3.2 OS reboot of a node by NMI issue operation (single node configuration only)” (INST 02-0140) shows the method of rebooting the OS of a node with the NMI issue operation when it is single node configuration and the connection to the private maintenance port or to the BMC port is not available. Note that this operation must be done only when it is instructed.
2.1.3.1
OS reboot of a node by command
Execute (1) for the cluster configuration and (2) for the single node configuration.
(1)
Cluster node configuration
NOTE:(
Do not reboot the OS of a node without permission from the system administrator.
(
To reboot the OS of both nodes, reboot it on either node at a time.
(
Perform failover and node termination if the one side of node OS is to be rebooted.
(
After a failover is performed, all file-sharing services running on the node in the cluster runs on the destination node performed failover.
At this time, a client connection might be lost temporarily. Acquire the permission from the system administrator.
The temporary loss of the connection is included in the service specifications for the file-sharing service.
(
A failover can be performed only when the status of both nodes in the cluster is “UP”.
After the failover is completed, request the system administrator to terminate the node. However, if the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission. (*)
*:
For the details about the actual operation, refer to the procedure (c).
(a)
Connect the maintenance PC to maintenance port of the target node and log in. For the login method, refer to “Maintenance Tool ‘1.3 Procedures for Operating Commands’ (MNTT 01-0200)”.
(b)
Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”, and check the node status.
When the “Node Status” of the target node to be maintained is in the state of item 3 or 4 described in the “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus) Table 2.2.2 Cluster status to be used for the confirmation when the maintenance is in progress’(MNTT 02-0051)”, the rebooting OS is available. In this case, go to step (d). If the cluster status is other than the above, go to step (c) to perform failover and node termination.
(c)
Request the system administrator to perform failover the resource group of the node to be maintained to the normal node and to set the “Node Status” of the node to be maintained to “INACTIVE”.
After completed the operations of system administrator, check that the status becomes as shown in the Table 2.1.3.1-1. Note that if the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission. For the procedure of this operation, refer to “Maintenance Tool ‘3.1 Failover and Node termination to execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
Table 2.1.3.1-1  Confirmation of Failover and Stopping Node
	Type of operation
	Operation by system administrator
	Confirmation operation by maintenance personnel (*1)

	Failover of resource group
	Migrates the resource group running in the maintenance target node to the normal node. For the details, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
	Confirm the “Running node” of each of the resource groups is a normal node.

	Node termination
	Terminates the service of the maintenance target node. For the details, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”.
	Check if the “Node Status” of the target node to be maintained shows “INACTIVE”.


*1:
Refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus) Table 2.2.2 Cluster status to be used for the confirmation when the maintenance is in progress’(MNTT 02-0051)”.
NOTE:
Open the console window of KVM / Remote console, and then perform the step (d) to perform restart confirmation.
(d)
Reboot the OS of the node according to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.
Rebooting the OS requires about 15 minutes.
While starting up the OS, the OS startup process may be suspended as the LILO Boot Menu window as shown in Figure 2.1.3.1-1 is displayed in the console window.
In that case, press Enter key and restart the OS.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 2.1.3.1-1 LILO Boot Menu Window
If the OS version is from 5.3.0-XX to 5.7.0-XX, otherwise, 6.0.0-XX or later, the progress of the OS startup is displayed. However if you press the [Alt] + [F3] keys, you can switch to the detailed information display of the OS startup. Also, you can switch to the progress display by pressing the [Ctrl] + [F1] keys.

When using the remote console and to switch the display, you need to use the [Alt] button in the tool bar located on the upper side of the console window instead of using the [Alt] key on the keyboard.
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of CR210HM, press the [Alt] + [Z] keys and operate other keys that require the [Alt] key while pressing the [Alt] key. After completing the operation, press the [Alt] + [Z] keys again to release the [Alt] key hold status.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
Check the console window, and confirm that the login prompt is displayed.
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Figure 2.1.3.1-2  Login Prompt Window
(e)
Request the system administrator to set the “Node Status” of the restarted node to “UP” and perform failback the resource group, which has been performed failover, to the node that restarted.
For the reference place in User’s Guide describing the details about starting a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, and for the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
In the BMC direct connection configuration, you cannot start a node from GUI.
If the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission. For the procedure of this operation, refer to “Maintenance Tool ‘3.2 Failback and Start of Node After Starting the OS’ (MNTT 03-0030)”.
(f)
To check the failback, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”, and confirm the Running Node of the resource group.
If it cannot be confirmed, perform steps from (e) again.
(2)
Single node configuration
NOTE:
Do not reboot the OS of a node without permission from the system administrator.
(a)
Connect the private maintenance PC to a BMC port. For more information, refer to “Set Up ‘1.4 Connection Confirmation of the Remote Console’ (SETUP 01-0010)”.
(b)
Open the remote console window and make sure that the login prompt is displayed on the window.
For more information, refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
(c)
Login prompt may not be shown on the window if the system is starting or collecting a dump.

In this case, wait about 10 minutes, and open the remote console window again.
(d)
When the login prompt is displayed, log in to it and reboot the node OS.
For the OS reboot of a node, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”. It takes about 15minutes to reboot OS.
While starting up the OS, the OS startup process may be suspended as the LILO Boot Menu window as shown in Figure 2.1.3.1-3 is displayed in the console window.
In that case, press Enter key and restart the OS.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 2.1.3.1-3  LILO Boot Menu Window
If the OS version is from 5.3.0-XX to 5.7.0-XX, otherwise, 6.0.0-XX or later, the progress of the OS startup is displayed. However if you press the [Alt] + [F3] keys, you can switch to the detailed information display of the OS startup. Also, you can switch to the progress display by pressing the [Ctrl] + [F1] keys.

When using the remote console and to switch the display, you need to use the [Alt] button in the tool bar located on the upper side of the console window instead of using the [Alt] key on the keyboard.
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of CR210HM/CR220SM, press the [Alt] + [Z] keys and operate other keys that require the [Alt] key while pressing the [Alt] key. After completing the operation, press the [Alt] + [Z] keys again to release the [Alt] key hold status.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
Check the console window, and confirm that the login prompt is displayed.
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Figure 2.1.3.1-4  Login Prompt Window
(e)
Log in to the OS, execute rgstatus command, and then confirm that the resource group is operated normally. Refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)” for the method of the confirmation.

2.1.3.2
OS reboot of a node by NMI issue operation (single node configuration only)
OS reboot is done by NMI issue operation after collecting dump.
NOTE:
Do not execute node OS rebooting without permission of the system administrator.
(1)
Connect the maintenance PC to a BMC port.
For more information, refer to “Set Up ‘1.4 Connection Confirmation of the Remote Console’ (SETUP 01-0010)”.
(2)
Open the remote console window and confirm that the login prompt is displayed on the window.
For more information, refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
(3)
Login prompt might not be shown on the window if the system is starting or collecting a dump.

In this case, wait about 10 minutes, and open the remote console window again.
(4)
When the login prompt is displayed, execute NMI issue operation.
If the target model is other than the case of D51B-2U, go to step (4-1). 
In the case of D51B-2U, go to step (4-2).
(4-1)
The NMI issuing procedure for other than the case of D51B-2U is as follows.
(
Press the NMI button. (DellTMPowerEdgeTM R710)

(
Press the BUZZER STOP button and SERVICE lamp switch at the same time. (HA8000 RS220xK)

(
Press the FUNCTION switch and SERVICE lamp switch at the same time. (CR210HM and CR220SM)
It takes about 15minutes to reboot OS.
For the location of the button used for NMI issue operation, refer to “A.2.1 Front side”.
When the issuing of NMI is completed, go to step (4-3).
(4-2)
The NMI issuing procedure for the case of D51B-2U is as follows.
(a)
As shown in the following command format and Figure 2.1.3.2-1, execute the ipmiutil command on the command prompt window of the maintenance PC.

Command format : <full-path-name-of-ipmiutil.exe> reset -n -N <IP-address-of-BMC-port> -U <user-ID-of-BMC> -Y

Specify “admin” in user-ID-of-BMC.
When ipmiutil.exe is run, you are prompted to enter password. For the password of “admin”, refer to ‘Logging into MegaRAC GUI’ in “QuantaGrid Series D51B-2U Technical Guide”.

It takes about 15minutes to reboot OS.
When the issuing of NMI is completed, go to step (4-3).
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Figure 2.1.3.2-1  Execution Example of the ipmiutil Command
(4-3)
While starting up the OS, the OS startup process may be suspended as the LILO Boot Menu window as shown in Figure 2.1.3.2-2 is displayed in the console window.
In that case, press Enter key and restart the OS.
If the OS does not start even if the [Enter] key is pressed, press the [Ctrl] + [Alt] + [Delete] keys to restart the node. If the remote console is used, press the [L] key while pressing the [Alt] key to restart the node.
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Figure 2.1.3.2-2 LILO Boot Menu Window
If the OS version is from 5.3.0-XX to 5.7.0-XX, otherwise, 6.0.0-XX or later, the progress of the OS startup is displayed. However if you press the [Alt] + [F3] keys, you can switch to the detailed information display of the OS startup. Also, you can switch to the progress display by pressing the [Ctrl] + [F1] keys.
When using the remote console and to switch the display, you need to use the [Alt] button in the tool bar located on the upper side of the console window instead of using the [Alt] key on the keyboard.
NOTE:
A remote console has the restriction on the operation of the [Alt] key. If using the [Alt] key is indicated, take the following precautions.
(
In the case of CR210HM/CR220SM, press the [Alt] + [Z] keys and operate other keys that require the [Alt] key while pressing the [Alt] key. After completing the operation, press the [Alt] + [Z] keys again to release the [Alt] key hold status.
(
In the case of D51B-2U, refer to “QuantaGrid Series D51B-2U Technical Guide” to perform the key operations including the [Alt] key.
Check the console window, and confirm that the login prompt is displayed.
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Figure 2.1.3.2-2  Login Prompt Window
(5)
Log in to the OS, and execute rgstatus command to confirm that the resource group operates normally. Refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”for the confirmation method.
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xxxxxxxx (device-serial-number) login:





*1:	It is displayed as “Hitachi File Storage Linux” in the case the OS version is 3.0.1-XX or earlier.�It is not displayed in the case the OS version is 3.2.1-XX or later.





File Operating System (*1)





xxxxxxxx (device-serial-number) login:





*1:	It is displayed as “Hitachi File Storage Linux” in the case the OS version is 3.0.1-XX or earlier.


	It is not displayed in the case the OS version is 3.2.1-XX or later.





C:\>D:\ipmiutil-2.4.2-win32\ipmiutil.exe reset -n -N 10.213.138.65 -U admin -P admin


ipmiutil ver 2.42


hwreset ver 2.42


Opening lan connection to node 10.213.138.65 ...


Connecting to node  10.213.138.65


-- BMC version 3.32, IPMI version 2.0


Power State      = 00   (S0: working)


hwreset: sending NMI ...


chassis_reset ok


hwreset: IPMI_Reset ok


hwreset, completed successfully
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xxxxxxxx (device-serial-number) login:





*1:	It is displayed as “Hitachi File Storage Linux” in the case the OS version is 3.0.1-XX or earlier.�It is not displayed in the case the OS version is 3.2.1-XX or later.
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Debian GNU/Linux - LILO Boot Menu

Hit any key to cancel timeout
Use «tl> arrow keys to make selection
Enter choice, options. Hit RET to boot




