Hitachi Proprietary


Chapter 3
Description of Operations
3.1
Specifications for Operations
3.1.1
Read/write processing from client
In the read/write processing in the configuration which is not connected to the disk array subsystem, file read/write is performed for the internal drive by the read/write requests from the client to the node. 
The flow of the write processing in the configuration which is not connected to the disk array subsystem is shown in Figure 3.1.1-1 and the flow of the read processing in the configuration which is not connected to the disk array subsystem is shown in Figure 3.1.1-2.

In the read/write processing in the configuration which is connected to the disk array subsystem, file read/write is performed for the disk array subsystem by the read/write requests from the client to the node. 
The flow of the write processing in the configuration which is connected to the disk array subsystem is shown in Figure 3.1.1-3 and the flow of the read processing in the configuration which is connected to the disk array subsystem is shown in Figure 3.1.1-4.

Figure 3.1.1-5 shows the write processing flow of the configuration of HDI for HCP, Figure 3.1.1-6 shows the read processing flow of the configuration of HDI for HCP.
Cluster configuration and single node configuration have a same flow of Read/Write.

[image: image29.bmp]
Figure 3.1.1-1  Flow of the write processing in the configuration 
(which is not connected to the disk array subsystem)
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Figure 3.1.1-2  Flow of the read processing in the configuration 
(which is not connected to the disk array subsystem)
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Figure 3.1.1-3  Flow of the write processing in the configuration 
(which is connected to the disk array subsystem)
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Figure 3.1.1-4  Flow of the read processing in the configuration 
(which is connected to the disk array subsystem)
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Figure 3.1.1-5  Flow of the write processing in the configuration of HDI for HCP
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Figure 3.1.1-6  Flow of the read processing in the configuration of HDI for HCP
3.1.2
Migration processing
The read/write processing in the single node configuration and in the configuration of HDI for HCP / HDI for Cloud in the cluster configuration includes migration and recall processing between HDI and HCP in addition of read/write from a client to HDI.
In the single node configuration, the migration processing is performed according to the migration policy specified in the GUI for management.
Figure 3.1.2-1 shows the migration processing flow in the configuration of HDI for Cloud, and the configuration of HDI for HCP has the same processing flow.

In the cluster configuration, the migration processing is performed according to the migration policy specified in HFSM.
Figure 3.1.2-2 shows the migration processing flow in the configuration of HDI for HCP, and the configuration of HDI for Cloud has the same processing flow.
The migration processing flow in the single node configuration which is connected to the disk array is the same as in the case of the cluster configuration.
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Figure 3.1.2-1  Migration processing in the single node configuration 
when not connected to the disk array subsystem
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Figure 3.1.2-2  Migration Processing When the Configuration of HDI for HCP
3.1.3
Recall processing
Recall processing is executed when a migrated stub file is accessed by a client.
Figure 3.1.3-1 shows the recall processing flow to be executed when reading the stub file in the single node configuration which is not connected to the disk array subsystem.
The recall processing flow of reading a stub file in HDI in the cluster configuration is shown in Figure 3.1.3-2 and the flow of writing to a stub file is shown in Figure 3.1.3-3.
Note that Figure 3.1.3-2 and Figure 3.1.3-3 show the processing flow in the cluster configuration, but the single node configuration which is connected to the disk array subsystem has the same processing flow.
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Figure 3.1.3-1  Recall processing in the single node configuration 
when not connected to the disk array subsystem
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Figure 3.1.3-2  Recall Processing When the Configuration of HDI for HCP
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Figure 3.1.3-3  Flow of Entire Recall Processing on a write request
3.1.4
Concept of HDI single node configuration
In the single node configuration, the resource group starts when OS starts, and the resource group terminates when OS terminates. If a failure occurs on the OS, the service is stopped until the failure recovery is completed unlike the cluster configuration.
NOTE:
Because mounting of “data of the past version directory” is not synchronized with start-up of the resource groups for the OS version 5.1.0-XX and later, the mounting of “data of the past version directory” might not be complete although the start-up of the resource groups has been complete. In this case, the read/write operation for “data of the past version directory”, mounting of which has not been complete, fails for a moment.
3.1.5
Concept of HDI cluster and resource groups
(1)
Configuration of cluster systems
In the cluster system configuration, when either node fails, the service can be continued by performing failover the service of HDI operated in the node to the paired node.

Furthermore, the node pairs monitor mutually, and when there is no response from either node, the function to stop the OS of the node forcibly by sending the Reset signal from the paired node and to failover exists.
Note that starting the recovery work early is recommended when a failure is detected. When the service of HDI is executed in either node by failover, the load is concentrated to the node and the performance may be deteriorated.
Figure 3.1.5-1 shows the concept of the cluster system configuration.
NOTE:
Because mounting of “data of the past version directory” is not synchronized with start-up of the resource groups for the OS version 5.1.0-XX and later, the mounting of “data of the past version directory” on the migration target node to which a failover or failback has been performed might not be complete. In this case, the read/write operation for “data of the past version directory”, mounting of which has not been complete, fails for a moment.
(2)
Characteristics of cluster systems
(a)
A cluster is consisted of a node pair. Mutually monitoring the nodes in a cluster provides reliability. In a disk array subsystem, an alternate FC path and an alternate disk path are set considering failover in a cluster. By doing so, reliability of the entire system can be improved.
(b)
Although there are access paths from both of two nodes to the User LU in the disk array subsystem, for preventing the access from both nodes at the same time, the exclusive access control is performed. If one node cannot continue services and the failover occurs, in-process data before writing to the User LU is discarded, and the services (Virtual IP, Data in the User LU in the disk array subsystem and others) are taken over to the paired node. Figure 3.1.5-2 shows the image figure of the resource group failover.
The client can resume the operation processing suspended after failover. Note that, for the CIFS connection, reconnection from the client side is mandatory, but for the NFS connection, read/write can be performed without reconnection depending on the option use.
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Figure 3.1.5-1  Concept of the Cluster System for HDI
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Figure 3.1.5-2  Imaginary figure of the Resource Group Failover
3.1.6
Operating specifications of cache backup function
Cache backup function is a function that protect write cache on a RAID board.
NOTE:(
Only CR220SM and D51B-2U supports this function.
(
When using cache backup function, the write policy to be set to “Write Back.”
(
Some data written into the disk, such as disk cache and data on the internal drive cache, cannot be backed up by this function. Since the data described above can be lost at the time of an accidental power failure, system protection measures from accidental power failure should be separately considered.
(1)
Operating specifications
(
At the time of power failure, the cache backup module will continue to feed power for approximately 20 seconds. Meanwhile the data stored in the cache is written to the Flash ROM.
(
The data written to the Flash ROM remains even after power feeding is finished. The data is written to the disk when the power feeding is restored.
(
Recharge of the cache backup module finishes in a few seconds.
(
Self-diagnosis is performed automatically during system start-up (up to 150 seconds) and when 30 days have elapsed from the last self-diagnosis (about 5 minutes.)
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Figure 3.1.6-1 Data Sequence Diagram from Power Failure to Power Restoration
(2)
Forced change of write policy
When it is impossible to protect the write cache, the write policy will be changed from “Write Back” to “Write Through” automatically.
Specifically, when a failure is detected in the cache backup module during self-diagnosis, the write policy will be changed to “Write Through” automatically.
3.2
Specifications for Operations When a System Fails
3.2.1
Failures in the HDI system
Some parts on HDI nodes are configured redundantly and a node does not stop even if a part fails.

In addition, some parts can be replaced without stopping a node.

Whether a replaceable part is configured redundantly and whether such part can be replaced online is shown in Table 3.2.1-1 for the cluster configuration, and Table 3.2.1-2 for the single node configuration. Shaded parts cause a node down if they fail.
Table 3.2.1-1  Redundancy/Online Replacement Availability of Replaceable Parts
(in the cluster configuration)
	No.
	Replaceable Parts
	Redundancy
	Online Replacement Availability

	1
	Memory
	No
	Not possible

	2
	Fibre Channel card
	No
	Not possible

	3
	LAN card
	No
	Not possible

	4
	Power unit
	Yes (Two units)
	If a power unit fails: Possible

	
	
	
	If two power units fail: Not possible

	5
	RAID controller
	No
	Not possible

	6
	Internal Drive
	Yes (Two Drives (RAID1))
	If a drive fails: Possible

	
	
	
	If two drives fail: Not possible

	7
	Fan unit
	Yes (*3)
	Not possible

	8
	BMC
	No
	Not possible

	9
	DVD drive
	No
	Not possible

	10
	Motherboard
	No
	Not possible

	11
	FC cable
	Yes (*3)
	Possible

	12
	LAN cable
	Yes (*1,*2)
	Possible

	13
	Management LAN IP-SW
	No
	Possible


*1:
Make the data LAN redundant by link concentration or others.
*2:
The management LAN is not redundant.
*3:
The number is subject to the configuration.
Table 3.2.1-2  Redundancy/Online Replacement Availability of Replaceable Parts
(in the single node configuration)
	No.
	Replaceable Parts
	Redundancy
	Online Replacement Availability

	1
	Memory
	No
	Not possible

	2
	Power unit
	Yes (Two units) (*2)
	If a power unit fails: Possible (*4)

	
	
	
	If two power units fail: Not possible

	3
	RAID controller
	No
	Not possible

	4
	Internal Drive
	Yes (Two Drives (RAID1) or 4/8/14 Drives (RAID configuration of user data: RAID5/RAID6/
RAID10))
	If one drive fails: Possible

	
	
	
	If two drives fail: Possible (*4)

	5
	Fan unit
	Yes (*4)
	Not possible

	6
	BMC
	No
	Not possible

	7
	DVD drive
	No
	Not possible

	8
	Motherboard
	No
	Not possible

	9
	LAN card
	No (*3)
	Not possible

	10
	LAN cable
	Yes (*1)
	Possible

	11
	Internal RAID Battery
	No
	Not possible

	12
	Fibre Channel card (*5)
	No
	Not possible

	13
	Fibre Channel cable (*5)
	Yes
	Possible


*1:
In the Configuration using trunk 2 Data ports, front-end LAN interface can be redundant by Link aggregation, etc.  In the Configuration using Management port, front-end LAN interface cannot be redundant.
*2:
The number is different depending on the target model.

*3:
Not exist depending on the target model.

*4:
Redundant is not made depending on the target model. In such a case, replacement while the power is ON is not allowed.
*5:
Exists only in the configuration that is connected with the disk array subsystem.
3.2.2
Operation policy when a failure occurs
3.2.2.1
Operation policy when a failure occurs in the single node configuration

When a failure occurs in an HDI node, there are cases when the node operation is continuing or stopped.

(1)
When the node on which a failure occurred is operating

The service continues on the node on which the failure occurred. The failure part can be replaced while running the node. However, the failure recovery operation must be done with the power supply off of the node on which the failure occurs depending on the part to be replaced.
In this case, the service is stopped until the failure recovery is completed.
(2)
When a node on which a failure occurred stops

When a failure occurs, the service is stopped due to the node termination as until the failure recovery is completed.

In the failure that accompanying the data recovery when not connected to the disk array subsystem, it will be the whole data recovery (with RAID reconfiguration) from the initial installation of OS unlike the cluster configuration. Recovery from the user data individually is not executed.

However, in the configuration connected to the disk array subsystem, or in the case of CR220SM or D51B-2U, recovery of the OS data and the user data to be executed individually.
Refer to Theory “3.2.7 Restoration of Data in the node in the single node configuration” (THEO 03-0210) for more information.
(3)
In case of the Configuration of the single node with spare for Cloud 
When a failure occurred, the system administrator isolates the failure occurred Active node from the front-end LAN and switches over the waiting Standby node to the Active node to resume the service. On the newly switched Active node, restore the data which has been migrated to HCP.

However, a service may be continued without switching the node if a failure occurred to redundant part. In this case, a policy will be the same as (1) stated above. If the power needs to be switched off in the failure recovery process, contact the system administrator to confirm whether the node to continue the service needs to be switched.

Maintenance personnel needs to ask the system administrator to confirm the management IP address of  the Standby node when performing the new installation and configuration after installation. 

Building and configuring the faulty node as the Standby node need to be performed by the system administrator. For the work responsibilities of a system administrator and a maintenance personnel, refer to the Table 3.2.2.1-1.
Figure 3.2.2.1-1 explains the overview of the work responsibilities of a system administrator and a maintenance personnel when a failure occurs on OS in the Configuration of the single node with spare for Cloud.
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Figure 3.2.2.1-1 Overview of Operation when a Failure accompanying OS Error Occurs in the Configuration of the single node with spare for Cloud 
Scenario of the failure recovery is as shown below.
Table 3.2.2.1-1 Scenario Examples of Failure Recovery in the Configuration of the single node with spare for Cloud
	#
	Working Description
	Responsible person
	Number corresponding to the Figure 3.2.2.1-1

	1
	Perform the failure recovery referring to the “Single Node Configuration Troubleshooting Guide” or “Message Reference”.

If the failure cannot be solved or the action stated in the reference is “Contact the maintenance personnel” , contact the maintenance personnel.
	System administrator
	

	2
	Isolate the faulty node from the front-end LAN referring to the “Provisioning Guide” (*1). 
	System administrator
	(

	3
	Connect the waiting Standby node to the front-end LAN as an Active node and restore the data from HCP to resume the operation. (*1) (*2).
	System administrator
	(((

	4
	Failure determination of the faulty node.
	Maintenance personnel
	(

	5
	As the result of the failure determination, if the failure is the hardware induced failure, replace the defective parts.
	Maintenance personnel
	

	6
	As the result of the failure determination,  if the failure is the hardware or software induced failure, newly install the hardware or software (including the configuration of the management IP (management IP address for the Standby node confirmed with the system administrator). 
	Maintenance personnel
	

	7
	If the failure has recovered after newly installing the software or hardware, configure the IP address of the Standby  and  the system on GUI for the failure recovered node.
	System administrator
	(

	8
	If the failure has recovered without newly installing the hardware or software, connect the failure recovered node to the management console and get ready for activating as the Standby node using the singleinit command. (configure the IP address of the Standby node at the same time).
	System administrator
	

	9
	Connect to the network which has been isolated from the failure recovered node.
	System administrator
	


*1:
If the service can continue as the failure is induced by such as redundant part failure, switching from Active node to Standby node is not required. However this switchover is performed at the system administrator`s discretion
*2: Steps after #4 shown above can be performed in parallel with #3.
3.2.2.2
Operation policy when a failure occurs in the cluster configuration
When a single failure occurs in an HDI node, there are cases when the node operation is continuing or stopped.
(1)
When the node on which a failure occurred is operating
The service continues on the node on which the failure occurred. The failure part can be replaced while running the node. However, the failure recovery operation must be done with the power supply off of the node on which the failure occurs depending on the part to be replaced.
In this case, the service is stopped until the failure recovery is completed.
(2)
When a node on which a failure occurred stops
In the cluster configuration, if the node is stopped with the occurrence of a failure, perform failover the resource group with the following steps to continue the service in a remote node:
1.
The failed node receives a reset command from the normally operating node.
2.
A dump collection is started on the failed node.
3.
The resource group on the failed node is failed over to the normally operating node.
Figure 3.2.2.2-1 and Figure 3.2.2.2-1-1 explains the overview of the failover operation.

For details about reset operations, refer to Theory “3.2.4 Notes on reset operations and operations when a dual failure occurs” (THEO 03-0150).
In addition, in case of a dual failure of the node of the HDI (including the overlap of one failure), the service might not be able to be continued.
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Figure 3.2.2.2-1  Overview of Failover Operation by the Auto Reset Function
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Figure 3.2.2.2-1-1  Overview of Failover Operation by the Auto Reset Function
(BMC direct connection configuration)
(3)
In case a failure occurs in a Virtual Server

HDI does not support Virtual Server.
3.2.3
Overview of failover operation
(1)
Failover of HDI
In the cluster configuration, HDI consist of a cluster system configuration with two nodes. If a node stops, the other node takes over the processing of the failed node. Therefore, HDI can continue its operation.
This operation is called failover, and the operation for restoring the normal status is called failback.

The following subsections describe the read/write processing flow from when a failure occurs on the node 0 to when the processing is failed over to the node 1.
NOTE:
Because mounting of “data of the past version directory” is not synchronized with start-up of the resource groups for the OS version 5.1.0-XX and later, the mounting of “data of the past version directory” on the migration target node to which a failover or failback has been performed might not be complete. In this case, the read/write operation for “data of the past version directory”, mounting of which has not been complete, fails for a moment even if the failover or failback is complete.
(a)
Read/write processing when an HDI node fails
If the node 0 side fails, the service of HDI is failed over to the node 1 side and continued, but the processing being executed at the time of failure occurrence is suspended. In that case, the read/write request from the client is required again after reconnection.
The operation is the same both at the time of Read and at the time of Write. The following figure shows an example at the time of Write.
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Figure 3.2.3-1  Write Processing When an HDI Node Fails
(b)
Migration processing when an HDI node fails
If the node 0 fails, the migration processing is performed on the node 1.

However, if the node 0 fails during the migration processing, the processing is aborted, and will be executed on the node 1 when the next migration is performed.
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Figure 3.2.3-2  Migration Processing When an HDI Node Fails
(c)
Recall processing when an HDI node fails
If the node 0 fails, the service of HDI is failed over to the node 1 and continued, but the processing being executed at the time of failure occurrence and the recall processing to be executed as an extension of the same are suspended, and an I/O error is returned. In that case, the read/write request from the client is required again after reconnection.
Both operations are the same at the time of reading and writing. The following figure shows an example at the time of reading.
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Figure 3.2.3-3  Recall Processing When an HDI Node Fails
(2)
Failover of HCP
(a)
Migration processing when an HCP node fails
If an HCP node fails, a migration request is reissued to another HCP node, and then the migration processing is performed.
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Figure 3.2.3-4  Migration Processing When an HCP Node Fails
(b)
Recall processing when an HCP node fails
If an HDP node fails, a recall request is reissued to another HCP node, and then a recall processing is performed. Both operations are the same at the time of reading and writing. The following figure shows an example at the time of reading. If the response to the HCP is an I/O error due to the condition of the HCP, retry must be performed from the client after about 20 minutes.
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Figure 3.2.3-5  Recall Processing When an HCP Node Fails
3.2.4
Notes on reset operations and operations when a dual failure occurs
(1)
Reset path
Refer to (1-1) for the reset path in the BMC and Management SW connection configuration, and refer to (1-2) for the reset path in the BMC direct connection configuration.
(1-1)
Reset path in the BMC and Management SW connection configuration
In the following description, the node 0 is described as a local system and the node 1 is described as a remote system.
In the node reset operation of HDI, if primary and secondary heartbeat cannot be confirmed between local and remote node, the OS automatically resets the node.

Automatic failover is performed the management port of the local node sends a reset command to the BMC port of the remote node.

Therefore, if a failure occurs in a path between the management port of the local node and the BMC port of the remote node, the reset operation fails and the automatic failover cannot be performed.
Note that when the heartbeat LAN operates normally and access from the management server to the management port is possible, manual failover can be performed.
If the management LAN IP-SW fails or the management ports of both nodes fail, automatic failover and manual failover cannot be performed because instructions from the system administrator cannot be delivered to both nodes.
However, if access from the maintenance PC to the maintenance port is possible and if permitted by the system administrator, the maintenance personnel can perform manual failover.
Figure 3.2.4-1 shows the reset path. In addition, Table 3.2.4-1 shows the failure locations that might cause reset failures. Note that failure locations shown in Table 3.2.4-1 are shown in numbers in Figure 3.2.4-1.
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Figure 3.2.4-1  Reset Path
Table 3.2.4-1  Locations of Failures Causing Reset Failures
	No.
	Failure Location

	(1)
	Local management port

	(2)
	Local management port cable

	(3)
	Remote BMC port

	(4)
	Remote BMC port cable

	(5)
	Management LAN IP-SW (*1)


*1:
Same in the case where the IP-SW owned by the customer is used.
(1-2)
Reset path in the BMC direct connection configuration
Automatic failover is performed the reset port of the local node sends a reset command to the BMC port of the remote node.

Therefore, if a failure occurs in a path between the reset port of the local node and the BMC port of the remote node, the reset operation fails and the automatic failover cannot be performed.

Note that when the heartbeat LAN operates normally and access from the management server to the management port is possible, manual failover can be performed.

If the management ports of both nodes fail, automatic failover and manual failover cannot be performed because instructions from the system administrator cannot be delivered to both nodes.
However, if access from the maintenance PC to the maintenance port is possible and if permitted by the system administrator, the maintenance personnel can perform manual failover.

Figure 3.2.4-1-1 shows the reset path. In addition, Table 3.2.4-1-1 shows the failure locations that might cause reset failures. Note that failure locations shown in Table 3.2.4-1-1 correspond to the numbers in Figure 3.2.4-1-1.
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Figure 3.2.4-1-1  Reset Path (BMC direct connection configuration)
Table 3.2.4-1-1  Locations of Failures Causing Reset Failures
	No.
	Failure Location

	(1)
	Local reset port

	(2)
	Local reset port cable

	(3)
	Remote BMC port

	(4)
	Remote BMC port cable


(2)
Notes on operations when dual failures occur
Although it is detected that the dual failures occurrence and impossible communication of all the paths to confirm the heartbeat (the heartbeat ports or the management ports of the both nodes), there is a case that the resetting cannot be done. In such a case, the forced failover is executed automatically triggered by the failure of resetting. In case of link down in the management port of the forced failover target, the resource group for which failover was a performed change to [online/srmd executable error] and the services are stopped. If the restart operation is done to the node at this state, the resource groups of both nodes become [online/srmd executable error] and the entire services are stopped. Therefore, do not restart the node while forced failover is in operation.
During forced failover, the node suppresses LU accessing from the other side by using the reserve of fibre (SCSI command) to prevent the destruction of user data by the duplicated mounting of the file system. And it uses the release of fibre (SCSI command) to release the state of forced failover triggered by the recovery of the heartbeat communication.
SIM is output in each occasion. For the confirmation of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
And for the details about measurement when each SIM is output, refer to “Troubleshooting ‘Chapter 8 Messages’ (TRBL 08-0000)”.
The forced failover is executed when the following two SIMs are output.
Primary and Secondary heartbeats are disconnected 
(KAQK39500-E OS error Detail=00 00 03 00 Level=00 Type=0D)
The remote resetting failed 
(KAQK39507-E Reset to the other node was requested (result:failure, cause:XXXX, os status:XXXX)).
If the forced failover performed successfully, the SIM of “KAQG72026-E” is output.
After performing the forced failover, if the heartbeat communication recovers, the node that is performed the forced failover release the reservation, and resets the other side’s node.  At that time, the SIMs of “KAQK39507-E” and “KAQG72028-W” are output.
If it fails to get a reservation at the time of operating the forced failover, the SIM of “KAQG72027-E” is output. If the OSs of both nodes is running at the occasion of executing the forced failover, the both nodes try to execute the forced failover. In this case, when one node succeeded to get a reservation and execute the forced failover, the other node fails to get a reservation and outputs the SIM of “KAQG72027-E”. If the SIM of “KAQG72027-E” is output on the both nodes, or if the other side of node of the node that the SIM of “KAQG72027-E” is output is stopped, getting a reservation fails by the cause of LU block. In that case, please contact to the technical support center. If the SIM of “KAQG72027-E” is output on one side node, but the SIM of “KAQG72026-E” is output on the other side node, there will be no problem because it succeeded the forced failover.
If the heartbeat communication is recovered, but it failed to release the forced failover, the SIM of “KAQG72029-E” or “KAQG72030-E” is output.
At the time of releasing the forced failover, if a failure occurs on the path to be used for resetting, it fails the resetting to the other side node, and outputs the SIM of “KAQG72029-E”. At that time, the other side node must be rebooted manually after removing the failure.
If it failed to release the reservation by the cause of LU block, the SIM of “KAQG72030-E” is output. In that case, refer to “Troubleshooting ‘5.3 Measures when Releasing the LU Access Protection Failed’ (TRBL 05-0530)”
Table 3.2.4-2 shows examples of a failure that performs forced failover.
Table 3.2.4-2  Examples of A Failure that Performs Forced Failover
	No.
	Summary of failure
	Failure example

	
	
	node0
	node1

	1
	Unable to access BMC + Node down
	BMC failure + Node failure
	Normal

	2
	
	Power supply dual failure
	Normal

	3
	Failure in the reset path + Node down
	Node down
	Normal (Communication failed due to Management LAN IP-SW failure)

	4
	
	Node down
	Management port failure

	5
	
	Node down
	Reset port failure 

(in the BMC direct connection configuration)


*:
In this example, the forced failover is performed on the side of node1.
An example of performing the forced failover is shown below.
(a)
This side node failure + this side BMC failure
If a BMC failure and another failure (such as memory failure) that stops a node occur almost at the same time, the resetting operation fails because it cannot be accessed to BMC.
And then, the forced failover is executed.
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Figure 3.2.4-2  This side Node Failure + This side BMC Failure
(b)
Power supply dual failure on the local node
If a power supply dual failure occurs, no power is supplied to the nodes.

Because of this, no heartbeat can be confirmed, and the normal node issues a reset command, but the reset operation fails because the power is not supplied to the BMC port of the failed node.
And then, the forced failover is executed.
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Figure 3.2.4-3  Power Supply Dual Failure on the Local Node
3.2.5
Communication failure with HCP in the configuration of HDI for Cloud
In the configuration of HDI for Cloud, the Read/Write request from a client could fail because the communication is disconnected in a way of communication between HDI and HCP via WAN.
(
The failure is not notified to Hi-Track/SNMP because it is not the failure of HDI itself.
(
It responds I/O error for the client.
(
When a client monitors HDI by introducing SNMP manager, the occurrence of a failure is reported to SNMP manager by SNMP Trap.
Figure 3.2.5-1 shows the recall operation when the WAN failure occurs as an example.
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Figure 3.2.5-1  Operation When the WAN Failure Occurs in the configuration of HDI for Cloud 
(at the time of recall)
If Read/Write from the client fails due to an I/O error, the client retries after 20 minutes or more elapses after the I/O error occurrence, and checks whether Read/Write is possible.
In the case where the node of HCP failed, the communication may be resumed by retrying from the client. However, in the case where the communication pathway fails, the communication may not be resumed by retrying.
After an I/O error occurred by Read/Write from the client, even if you retry after 20 minutes or more elapsed but an I/O error still occurs, the system administrator performs determination with the following procedure.
Table 3.2.5-1 shows the procedure in the cluster configuration and Table 3.2.5-2 shows the procedure in the single node configuration.
Note that the maintenance personnel work is limited to, when em_alertfile indicate the error other than HCP error and network error at #3 or when it turns out that a failure has occurred in the node side of HDI at #4 in the cluster configuration, and when em_alertfile indicate the error other than HCP error and network error at #3, when the communication cannot be done with BMC at #4, when OS is running or a problem occurred in the lamp of the chassis at #5, or when I/O cannot be confirmed at #6 in the single node configuration. In that case, handle it in reference to the “Troubleshooting” in the Maintenance Manual.
Table 3.2.5-1  Procedure for System Administrator When the I/O Error Occurs 
in the cluster configuration
	#
	Procedure
	Correspondence

	1
	Ask the client to retry the operation after waiting 20 min. or more.
	(In case the communication is resumed
( No measurement is required.
(In case the I/O error occurs again
( Proceed to #2.

	2
	Check the HCP connection status (hcpaccesstest) and the setting (archcpget)
	( Access to HCP is possible
( Proceed to #3.
( Access to HCP is not possible
( Confirm the HCP setting (archcpget) and, if the setting is not correct, perform the setting again by the archcpset command and proceed to #3.

	3
	Check the system message file (em_alertfile)
	( In case of receiving the error status from HCP
( The error status was received from HCP.
Contact the HCP site for the recovery time of HCP.
( In case of network system failure code
( Failure between network including WAN and HCP
Notify the HCP administrator that the access failure occurred in the access to HCP, and proceed to #4.
( Cases other than the above
( Call the maintenance personnel.

	4
	Check the status of the hardware and the cluster
	( In case there is a failure in the front-end LAN (or other hardware) of the HDI node
( Call the maintenance personnel.
( When there is no failure in the front-end LAN of the HDI node
( Proceed to #5.

	5
	Checking the status of NAT, front-end LAN-SW, DNS server and others by SNMP and others
	( When there is an error in the status of NAT, front-end LAN-SW, DNS server and others
( Try to recover NAT, front-end LAN-SW, DNS server and others.
( When there is no error in the status of NAT, front-end LAN-SW and others
( It may be a failure of WAN and later.
Proceed to #6.

	6
	Contacting for the HCP condition of the HCP site
	( When HCP is stopped (including error)
( Contact the recovery time of HCP.
( When HCP is not stopped (including the case where it is failed over and recovered)
( This is a network failure.
Contact the maintenance personnel of the WAN service vender.


Table 3.2.5-2  Procedure for System Administrator When the I /O Error Occurs 
in the single node configuration (1/2)
	#
	Procedure
	Correspondence

	1
	Ask the client to retry the operation after waiting 20 min. or more.
	(In case the communication is resumed

( No measurement is required.

(In case the I/O error occurs again

( Proceed to #2.

	2
	Check the HCP connection status and the setting
	( Access to HCP is possible

( Proceed to #3.
( Access to HCP is not possible

( Confirm the HCP setting by executing the CLI command published to the system administrator and, if the setting is not correct, perform the setting again and proceed to #3.

	3
	Check the system message file (em_alertfile)
	( In case of receiving the error status from HCP
( The error status was received from HCP.
Contact the HCP site for the recovery time of HCP.
( In case of network system failure code
( Failure between network including WAN and HCP.

Notify the HCP administrator that the access failure occurred in the access to HCP, and proceed to #7.
( If the system message file (em_alertfile) cannot be confirmed
( Check the status of network and environment server. If there is no problem, proceed to #4.

( Cases other than the above
( Execute troubleshooting of the trouble information confirmed by the system message file (em_alertfile) and, if the trouble cannot be recovered, call the maintenance personnel.

	4
	Checking if the communication is available with BMC

(Communication checking by ping)
	( In the case of communication is available with BMC

( Proceed to #5.

( In the case of communication is not available with BMC

( If there is no problem found on the setting contents of the PC to be connected (such as IP address), call the maintenance personnel.

	5
	Checking if the OS is running

(Checking from the remote console by connecting BMC)
	( If the OS is running

( Call the maintenance personnel.
( If it cannot be confirmed that the OS is running

( Check the lamp of the chassis. If there is a problem, call the maintenance personnel.

If there is no problem, perform the OS reboot by NMI issue operation with the manually collecting a dump, and proceed to #6.
Refer to Installation “2.1.3.2 OS reboot of a node by NMI issue operation (single node configuration only)” (INST 02-0140) for NMI issue operation.


Table 3.2.5-2  Procedure for System Administrator When the I /O Error Occurs 
in the single node configuration (2/2)
	#
	Procedure
	Correspondence

	6
	Checking if the OS is started by the rebooting process with the manual dump
	( If the OS is stared, and I/O of end user can be resumed.
( No measurement is required (the maintenance personnel will collect the failure information later).

( Cases other than the above
( Call the maintenance personnel.

	7
	Check the hardware status
	( If there is a problem in the hardware of the HDI node
( Call the maintenance personnel.
( If no problem is found in the hardware of the HDI node
( Proceed to #8.

	8
	Checking the status of NAT, front-end LAN-SW, DNS server and others by SNMP and others
	( When there is an error in the status of NAT, front-end LAN-SW, DNS server and others
( Try to recover NAT, front-end LAN-SW, DNS server and others.
( When there is no error in the status of NAT, front-end LAN-SW and others
( It may be a failure of WAN and later.
Proceed to #9.

	9
	Contacting for the HCP condition of the HCP site
	( When HCP is stopped (including error)
( Contact the recovery time of HCP.
( When HCP is not stopped (including the case where it is failed over and recovered)
( This is a network failure.
Contact the maintenance personnel of the WAN service vender.


3.2.6
Restoration of File System in the migration operation in the cluster configuration
If the data is lost due to HDI failure, the file system can be restored by using he data migrated to the HCP.

However, the changes of the file after the last migration that was performed before the occurrence of the failure cannot be restored.
The following shows the procedures for restoring data in the file system as a case of a RAID group failure.

Note that the maintenance personnel work is only the failure recovery of procedure #1 in Table 3.2.6-1 Procedure for Restoring File System, and procedure #2 to #4 are the system administrator’s work.
Table 3.2.6-1  Procedures for Restoring File System
	#
	Procedure
	Overview
	Worker

	1
	Recovering failures
	Perform the recovery procedure of the RAID group failure.
	Maintenance personnel

	2
	Creating a file system to be restored in HDI
	Create a file system to restore the following conditions.
( The File system capacity must be the same or more as the one before the restoration.
( Enable WORM if WORM was enabled in the file system where the failure occurred.
( Specify the same ACL type as the file system where the failure occurred.
( The file system must be mounted in the readable and writable status.
	System administrator

	3
	Executing file system restoration
	Execute the CLI command that is open to the system administrator and execute restoration of the file system whose data was migrated to the HCP.
	System administrator

	4
	Executing the consistency check of the file that restored
	Execute CLI command that is open to the system administrator, and then check if there is no inconsistency in the file configuration between HDI and HCP after the restoration.
	System administrator


3.2.7
Restoration of Data in the node in the single node configuration
In the single node configuration, if the data is lost due to HDI failure, the data can be restored from the backup information after installing the OS initially.
The configuration using Management port sets the management port shortly after the new installation and recover the data using the management port.
The configuration using trunk 2 Data ports change the setting of cable connection and the IP-SW which the customer configures to recover the data using the management port.
In the HDI for Cloud configuration, the entire data in the node can be restored at one time because the backup information of HCP stores backup data of OS area and user area.
In the single node configuration which is connected to the disk array subsystem, if the data is lost due to HDI failure, the procedure for restoring data in the node differs depending on whether the failure occurred on the node or on the disk array subsystem.
If the failure occurred on the node, restore the OS area after installing the OS initially because the user data on the disk array subsystem is not lost.
If the failure occurred on the disk array subsystem, execute the same recovery procedure as in the case the disk array subsystem is not connected after restoring the disk array subsystems
In the case OS area and user area are divided (CR220SM or D51B-2U), execute a different procedure without a new OS installation.
The following shows the procedures for restoring data in the node.
Note that the procedures to the state of restoration in the single node configuration is different by its configuration as shown in Table 3.2.7-1 and Table 3.2.7-2.
Table 3.2.7-1  Procedures for restoring data in the node 
in the configuration using management port
	#
	Contents
	Worker

	1
	Execute the initial OS installation (with RAID reconfiguration) (*1) (*2)
	Maintenance personnel

	2
	Execute setup after installation is complete.
	Maintenance personnel

	3
	Execute the restoration of the system LU ( including user data) (*3)
	System administrator

	4
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	5
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by executing the CLI command open to the system administrator.
	System administrator

	6
	Execute the I/O confirmation for the system
	System administrator


*1:
All data within the node will be initialized.
*2:
In the configuration connected to the disk array subsystem (except for CR220SM) and the OS version of the installation media is 4.0.0-XX or later, execute the installation without user data initialization.
*3:
Although the data in the OS area/user area can be restored at one time in HDI for Cloud, in the Basic Configuration, restoration of the data in the OS area/user area is need to be executed individually and also deleting and re-creating the file system are required before restoring the data in the user area.
Table 3.2.7-2  Procedures for restoring data in the node 
in the configuration using trunk 2 Data ports
	#
	Selection
	Contents
	Worker

	1
	Common
	Ask the system administrator for a free port of the IP-SW which the customer configures.
	Maintenance personnel

	2
	Common
	(
If a free port of IP-SW is available, connect the LAN cable and change the settings.
Execute the procedure “A” shown in the Selection line.
(If a free port of IP-SW is not available, ask the system administrator to change the IP-SW settings (disable settings of VLAN/Link aggregation).
Execute the procedure ”B” shown in the Selection line (*1)
	Maintenance personnel

	3
	A
	Connect the free port confirmed with the system administrator and management port of the node by a LAN cable.
	Maintenance personnel

	
	B
	Disable settings of VLAN/Link aggregation of the port which the node and IP-SW are connecting.
(Ask the system administrator to leave a note of the settings before changing the settings)
	System administrator

	
	
	Remove a LAN cable from a node data port connecting to the IP-SW port which setting was changed by the system administrator and reconnect to the management port.
	Maintenance personnel

	4
	Common
	Execute the initial OS installation (with RAID reconfiguration) (*2) 
	Maintenance personnel

	5
	Common
	Execute setup after the installation is complete. (Set the IP address and the routing used for trunk 2 data ports in the front-end LAN to the Management port IP address. Ask the system administrator about the IP address and the routing for trunk 2 data ports in the front-end LAN.)
	Maintenance personnel

	6
	Common
	Execute the restoration of the system LU ( including user data) (*3) (*4)
	System administrator

	7
	A
	Remove the LAN cable between IP-SW of front-end LAN and the management port that was connected at sequence #3-A of the node.
	Maintenance personnel

	
	B
	Put the LAN cable which was reconnected at the above step #3-B back to the original data port.
	Maintenance personnel

	
	
	Restore the IP-SW settings changed at sequence #3-B of the node (VLAN/Link aggregation).
	System administrator

	8
	Common
	Confirm that no error message related to the file system or the file sharing is output
	System administrator

	9
	Common
	In the HDI for Cloud configuration, confirm if the file configuration is consistent between the HDI and the HCP after performing the restoration by using the CLI command open to the system administrator.
	System administrator

	10
	Common
	Execute the I/O confirmation for the system
	System administrator


*1:
 Since the configuration using trunk 2 Data ports keep a free port, this procedure is not executed normally.
*2:
All data within the node will be initialized.
*3:
Although the data in the OS area/user area can be restored at one time in HDI for Cloud, restoration of the data in the OS area/user area is need to be executed individually and also deleting and re-creating the file system are required before restoring the data in the user area.
*4:
 KAQG81003-W will be output after rebooting at the time of the OS data recovery. However no particular action is required. Continue the recovery procedure.

Table 3.2.7-3  Procedures for restoring data in the node 
in the configuration using management port when connected to the disk array subsystem
	#
	Contents
	Worker

	1
	Execute the initial OS installation (without RAID reconfiguration) (*1)
	Maintenance personnel

	2
	Execute setup after installation is complete
	Maintenance personnel

	3
	Execute the restoration of the OS area (recovery of user data is not required)
	System administrator

	4
	Execute the I/O confirmation for the system
	System administrator


*1:
Because there is no failure in the user data on the disk array subsystem.
Table 3.2.7-4  Procedures for restoring data in the node 
in the configuration using trunk 2 Data ports when connected to the disk array subsystem
	#
	Selection
	Contents
	Worker

	1
	Common
	Ask the system administrator for a free port of the IP-SW which the customer configures.
	Maintenance personnel

	2
	Common
	(
If a free port of IP-SW is available, connect the LAN cable and change the settings.
Execute the procedure “A” shown in the Selection line.

(
If a free port of IP-SW is not available, ask the system administrator to change the IP-SW settings (disable settings of VLAN/Link aggregation).
Execute the procedure”B” shown in the Selection line (*1).
	Maintenance personnel

	3
	A
	Connect the free port confirmed with the system administrator and management port of the node by a LAN cable.
	Maintenance personnel

	
	B
	Disable settings of VLAN/Link aggregation of the port which the node and IP-SW are connecting.

(Ask the system administrator to leave a note of the settings before changing the settings)
	System administrator

	
	
	If the OS version is 4.0.1-XX or earlier, remove a LAN cable from a node data port connecting to the IP-SW port which setting was changed by the system administrator and reconnect to the management port.
	Maintenance personnel

	4
	Common
	Execute the initial OS installation (without RAID reconfiguration) (*2)
	Maintenance personnel

	5
	Common
	Execute setup after the installation is complete. (Set the IP address and the routing used for trunk 2 data ports in the front-end LAN to the Management port IP address. Ask the system administrator about the IP address and the routing for trunk 2 data ports in the front-end LAN.)
	Maintenance personnel

	6
	Common
	Execute the restoration of the OS area (recovery of user data is not required) (*3)
	System administrator

	7
	A
	Remove the LAN cable between IP-SW of front-end LAN and the management port that was connected at sequence #3-A of the node.
	Maintenance personnel

	
	B
	Put the LAN cable which was reconnected at the above step #3-B back to the original data port.
	Maintenance personnel

	
	
	Restore the IP-SW settings changed at sequence #3-B of the node (VLAN/Link aggregation).
	System administrator

	8
	Common
	Execute the I/O confirmation for the system
	System administrator


*1:
Since the configuration using trunk 2 Data ports keep a vacant port, this procedure is not executed normally.
*2:
Because there is no failure in the user data on the disk array subsystem.
*3:
KAQG81003-W will be output after rebooting at the time of the OS data recovery. However no particular action is required. Continue the recovery procedure.
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