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2.8
Recovering the Disk/Cluster Management LU (syslurestore)
This command executes batch recovery (when all of the system fails, restore the OS disk of the both nodes and the cluster management LU at the same time by using the system setting information file) or individual recovery (when one of OS disk or cluster management LU fails, restore the failure OS Disk or the failure cluster management LU by using the system setting information file stored in the HDI) of the OS Disk and the cluster management LU.
In the single node configuration, the individual recovery of the OS Disk/cluster management LU is not supported.
2.8.1
Command line
This command uses the following command lines. Select the command line to use depending on the maintenance requirement.
(
To recover the OS Disk/cluster management LU in a batch in the single node configuration or the cluster configuration:
syslurestore -f system-setting-information-file-name
(
To recover the entire data recovery in a batch in the single node configuration or the cluster configuration (This is for the system administrator):
syslurestore --trans [--system-only] [--system-name System-Name]
(
To recover the OS Disk:
syslurestore -s osdisk IP-address-of-the-other-side-system's-management-port
(
To recover the cluster management LU:
syslurestore -s cmlu
(
To display the command format on the standard output:
syslurestore -h
Table 2.8.1-1 shows the description of each option.
Table 2.8.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-f setting-information-file-name
	Specify a setting information file name to be used for recovery. (User LU information is not recovered.)
	Specify the name of the system setting information file.

Request the system administrator to upload the system setting information file to Hitachi File Services Manager (hereinafter referred to as HFSM).

	2

(*1)
	-s osdisk IP-address-of-the-other-side-system's-management-port
	Specify the IP address of the management port of the other side system's node.
	This is not supported in the single node configuration.

	3

(*1)
	-s cmlu
	Specify this to recover the cluster management LU.
	This is not supported in the single node configuration.

	4

(*2)

(*3)
	--trans
	Specify this to recover the all data including user data by transferring the system setup information from HCP.
	This is an option for the system administrator.
The maintenance personnel should not specify it.
If the maintenance personnel specifies it by mistake, press [Ctrl]+[D].

	5

(*2)

(*3)
	--system-only
	Specify this to recover the all data as described in the item 4 but not including user data.
	This is an option for the system administrator.

The maintenance personnel should not specify it.

	6

(*2)

(*4)
	--system-name System-name
	Regarding No.4, when system setup information for two or more systems is stored on one tenant, specify a system name to be recovered (in the case of Physical Node: cluster name, otherwise: host name.)
	This is an option for the system administrator.

The maintenance personnel should not specify it.

	7
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


*1:
When executing the options No. 2 and No. 3, full save of the system LU must have been executed in advance so that the system setting information is stored within the system.
*2:
Because this option is for the system administrator, the maintenance personnel must not operate it by specifying this option. This is an option to be used by the system administrator when the RAID controller failure or the OS data failure occurs in the single node configuration and it is requested to the system administrator to recover the data, after the initial installation is executed by the maintenance personnel. Execution by specifying this option must get the information of HCP to be connected (Host IP address, Tenant name, and account information) in advance. In the cluster configuration, the data port information (IP address, net mask, routing) in the cluster configuration is required in advance. 
The procedures before the recovery by specifying this option, refer to “Theory ‘3.2.7 Restoration of Data in the node in the single node configuration’ (THEO 03-0210)”.
For the reference place in User’s Guide describing the order of this procedure execution by specifying this option, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 6 ‘syslurestore’’ (GENE 00-0060)”.
*3:
Available if the OS version is 2.2.1-XX and later. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
*4:
Available if the OS version is 4.0.0-XX and later. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.8.2
Execution procedure
This subsection describes the procedure for executing the syslurestore command.
For the batch recovery of the OS Disk/cluster management LU, refer to 2.8.2 (1) Batch Recovery of the OS Disk/cluster management LU.
For recovery of the OS Disk, refer to Maintenance Tool “2.8.2 (2) Recovery of the OS Disk” (MNTT 02-0500).
For recovery of the cluster management LU, refer to Maintenance Tool “2.8.2 (3) Recovery of the cluster management LU” (MNTT 02-0520).
In the case of single node configuration, refer to Maintenance Tool “2.8.2 (4) To recover data in the single node configuration” (MNTT 02-0531).
(1)
Batch Recovery of the OS Disk/cluster management LU
If a failure occurs in the OS Disk/cluster management LU, the OS may not operate properly which may cause the system not to recognize correctly the configuration (file system, NFS/CIFS shared).
The maintenance personnel must newly install the system for the both nodes. And the system administrator executes the batch recovery of the OS Disk/cluster management LU. Using the system setting information file, which is uploaded to the /home/nasroot by the system administrator by HFSM or using scp command.
NOTE:(
The recovery of user data cannot be executed with this command. To execute the recovery of user data at the same time, request the system administrator to do it.

(
Request the system administrator to prepare the system setting information file that have been stored in advance to be used for batch recovery of the OS Disk/cluster management LU ahead of time.
(
After the recovery, the system configuration returns to the status at the time of the system setting information file was acquired. Configuration changes after acquisition of the system setting information file cannot be restored.
(
Do not use the system setting information file for recovery of other cluster devices.

The procedure for execution is as described below:
(a)
Newly install the system to both nodes. For details about how to install the system newly, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
If this procedure is already completed, go to the step (b).
(b)
Perform the setting after completing the installation. For details about setting, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
(c)
Request the system administrator to upload the system setting information file by using HFSM. Check the names of the system setting information file and the node to which the file is uploaded.
For the reference place in User’s Guide describing the details about uploading by using HFSM, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Uploading a system configuration file’’ (GENE 00-0050)”.

However, if the maintenance personnel saves the system setting information file in the maintenance PC, the maintenance personnel must upload the system setting information file. After completing the upload, request the system administrator to copy the system setting information file under “/home/nasroot”. In the case that the OS version is from 5.4.1-XX to 5.7.0-XX, otherwise the OS version is 6.1.1-XX or later, and that the security enhancement is enabled, the system administrator is not able to copy the system setting information file. The maintenance personnel should request the customer to acquire the permission for uploading the system setting information file to the “/home/nasroot” using the scp command with “nasroot” account. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
(d)
Log in to the node to which the system setting information file was uploaded in the step (c) via ssh from the maintenance PC.
For details about how to log in to a node, procedure, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
Log in to the node to which the system setting information file was uploaded.
(e)
Execute “ls /home/nasroot”, and then confirm that the uploaded system setting information file is existed in the displayed filename.
(f)
Copy the subject of system setting information file name by dragging and right-clicking the file.
(g)
Paste the system setting information file name which is copied at the step (f) to the command in accordance with Figure 2.8.2-1 “Example of the syslurestore Command Execution (Batch Recovery of the OS Disk/Cluster Management LU)”, and then execute the syslurestore command.
When any other message ID than KAQM13133-Q is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the action.
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Figure 2.8.2-1  Execution Example of the syslurestore Command 
(Batch Recovery of the OS Disk/Cluster Management LU)
NOTE:
Be careful of uppercase and lowercase letters of a file name.
(h)
When step (g) is executed, a confirmation message is displayed in Figure 2.8.2-3 “Confirmation Message (KAQM13133-Q) for the syslurestore Command Execution”. Enter “y” to start execution. Batch recovery of the OS Disk/cluster management LU is executed.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the action.
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Figure 2.8.2-2  Confirmation Message (KAQM13133-Q) 
for the syslurestore Command Execution
NOTE:
It takes 1 to 3 minutes to complete the command processing.
(i)
After completion of recovery, the KAQM13131-I message is displayed and the OS reboots automatically at both nodes.
However, when the OS version is 3.2.1-XX or later, the progress message is displayed and the KAQM13131-I message is displayed after completing the recovery. Figure 2.8.2-2-1 is an execution example when the OS version is 4.0.0-XX or later. If the OS version is 3.2.3-XX or earlier, the output message will differ slightly.
If a message ID is displayed while the command execution is in progress, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the action.
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Figure  2.8.2-2-1 Progress Message 
of the syslurestore Command Execution
(j)
Check if both nodes are rebooted. If both are rebooted, the logon prompt is displayed on the console window. For details about the logon prompt window, refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
(k)
Request the system administrator to perform the following operations.
(
Redefine the cluster.
For the reference place in User’s Guide describing the details about cluster definition, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Defining a cluster configuration’’ (GENE 00-0040)”.

(
Start the cluster and start the resource group of the both nodes.
For the reference place in User’s Guide describing the details about cluster startup, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a cluster’’ (GENE 00-0040)”.
For the reference place in User’s Guide describing the details about resource group startup, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a resource group’’ (GENE 00-0040)”.
(l)
After completion of the step (k), check that “Cluster Status” is “ACTIVE,” that “Node Status” of both nodes is “UP,” and that the resource group “Online/No error”.
For the checking method of the cluster status and the resource group status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(m)
Check the SIM message at both nodes. Check that no error level message is output. For the checking method of SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
When a message is output, take proper action according to the message. For details about actions to be taken, refer to “C.3 Messages”.
(2)
Recovery of the OS Disk
If a failure occurs in the OS Disk, the OS may not operate properly which may cause the system not to recognize correctly the configuration information (file system, NFS/CIFS shared).
The maintenance personnel must newly install the system for the nodes to be restored, and perform recovery of the OS Disk. For recovery, they use the system setting information on the system which was saved automatically or manually by Hitachi File Services Manager.
NOTE:(
Request the system administrator beforehand to check the saved date of the system setting information.
(
Check with the system administrator if there is no change between the system information in the system setting information stored at the displayed date and the current system information to be restored from now on.
(
After recovery, the configuration returns to the status when the system setting information was saved. Configuration changes after the saving of the system setting information cannot be restored.
(a)
Execute the newly installation to the node to be restored. For details about how to install the system newly, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
If this procedure is already completed, go to the step (b).
(b)
Perform the setting after completing the installation. For details about setting, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
(c)
The management port IP address of the other side node is necessary when executing a command. Therefore, acquire the management port IP address of the other side node with one of the following methods.
(
Request the system administrator the management port IP address of the other side node.
(
Execute the mngiflist command at the other side node as shown in figure 2.8.2-3, and acquire the management port IP address of this side node which is enclosed with a frame. (To restore the OS Disk on the side of node0, the IP address on the side of node1 must be acquired.)
For details about the mngiflist command, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800).
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Figure 2.8.2-3  Execution Example of the mngiflist Command from the Side of Node1
(d)
Log in to the execution node via ssh from the maintenance PC. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(e)
Set the other side node's management port IP address acquired in the step (c) to the command and execute the syslurestore command in accordance with Figure 2.8.2-4 “Example of the syslurestore Command Execution (Recovery of the OS Disk)”.
When any other message ID than KAQM13122-Q is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (a) after completing the action.
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Figure 2.8.2-4  Execution Example of the syslurestore Command
(Recovery of the OS Disk)
(f)
When the step (e) is executed, a confirmation message is displayed as in Figure 2.8.2-5 “Confirmation Message (KAQM13122-Q) for the syslurestore Command Execution”. Enter “y” to start execution. Recovery of the OS Disk starts.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (a) after completing the action.
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Figure 2.8.2-5  Confirmation Message (KAQM13122-Q) 
for the syslurestore Command Execution
NOTE:
It takes 2 to 5 minutes to complete the command processing.
(g)
After the completion of recovery, the KAQM13134-I message is displayed and the OS reboots automatically at the execution node.
(h)
Check that the execution node is rebooted.
To confirm that the node has been rebooted, execute the peerstatus command from the other side node and check that [BOOT COMPLETE] is shown.
For the checking method, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
NOTE:
Wait for about 10 minutes until the completion of reboot.
(i)
Request the system administrator to perform the following operations for the execution node.
(
Change “Node Status” of the node to “UP” and failback the resource group.
For the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
(j)
After completion of failback, check the cluster status. Check that “Cluster Status” is “ACTIVE,” that “Node Status” of both nodes is “UP,” and that the resource group is “Online/No error”.
For the checking method of the cluster status and the resource group status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(k)
Check the SIM message at the both nodes, and check that no error level message is output. For the checking method of SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
When a message is output, refer to “C.3 Messages” and take proper action.
(3)
Recovery of the cluster management LU
If a failure occurs in the cluster management LU, the OS may not operate properly which may cause the system not to recognize correctly the system configuration (file system, NFS/CIFS shared). 
The maintenance personnel executes recovery of the cluster management LU using the system settings information on the system which was saved automatically or manually by Hitachi File Services Manager.
NOTE:(
Request the system administrator beforehand to check the saved date of the system setting information.
(
Check with the system administrator if there is no change between the system information in the system setting information stored at the displayed date and the current system information to be restored from now on..
(
After recovery, the configuration returns to the status when the system setting information was saved. Configuration changes after the saving of the system setting information cannot be restored.
(a)
Reboot the OS of the node1.

(a-1)
Log in to the node1 from the maintenance PC via ssh.
For details about how to log in to a node, procedure, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(a-2)
Execute nasreboot command with “--force” option.
For details of nasreboot command, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(a-3)
Log in to the node0 from the maintenance PC via ssh.
For details about how to log in to a node, procedure, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(a-4)
Make sure that the OS reboot of the node1 is completed from node0.
Execute the peerstatus command from the node0, and check that [BOOT COMPLETE] is shown. 
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
(b)
Reboot the OS of the node0.

(b-1)
Execute nasreboot command with “--force” option. 
For details of nasreboot command, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(b-2)
Log in to the node1 from the maintenance PC via ssh.
For details about how to log in to a node, procedure, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b-3)
Make sure that the OS reboot of the node0 is completed from node1.
Execute the peerstatus command from the node1, and check that [BOOT COMPLETE] is shown.
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
(c)
Log in to the node0 via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
Perform recovery of the cluster management LU on the node0 side.
(d)
Execute the syslurestore command in accordance with Figure 2.8.2-6 “Example of the syslurestore Command Execution (Recovery of the Cluster Management LU)”.
When any other message ID than KAQM13123-Q is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Perform a proper action and repeat the procedure from the step (a).

[image: image7]
Figure 2.8.2-6  Execution Example of the syslurestore Command 
(Recovery of the Cluster Management LU)
(e)
When the step (d) is executed, a confirmation message is displayed as shown in Figure 2.8.2-7 “Confirmation Message (KAQM13123-Q) for the syslurestore Command Execution”. Enter “y” to start execution. Recovery of the cluster management LU starts.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Perform a proper action and repeat the procedure from the step (a).
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Figure 2.8.2-7  Confirmation Message (KAQM13123-Q) 
for the syslurestore Command Execution
NOTE:
It takes 2 to 5 minutes to complete the command processing.
(f)
After completion of recovery, the KAQM13132-I message is displayed and the OS reboots automatically at both nodes.
(g)
Check if both nodes are rebooted. If both are rebooted, the logon prompt is displayed on the console window. For details about the logon prompt window, refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
(h)
Request the system administrator to perform the following operations.
NOTE:
When a failure includes the cluster management LU and the User LU of HDI in the same RAID group, and if this procedure is executed only to recover the cluster management LU, request the system administrator only to define the cluster and do not execute the afterward procedures. 
When a failure only includes the cluster management LU of HDI, execute the procedures according to the following.
(
Redefine the cluster.
For the reference place in User’s Guide describing the details about cluster definition, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Defining a cluster configuration’’ (GENE 00-0040)”.
(
Start the cluster and start the resource group of the both nodes.
For the reference place in User’s Guide describing the details about cluster startup, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a cluster’’ (GENE 00-0040)”.
For the reference place in User’s Guide describing the details about resource group startup, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a resource group’’ (GENE 00-0040)”.
(i)
After completion of resource group is started, check the cluster status. Check that “Cluster Status” is “ACTIVE,” that “Node Status” of both nodes is “UP,” and that the resource group is “Online/No error”.
For the checking method of the cluster status and the resource group status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(j)
Check the SIM message at the both nodes, and check that no error level message is displayed. For the checking method of SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
When a message is displayed, take proper action according to the message. For details about actions to be taken, refer to “C.3 Messages”.
(4)
To recover data in the single node configuration
When a failure occurred in the single node configuration, OS does not work correctly and system configuration information (file system, NFS/CIFS share) might not be recognized correctly by the system.
After initial installation is done by the maintenance personnel, the maintenance personnel executes the batch recovery of the OS Disk/Cluster Management LU in accordance with request by the system administrator. Using the system setting information file, which is uploaded to the “/home/nasroot” by the system administrator using the management GUI or scp command.
NOTE:(
The recovery of user data cannot be executed with this command. To execute the recovery of user data at the same time, request the system administrator to do it.
(
Request the system administrator to prepare the system setting information file that have been stored in advance to be used for batch recovery of the OS Disk/cluster management LU ahead of time.
(
After the recovery, the system configuration returns to the status at the time of the system setting information file was acquired. Configuration changes after acquisition of the system setting information file cannot be restored.
(
Do not use the system setting information file for recovery of other cluster devices.
The procedure for execution is as described below:
(a)
Execute the initial installation. 
For details about how to install the system newly, refer to “Set Up ‘Chapter 3 New Installation’ (SETUP 03-0000)”.
If this procedure is already completed, proceed to the step (b).
(b)
Perform the setting after completing the installation. For details about setting, refer to “Set Up ‘5.1 Setting/Confirmation after New Installation’ (SETUP 05-0000)”.
(b-1)
Request the system administrator to execute the batch recovery of the OS Disk / Cluster Management LU, and after that proceed to step(k). 
In the case the system administrator cannot execute the batch recovery of the OS Disk / Cluster Management LU, the maintenance personnel have to execute them. In this case, proceed to step(c).

(c)
Request the system administrator to upload the system setting information file by using GUI for management. Check the names of the system setting information file and the node to which the file is uploaded.
For the reference place in User’s Guide describing the details about uploading by using GUI for management, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 5 ‘Uploading a system configuration file’’ (GENE 00-0060)”.

If the maintenance personnel store the system setting information file on the maintenance PC, the maintenance personnel should upload the system setting information file. After completing the uploading, request the system administrator to copy the file under “/home/nasroot.” For the details about the file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
After completion of the copy, delete the uploaded file.
For the details about file deletion, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)’ (MNTT 02-1660).
(d)
Log in to the node to which the system setting information file was uploaded in the step (c) from the maintenance PC via ssh.
For details about how to log in to a node, procedure, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(e)
Execute “ls /home/nasroot”, and then confirm that the uploaded system setting information file exists in the displayed filename.
(f)
Copy the subject of system setting information file name by dragging and right-clicking the file.
(g)
Paste the system setting information file name which is copied to the command at the step (f) in accordance with Figure 2.8.2-8 “Execution Example of syslurestore Command (When recover the data in the single node configuration)”, and then execute the syslurestore command.
When any other message ID than KAQM13133-Q is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the operation.
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Figure 2.8.2-8  Execution Example of the syslurestore Command
(When recover the data in the single node configuration)

NOTE:
Be careful to input uppercase and lowercase letters of a file name directly.
(h)
When step (g) is executed, a confirmation message is displayed in Figure 2.8.2-9 “Confirmation Message (KAQM13133-Q) for the syslurestore Command Execution”. Enter “y” to start execution. Batch recovery of the OS Disk/cluster management LU is executed.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the operation.
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Figure 2.8.2-9  Confirmation Message (KAQM13133-Q) 
for the syslurestore Command Execution 
NOTE:
It takes 1 to 3 minutes to complete the command processing.
(i)
After completion of recovery, the KAQM13131-I message is displayed and the OS reboots automatically.
However, when the OS version is 3.2.1-XX or later, the progress message is displayed as shown in Figure 2.8.2-10 and the KAQM13171-I message is displayed after completing the recovery.

If a message ID is displayed while the command execution is in progress, refer to Maintenance Tool “2.8.3 Command termination messages and action to be taken” (MNTT 02-0540).
Repeat the procedure from the step (c) after completing the action.
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Figure  2.8.2-10 Progress Message 
of the syslurestore Command Execution
(j)
Make sure that the OS reboot is completed. To confirm this can be done when the login prompt is displayed on the console window. Refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
(k)
Log in to the execution node via ssh, and check the resource group status. For the confirmation method, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).
(l)
Request the system administrator to recovery the user data.
2.8.3
Command termination messages and action to be taken
A message may be displayed when the syslurestore command is executed. Actions to be taken against messages are described in Table 2.8.3-1 Message IDs and Actions to be Taken.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.8.3-1  Message IDs and Actions to be Taken (1/6)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM13019-E
	An attempt to read the management information has failed.
	Failed to read the management information.
	Check the settings of the OS Disk and the cluster management LU. Also check if a failure has occurred. Then execute the command again.
If the SIM of “KAQG72026-E” is output in the other side node, execute forcelurelease command from the other side node, and then execute the command again.
For details about forcelurelease command, refer to Maintenance Tool “2.45 Forced Release of LU Access Protection for the Cluster Management LU and All

Users LU (forcelurelease)” (MNTT 02-2560), and then execute the procedure (4) and (5).

	2
	KAQM13037-E
	An attempt to update the management information has failed.
	Failed to update the management information.
	

	3
	KAQM13065-E
	A timeout occurred during access of management information.
	Timeout occurred while accessing the management information.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM13067-E
	The uploaded file cannot be used.
	The specified file may be invalid or broken.
	Request the system administrator to upload the system setting information file to be restored.

	5
	KAQM13074-E
	The operation could not be executed because the node cannot communicate.
	There is a node that cannot make communication via the Management port connection.
	Check the followings.

- Check with the system administrator if the interface settings or the routing settings of the management port affect the communication between nodes.
- Check if the node is stopped.

- Check if a network error has occurred (except the management port).
Refer to “B.3.1 Displaying the Hardware Status (hwstatus)”.
After checking the above items, execute the command again. If the error occurs again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.8.3-1  Message IDs and Actions to be Taken (2/6)
	No.
	Message ID
	Message
	Description
	Action

	6
	KAQM13082-E
	The specified file does not exist. (file=<file-name>)
	The specified file could not be found.
	Check the specified system setting information file name and execute the command again.

	7
	KAQM13121-E
	Processing was canceled because the cluster management LU could not be accessed. (model name = <model name>, serial number = <serial number>, LDEV number = <LDEV number>)
	The process was canceled because it could not be accessed to the cluster management LU.
	Execute the “C.2.2 Determination Procedure when a Failure Occurred”.
If the SIM of “KAQG72026-E” is output in the other side node, execute forcelurelease command from the other side node, and then execute the command again.
For details about forcelurelease command, refer to Maintenance Tool “2.45 Forced Release of LU Access Protection for the Cluster Management LU and All

Users LU (forcelurelease)” (MNTT 02-2560), and then execute the procedure (4) and (5).

	8
	KAQM13122-Q
	Processing might take a while. Do you want to restore the OS Disks by using the saved settings (saved date and time = <saved date and time>)? (y/n)
	Processing takes time. Do you want to recover the OS Disk?
	Enter “y” to start the recovery process or “n” to cancel the process.

	9
	KAQM13123-Q
	Processing might take a while. Do you want to restore the cluster management LU by using the saved settings (saved date and time = <saved date and time>)? (y/n)
	Processing takes time. Do you want to recover the cluster management LU?
	

	10
	KAQM13124-E
	The specified management LAN IP address is invalid. (IP address = <IP address>)
	The unique IP address of the specified management port is invalid.
	Check the unique IP address of the specified management port and execute the command again. For details about how to check the IP address of the management port, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800).

	11
	KAQM13130-E
	Processing was canceled because a new installation has not been performed for an OS.
	Recovery process stops because the system is not newly installed.
	Newly install the system according to the recovery procedure before executing the recovery process.

	12
	KAQM13131-I
	The settings for the cluster management LU and both OS Disks in the cluster have been restored, and the OSs in the cluster have been restarted. After restarting the OSs, define a cluster.
	Recovery of the settings information was completed.
	After completion of OS reboot, request the system administrator to configure the cluster.

	13
	KAQM13132-I
	The cluster management LU has been restored, and the OSs in the cluster have been restarted. After restarting the OSs, define a cluster.
	Recovery of the cluster management LU was completed.
	


Table 2.8.3-1  Message IDs and Actions to be Taken (3/6)

	No.
	Message ID
	Message
	Description
	Action

	14
	KAQM13133-Q
	Processing might take a while. Do you want to restore the settings for the cluster management LU and both of the OS Disks in the cluster by using the saved file (saved date and time =<saved date and time>)? (y/n)
	Processing takes time. Do you want to recover the settings using the specified file?
	Enter “y” to start the recovery process or “n” to cancel the process.

	15
	KAQM13134-I
	An OS Disk has been restored, and an OS in the cluster has been restarted.
	Recovery of the OS Disk was completed.
	After completion of OS reboot, request the system administrator to start the cluster and the resource group of the node.

	16
	KAQM13135-E
	Processing was canceled because the settings are not present in the system.
	The setting information is not saved.
	Request the system administrator to upload the system setting information file. Then execute batch recovery of the OS Disk and the cluster management LU.

	17
	KAQM13136-E
	An attempt to recover the OS Disk has failed.
	Failed to recover the internal drive.
	Check the settings of the OS Disk and the cluster management LU. Also check if a failure has occurred. Then execute the command again.

	18
	KAQM13137-E
	An attempt to restore the cluster management LU has failed. (failed process = <failed process>)
	Failed to recover the cluster management LU.
	

	19
	KAQM13138-E
	The OS Disk could not be recovered because an attempt at synchronization between clusters has failed.
	Failed to synchronize operations among clusters. The internal drive could not be recovered.
	Check if the IP address of the management port is the same as when the setting information was saved, if the node is stopped, or if a network error has occurred. After the confirmation, execute the command again. If the error occurs again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	20
	KAQM13139-E
	A timeout occurred during the restoration of an OS Disk.
	Timeout occurred while recovering the internal drive.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	21
	KAQM13140-E
	A timeout occurred during the restoration of a cluster management LU.
	Timeout occurred while recovering the cluster management LU.
	

	22
	KAQM13142-E
	The operation could not be performed because the restoration of a OS Disk timed out. (node = <node>)
	Timeout occurred while recovering the internal drive. The full recovery could not be executed.
	

	23
	KAQM13143-E
	The operation could not be performed because the restoration of the cluster management LU timed out.
	Timeout occurred while recovering the cluster management LU. The full recovery could not be executed.
	


Table 2.8.3-1  Message IDs and Actions to be Taken (4/6)

	No.
	Message ID
	Message
	Description
	Action

	24
	KAQM13141-W
	The cluster management LU was successfully restored, but some of the settings could not be restored. As a result, the settings might have to be re-configured. (affected settings = <affected settings>)
	The cluster management LU was recovered normally. But some of the settings may not have been recovered.
	Request the system administrator to redefine the cluster configuration, and reset the setting information (Virtual IP address setting, or NFS share setting) described in the message.
For the reference place in User’s Guide describing the details about the procedure of cluster definition, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Defining a cluster configuration’’ (GENE 00-0040)”.

	25
	KAQM13144-E
	An attempt to restore system settings failed. (failed process = <failed process>)
	Failed in batch recovery of the OS Disk/cluster management LU.
	Check the settings of the OS Disk and the cluster management LU. Also check if a failure has occurred. Then execute the command again.

	26
	KAQM13156-E
	Processing was canceled because the specified settings file is created by the system of the version that was not supported. (version of settings file = <version of settings file>)
	A setting information file of a different version was specified.
	Refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060) and check the version shown in the message. If the version is correct, request the system administrator to upload the system setting information file of the correct version, and then execute the command again.

	27
	KAQM13157-E
	Processing was canceled because the specified settings file was acquired from a different management LAN network. (the management IP address of settings file = <management IP address>)
	The setting information file different from the unique IP address of the management port LAN is specified. (This message is output at the time of batch recovery of OS Disk/ cluster management LU)
	Check if the unique IP address of the management port LAN, which is set after the newly installation is the same as the IP address shown in the message. If the IP address is different, change the IP address by referring to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840). If there is no problem on the above setting, request the system administrator to upload the correct system setting information file.


Table 2.8.3-1  Message IDs and Actions to be Taken (5/6)
	No.
	Message ID
	Message
	Description
	Action

	28
	KAQM13158-E
	Processing was canceled because the setting of the fixed IP address of the management LAN was different. (the management IP address at the time of the save = <management IP address>)
	The unique IP address of the management port LAN is different than the setting at the time of saving. (This message is output at the time of restoring OS Disk).
	Check if the unique IP address of the management port LAN in the other node is correct or not. For details, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800). When there is no problem on the above setting, change the unique IP address of the management port LAN to the one before the occurrence of this problem. For details, refer to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840).

	29
	KAQM13171-I
	The settings for the cluster management LU and the OS Disk have been restored, and the OS has been restarted.
	Recovery processing of the setup information is completed.
	(

	30
	KAQM13173-E
	Processing was canceled because the data of the specified settings file was acquired by a system with a different configuration.
	The setting information that is acquired by the different configuration system is specified.
	Request the system administrator to upload the system setting information file that is the subject to be restored.

	31
	KAQM13185-Q
	Processing might take about <processing_time> seconds. Do you want to restore the settings for the system by using the saved file (saved date and time = <saved date and time>)? (y/n)
	It takes much time to process this operation. Do you want to restore the setting information by using specified file?
	The execute restoration, press “y”. To cancel the operation, press “n”.
Detailed processing time is not displayed when the OS version is 4.0.0-XX or earlier.

	32
	KAQM13186-W
	Processing to restore the system settings ended, but some of the settings could not be restored. Those settings might have to be re-set. Check the system messages, and then follow the instructions in the messages.
	Although the restoration process of the setting information is completed normally, a part of setting information cannot be restored. Therefore, it might be needed to set the information again.
	Cooperate with the system administrator, and execute the rest of failure recovery procedures, and set the information again by checking the failure information if needed.
The different message is displayed when the OS version is 3.1.0-XX or earlier.

	33
	KAQM13187-E
	No settings file that can be used for recovery exists.
	There is no setting information file that can be used for the restoration.
	Request the system administrator to upload the system setting information file that is the subject to be restored.


Table 2.8.3-1  Message IDs and Actions to be Taken (6/6)

	No.
	Message ID
	Message
	Description
	Action

	34
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	35
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	36
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	37
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	38
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	39
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	40
	KAQM14150-E
	An error occurred in the system.
	Failed in determining the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.9
Switching the FC Path to Online (fponline)
This command switches the communication status of the FC path from “Offline” to “Online”.
NOTE:
This command is not supported in the single node configuration not connected to the disk array subsystem.
2.9.1
Command line
This command uses the following command lines. Select the command line to use depending on the maintenance requirement.
NOTE:
Unless otherwise instructed, use this command to switch the specified path to “Online”.
(
To switch the specified path to “Online”:
fponline path-name
(
To switch all the FC paths passing through the specified host port to “Online”:
fponline --hostport host-port-name
(
To switch all the FC paths passing through the array port of the specified model to “Online”:
fponline --arrayport array-port-name --model model --serial serial-number-of-model
(
To display the command format on the standard output:
fponline -h
Table 2.9.1-1 shows the description of each option.
Table 2.9.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	path-name
	Specify the target FC path. 
	Specify it in the following format: pathXXX-YYYY-ZZ

XXX : 3-digit number from 000 to 999
YYYY : 4-digit hexadecimal number from 0000 to FFFF (*1)
ZZ : Array port name (*1)

	2
	--hostport host-port-name
	Specify the identified host port name on the node side.
	Specify it in the following format: fcXXXX

XXXX : 4-digit hexadecimal number from 0000 to FFFF (*1)

	3
	--arrayport array-port-name
	Specify the array-port number on the side of disk array subsystem.
	Specify 2-digit alphanumeric characters. (*1)

	4
	--model model
	Specify the model of the disk array subsystem where the target array port exists. 
	Specify the following model:
( AMS : DF800S, DF800M, DF800H, DF800ES, DF800EM, or DF800EH
( AMS or specified model name: DF800EXS

( HUS : DF850XS, DF850S, or DF850MH

( USP_V : RAID600 FC
( USP_VM : RAID600 RK
( VSP : RAID700
( VSP_G1000 : RAID800
( HUS_VM : HM700
( VSP_Gx00 : HM800 (any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850 (any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)

	5
	--serial serial-number-of-model
	Specify the serial number of the disk array subsystem where the target array port exists. 
	8-digit number.

	6
	-h
	Output the command format to the standard output. 
	KAQM14136-I is displayed at the execution time.


*1:
Specify letters in uppercase.
2.9.2
Execution procedure
This subsection describes the procedure for executing the fponline command.
To switch the specified path to “Online,” refer to 2.9.2 (1) Switching the specified path to “Online”.
To switch all the FC paths passing through the specified host port to “Online”, refer to Maintenance Tool “2.9.2 (2) Switching all the FC paths passing through the specified host port to “Online” (MNTT 02-0620).
To switch all the FC paths passing through the array port of the specified model to “Online”, refer to Maintenance Tool “2.9.2 (3) Switching all the FC paths passing through the array port of the specified model to “Online” (MNTT 02-0640).
(1)
Switching the specified path to “Online”
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Check that the status of the target path is “Offline” as shown in Figure 2.9.2-1.

For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).

[image: image12]
Figure 2.9.2-1  Execution Example of the fpstatus Command
(c)
The enclosed string in Figure 2.9.2-1 above is the name of the path to be switched. Write it down for the next step.
For details about the path name, refer to the option No. 1 in Maintenance Tool “Table 2.9.1-1 Command Options” (MNTT 02-0591).
(d)
Specify the path name written down in the step (c) to the command and execute the fponline command in accordance with Figure 2.9.2-2 “Example of the fponline Command Execution (Switching the Specified Path)”.
When a message ID is displayed, refer to Maintenance Tool “2.9.3 Command termination messages and action to be taken” (MNTT 02-0660).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.9.2-2  Execution Example of the fponline Command 
(Switching the Specified Path)
NOTE:
Be careful of uppercase and lowercase letters of a path name.
(e)
Execute the fpstatus command as shown in Figure 2.9.2-3 and check that the status of the specified path is switched to “Online”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.9.2-3  Execution Example of the fpstatus Command
(2)
Switching all the FC paths passing through the specified host port to “Online”
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpstatus command as shown in Figure 2.9.2-4 and identify the paths that the status is being “Offline”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.9.2-4  Execution Example of the fpstatus Command
(c)
The enclosed string in Figure 2.9.2-4 above is the name of the target host port. Write it down for the next step. For details about the host port name, refer to the option No. 2 in Maintenance Tool “Table 2.9.1-1 Command Options” (MNTT 02-0591).
(d)
Specify the host port name written down in the step (c) to the command and execute the fponline command in accordance with Figure 2.9.2-5 “Example of the fponline Command Execution (Switching All the FC Paths Passing through the Specified Host Port)”.
When a message ID is displayed, refer to Maintenance Tool “2.9.3 Command termination messages and action to be taken” (MNTT 02-0660).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.9.2-5  Execution Example of the fponline Command 
(Switching All the FC Paths Passing Through the Specified Host Port)
(e)
Execute the fpstatus command as shown in Figure 2.9.2-6 and check that the statuses of all FC paths passing through the specified host port are switched to “Online”. For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.9.2-6  Execution Example of the fpstatus Command 
(3)
Switching all the FC paths passing through the array port of the specified model to “Online”
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpstatus command as shown in Figure 2.9.2-7 to identify the paths that the status is being “Offline”.
To perform this switching, add “-v” to the fpstatus command option.
Identify the path from the array port, model, and serial number that are enclosed in Figure 2.9.2.7.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.9.2-7  Execution Example of the fpstatus Command (with -v Option)
(c)
The enclosed strings in Figure 2.9.2-7 above are the target array port name, model name, and serial number. Write them down for the next step.
For details about the array port name, the model name, and the form of the serial number, refer to the options No. 3 to 5 in Maintenance Tool “Table 2.9.1-1 Command Options” (MNTT 02-0591).
(d)
Specify the array port name, the model name, and the serial number written down in the step (c) to the command and execute the fponline command in accordance with Figure 2.9.2-8 “Example of the fponline Command Execution (Switching All the FC Paths Passing through the Array Port of the Specified Model)”.
When a message ID is displayed, refer to Maintenance Tool “2.9.3 Command termination messages and action to be taken” (MNTT 02-0660).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.9.2-8  Execution Example of the fponline Command 
(Switching All the FC Paths Passing through the Array Port of the Specified Model)
(e)
Execute the fpstatus command as shown in Figure 2.9.2-9 and check that the statuses of all FC paths passing through the array port of the specified model are switched to “Online.” For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.9.2-9  Execution Example of the fpstatus Command (with -v Option)
2.9.3
Command termination messages and action to be taken
A message may be displayed when the fponline command is executed. Actions to be taken against messages are described in Table 2.9.3-1 Message IDs and Actions to be Taken.
Table 2.9.3-1  Message IDs and Actions to be Taken (1/3)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply: 

An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again. 

	4
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	5
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	7
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again. 

	8
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


Table 2.9.3-1  Message IDs and Actions to be Taken (2/3)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM32009-E
	An attempt to switch the FC path online has failed. (FC path name = <FC path name>)
	An error occurred during switching of the FC path to online.
	Check the FC cable for connection. If there is nothing wrong with FC cable connection, check the LU status. If the cause of the failure still cannot be identified, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	10
	KAQM32011-E
	The specified FC path does not exist.
	The specified FC path does not exist. 
	Check the specified FC path and execute the command again. 

	11
	KAQM32024-E
	An attempt to switch one or more FC paths online has failed.
	The FC paths cannot be switched to online because one or more target FC paths are in the “Unknown” status.
	Check if the Fibre Channel card is inserted. If the card is inserted, then check if WWN of the FC port on the disk array side is correct. If it is correct, then check the FC cable connection, the FC switch settings, and the disk array settings. If nothing is wrong with them, check if an LU is assigned to the host group corresponding to the FC paths.

	12
	KAQM32025-E
	An attempt to switch one or more FC paths online has failed.
	The FC paths cannot be switched to online because one or more target FC paths are in the “Configuration Mismatch” status.
	Check if the same LU is assigned to the host groups corresponding to the FC paths which replace with each other.


Table 2.9.3-1  Message IDs and Actions to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	13
	KAQM32039-E
	A system error occurred.
	A system error occurred. 
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM32043-E
	The specified host port does not exist.
	The specified host port does not exist. 
	Check the specified host port name and execute the command again. 

	15
	KAQM32044-E
	The specified storage port does not exist.
	The specified storage port does not exist. 
	Check the specified storage port name and execute the command again. 
The word "storage port" is displayed as "array port" when the OS version is 3.1.0-XX or earlier. 

	16
	KAQM32045-E
	An attempt to switch one or more FC paths connected to a host port online has failed. (host port = <host port>)
	An error occurred during switching of the FC paths to online in units of host ports.
	Check the FC cable for connection. If there is nothing wrong with FC cable connection, check the LU status. If the cause of error still cannot be identified, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	17
	KAQM32046-E
	An attempt to switch one or more FC paths connected to an array port online has failed. (model = <model>, serial number = <serial number>, array port = <array port>)
	An error occurred during switching of the FC paths to online in units of array port basis.
	

	18
	KAQM32049-E
	The specified host port includes one or more FC paths that cannot be switched online.
	The specified host port is connected to an unsupported chassis. 
	Check if the target disk array is supported. If it is supported, then check the FC cable connection, the FC switch settings, and the disk array settings. If there is nothing wrong with them, check the LU status. If the cause of error still cannot be identified, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


2.10
Switching the FC Path to Offline (fpoffline)
This command switches the communication status of the set FC path from “Online” to “Offline”.
NOTE:(
Switching to Offline is available only when the alternate path is normal. Before switching, be sure to check that the path to be switched and the alternate path are both “Online”.

(
This command is not supported in the single node configuration not connected to the disk array subsystem.
2.10.1
Command line
This command uses the following command lines. Select the command line to use depending on the maintenance requirement.
NOTE:
Unless otherwise instructed, use this command to switch the specified path to “Offline”.
(
To switch the specified path to “Offline”:
fpoffline path-name
(
To switch all the FC paths passing through the specified host port to “Offline”:
fpoffline --hostport host-port-name
(
To switch all the FC paths passing through the array port of the specified model to “Offline”:
fpoffline --arrayport array-port-name --model model --serial serial-number-of-model
(
To display the command format on the standard output:
fpoffline -h
Table 2.10.1-1 shows the description of each option.
Table 2.10.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	path-name
	Specify the target FC path.
	Specify it in the following format:
pathXXX-YYYY-ZZ

XXX : 3-digit number from 000 to 999
YYYY : 4-digit hexadecimal number from 0000 to FFFF (*1)
ZZ : Array port name (*1)

	2
	--hostport host-port-name
	Specify the identified host port name on the node side.
	Specify it in the following format:
fcXXXX

XXXX : 4-digit hexadecimal number from 0000 to FFFF (*1)

	3
	--arrayport array-port-name
	Specify the array-port number on the side of disk array subsystem.
	Specify 2-digit alphanumeric characters. (*1)

	4
	--model model
	Specify the model of the disk array subsystem where the target array port exists.
	The model that can be specified is shown below:
( AMS : DF800S, DF800M, DF800H, DF800ES, DF800EM, or DF800EH
( AMS or specified model name : 
DF800EXS
( HUS : DF850XS, DF850S, or DF850MH
( USP_V : RAID600 FC
( USP_VM : RAID600 RK
( VSP : RAID700
( VSP_G1000 : RAID800
( HUS_VM : HM700
( VSP_Gx00 : HM800 (any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850 (any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)

	5
	--serial serial-number-of-model
	Specify the serial number of the disk array subsystem where the target array port exists.
	8-digit decimal number.

	6
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


*1:
Specify letters in uppercase.
2.10.2
Execution procedure
This subsection describes the procedure for executing the fpoffline command.
To switch the specified path to “Offline”, refer to 2.10.2 (1) Switching the specified path to “Offline.
To switch all the FC paths passing through the specified host port to “Offline”, refer to Maintenance Tool “2.10.2 (2) Switching all the FC paths passing through the specified host port to “Offline” (MNTT 02-0730).
To switch all the FC paths passing through the array port of the specified model to “Offline”, refer to Maintenance Tool “2.10.2 (3) Switching all the FC paths passing through the array port of the specified model to “Offline” (MNTT 02-0750).
Unless otherwise instructed, use this command to switch the specified path to “Offline.”
(1)
Switching the specified path to “Offline”
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200.)
(b)
Execute the fpstatus command as shown in Figure 2.10.2-1 to identify the paths that the status is being “Online”. 
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).

[image: image21]
Figure 2.10.2-1  Execution Example of the fpstatus Command 
(c)
The enclosed string in Figure 2.10.2-1 above is the name of the path to be switched. Write it down for the next step. For details about the form of the path name, refer to the option No. 1 in Maintenance Tool “Table 2.10.1-1 Command Options” (MNTT 02-0700).
(d)
Specify the path name written down in the step (c) to the command and execute the fpoffline command in accordance with Figure 2.10.2-2 “Example of the fpoffline Command Execution (Switching the Specified Path)”.
When a message ID is displayed, refer to Maintenance Tool “2.10.3 Command termination messages and action to be taken” (MNTT 02-0770).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.10.2-2  Execution Example of the fpoffline Command 
(Switching the Specified Path)
NOTE:
Be careful of uppercase and lowercase letters of a path name.
(e)
Execute the fpstatus command in accordance with Figure 2.10.2-3 and check that the status of the specified path is switched to “Offline”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.10.2-3  Execution Example of the fpstatus Command 
(2)
Switching all the FC paths passing through the specified host port to “Offline”
NOTE:
Check that the status of all the FC paths to be switched is “Online”.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpstatus command as shown in Figure 2.10.2-4 to identify the path that the status is being “Online”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.10.2-4  Execution Example of the fpstatus Command 
(c)
The enclosed string in Figure 2.10.2-4 above is the name of the target host port. Write it down for the next step. For details about the form of the host port name, refer to the option No. 2 in Maintenance Tool “Table 2.10.1-1 Command Options” (MNTT 02-0700).
(d)
Specify the host port name written down in the step (c) to the command and execute the fpoffline command in accordance with Figure 2.10.2-5 “Example of the fpoffline Command Execution (Switching All the FC Paths Passing through the Specified Host Port)”.
When a message ID is displayed, refer to Maintenance Tool “2.10.3 Command termination messages and action to be taken” (MNTT 02-0770).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.10.2-5  Execution Example of the fpoffline Command 
(Switching All the FC Paths Passing Through the Specified Host Port)
(e)
Execute the fpstatus command as shown in Figure 2.10.2-6 and check that the statuses of all the FC paths passing through the specified host port are switched to “Offline”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.10.2-6  Execution Example of the fpstatus Command 
(3)
Switching all the FC paths passing through the array port of the specified model to “Offline”
NOTE:
Check that the status of all the FC paths to be switched is “Online”.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpstatus command as shown in Figure 2.10.2-7 to identify the paths that the status is being “Online”.
To perform this switching, add “-v” to the fpstatus command option.
Identify the path from the array port, model, and serial number that are enclosed in Figure 2.10.2.7.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.10.2-7  Execution Example of the fpstatus Command (with -v Option)
(c)
The enclosed strings in Figure 2.10.2-7 above are the target array port name, model name, and serial number. Write them down for the next step.
For details about the form of array port name, model name, and serial number, refer to the options No. 3 to 5 in Maintenance Tool “Table 2.10.1-1 Command Options” (MNTT 02-0700).
(d)
Specify the array port name, model name, and serial number written down in the step (c) to the command and execute the fpoffline command in accordance with Figure 2.10.2-8 “Example of the fpoffline Command Execution (Switching All the FC Paths Passing through the Array Port of the Specified Model)”.
When a message ID is displayed, refer to Maintenance Tool “2.10.3 Command termination messages and action to be taken” (MNTT 02-0770).
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Figure 2.10.2-8  Execution Example of the fpoffline Command 
(Switching All the FC Paths Passing Through the Array Port of the Specified Model)
(e)
Execute the fpstatus command as shown in Figure 2.10.2-9 and check that the statuses of all FC paths passing through the array port of the specified model are switched to “Offline”.
For details about the fpstatus command, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).
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Figure 2.10.2-9  Execution Example of the fpstatus Command (with -v Option)
2.10.3
Command termination messages and action to be taken
A message may be displayed when the fpoffline command is executed. Actions to be taken against messages are described in Table 2.10.3-1 Message IDs and Actions to be Taken.
Table 2.10.3-1  Message IDs and Actions to be Taken (1/3)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again. 

	4
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	5
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	7
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	8
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


Table 2.10.3-1  Message IDs and Actions to be Taken (2/3)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM32010-E
	An attempt to switch the FC path offline has failed. (FC path name = <FC path name>)
	An error occurred during switching of the FC path to offline.
	Check the FC cable for connection. If there is nothing wrong with FC cable connection, check the LU status. If the cause of error still cannot be identified, execute the  “C.2.2 Determination Procedure when a Failure Occurred”.

	10
	KAQM32011-E
	The specified FC path does not exist.
	The specified FC path does not exist.
	Check the specified FC path and execute the command again.

	11
	KAQM32014-E
	An attempt to switch the FC path offline has failed.
	Switching to offline failed because no alternate FC path exists.
	Check the FC path status. For the checking method, refer to Maintenance Tool “2.5 Displaying the FC Status (fpstatus)” (MNTT 02-0280).

When the alternate FC path is not online, recover it to online and then execute the command again. If the alternate FC path does not exist, set the FC path.

	12
	KAQM32026-E
	An attempt to switch one or more FC paths offline has failed.
	The FC paths cannot be switched to offline because one or more target FC paths are in the “Unknown” status.
	Check if the Fibre Channel card is inserted. If the card is inserted, then check if WWN of the FC port on the disk array side is correct. If it is correct, then check the FC cable connection, the FC switch settings, and the disk array settings. If there is nothing wrong with them, check if an LU is assigned to the host group corresponding to the FC paths.

	13
	KAQM32027-E
	An attempt to switch one or more FC paths offline has failed.
	The FC paths cannot be switched to offline because one or more target FC paths are in the “Configuration Mismatch” status.
	Check if the same LU is assigned to the host groups corresponding to the FC paths which alternate with each other.


Table 2.10.3-1  Message IDs and Actions to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	14
	KAQM32039-E
	A system error occurred.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	15
	KAQM32043-E
	The specified host port does not exist.
	The specified host port does not exist.
	Check the specified host port name and execute the command again.

	16
	KAQM32044-E
	The specified storage port does not exist.
	The specified storage port does not exist. 
	Check the specified storage port name and execute the command again. 
The word “storage port” is displayed as “array port” when the OS version is 3.1.0-XX or earlier.

	17
	KAQM32047-E
	An attempt to switch one or more FC paths connected to a host port offline has failed. (host port = <host port>)
	An error occurred during switching of the FC paths to offline in units of host port basis.
	Check the FC cable for connection. If there is nothing wrong with FC cable connection, check the LU status. If the cause of error still cannot be identified, execute the  “C.2.2 Determination Procedure when a Failure Occurred”.

	18
	KAQM32048-E
	An attempt to switch one or more FC paths connected to an array port offline has failed. (model = <model>, serial number = <serial number>, array port = <array port>)
	An error occurred during switching of the FC paths to offline in units of array port basis.
	

	19
	KAQM32050-E
	The specified host port includes one or more FC paths that cannot be switched offline.
	The specified host port is connected to an unsupported chassis.
	Check if the target disk array is supported. If it is supported, then check the FC cable connection, the FC switch settings, and the disk array settings. If there is nothing wrong with them, check the LU status. If the cause of error still cannot be identified, execute the  “C.2.2 Determination Procedure when a Failure Occurred”.


2.11
Displaying the Management Port Information (mngiflist)
This command displays the management port interface information. When a cluster is configured, information of both nodes is displayed.
2.11.1
Command line
This command uses the following command lines.
(
To display a list of interface information of the IPv4 and IPv6 addresses:
mngiflist
(
To display a list of interface information of the IPv4 address:
mngiflist -p v4
(
To display a list of interface information of the IPv6 address:
mngiflist -p v6
(
To display the command format on the standard output:
mngiflist -h
Table 2.11.1-1 shows the description of each option.
Table 2.11.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	Omit
	Displays IPv4 and IPv6 interface information.

If the IPv6 interface is not set, only the IPv4 interface is displayed.
	(

	2
	-p v4
	Specify in case IPv4 interface information is set.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	3
	-p v6
	Specify in case IPv6 interface information is set.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	4
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.11.2
Output format
The output format for the mngiflist command execution is shown in Figure 2.11.2-1 “Output Format of the mngiflist Command”.
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Figure 2.11.2-1  Output Format of the mngiflist Command
Table 2.11.2-1 describes the details about the items in Figure 2.11.2-1 “Output Format of the mngiflist Command”.
Table 2.11.2-1  Description of the Items in the Output Format (1/2)
	No.
	Item
	Description
	Remarks

	1
	[interface]
	Dsiplays the interface name. Displays as fixed mng0.

Displays mng0 (DHCP) in case that the DHCP setting of the management port is enabled.
	(

	2
	[node(Host name)]
	Displays the unit name of the login node and the corresponding host name.
	This is not displayed when the cluster is not configured or in the single node configuration.

	3
	[IPv4] (*1)
	Setting title of the IPv4 address.
	(

	4
	[In the cluster configuration]

[fixedIP1]

[In the single node configuration]

[IPaddress]
	Displays the fixed IP address of the item No. 2 (A local node in the case of single node configuration).

If no IP address can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
	(

	5
	[In the cluster configuration]

[netmask1]

[In the single node configuration]

[netmask]
	Displays the netmask of the item No. 2 (A local node in the case of single node configuration).
If no netmask can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
	(

	6
	[IPv6] (*1)
	Setting title of the IPv6 address.
	Not displayed if no IPv6 address is set.

	7
	(*1)

[In the cluster configuration]

[v6fixedIP1]
[In the single node configuration]

[v6IPaddress]
	Displays the IPv6 address set for item No. 2 (A local node in the case of single node configuration). If no IPv6 address can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
	The square bracket “[]” of the IPv6 address specified at the time of setting is removed and the address is displayed.
Not displayed if no IPv6 address is set.

	8
	(*1)

[In the cluster configuration]

[prefixlen1]
[In the single node configuration]

[prefixlen]
	Displays the prefix length set for item No. 2 (A local node in the case of single node configuration). If no prefix length can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
	Not displayed if no IPv6 address is set.


*1:
This item is displayed if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
Table 2.11.2-1  Description of the Items in the Output Format (2/2)

	No.
	Item
	Description
	Remarks

	9
	[node(Host name)]
	Displays the unit name of the other side node and the corresponding host name.
	This is not displayed when the cluster is not configured or in the single node configuration.

	10
	[IPv4] (*1)
	Setting title of the IPv4 address
	Not displayed when the cluster is not configured or in the single node configuration.

	11
	[fixedIP2]
	Displays the fixed IP address of the item No. 9. Displays the following status depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
(
Unknown: Displayed when no information can be acquired.

(
Invalid ([invalid value]): Displayed when the value is invalid.
	This is not displayed when the cluster is not configured or in the single node configuration.

	12
	[netmask2]
	Displays the netmask of the item No. 9. Displays the following status depending on the status.
(
Invalid (None): Displayed when no value can be acquired.
(
Unknown: Displayed when no information can be acquired.

(
Invalid ([invalid value]):  Displayed when the value is invalid.
	This is not displayed when the cluster is not configured or in the single node configuration.

	13
	[IPv6] (*1)
	Setting title of the IPv6 address
	Not displayed when the cluster is not configured, in the single node configuration, or if no IPv6 address is set.

	14
	[v6fixedIP2] (*1)
	Displays the IPv6 address set for item No. 9. If no IPv6 address can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
(
Unknown: Displayed when no information can be acquired.

(
Invalid ([invalid value]): Displayed when the value is invalid.
	Not displayed when the cluster is not configured, in the single node configuration, or if no IPv6 address is set.

	15
	[v6prefixlen2] (*1)
	Displays the prefix length set for item No. 9. If no prefix length can be displayed, the following status is displayed depending on the status.

(
Invalid (None): Displayed when no value can be acquired.
(
Unknown: Displayed when no information can be acquired.

(
Invalid ([invalid value]): Displayed when the value is invalid.
	Not displayed when the cluster is not configured, in the single node configuration, or if no IPv6 address is set.

	16
	[mtu]
	Displays the MTU value.

When the value is different between the execution node and the other side node, the following status is displayed.

(
Invalid ([MTU value of the execution node], [MTU value of the other side node]) 

The MTU values of the above status are displayed as “Unknown” if the information cannot be acquired for both this side and the other side nodes, and as “None” when values cannot be acquired.
	In the single node configuration, it acquires and shows the value of local node only. When the information cannot be acquired, it is displayed as “Unknown”. When the value cannot be acquired, it is displayed as “Invalid(None)”.


*1:
This item is displayed if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.11.3
Execution procedure
This subsection describes the procedure for executing the mngiflist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
An execution example of mngiflist command when the OS version is earlier than 3.1.0-XX (in the state of clustering) is shown in Figure 2.11.3-1, an execution example when the OS version is 3.1.0-XX or later (in the state of clustering) is shown in Figure 2.11.3-2.
An execution example of mngiflist command when the OS version is earlier than 3.1.0-XX (in the state of not clustering) is shown in Figure 2.11.3-3, an execution example of when the OS version is 3.1.0-XX or later (in the state of not clustering) is shown in Figure 2.11.3-4.
An execution example of mngiflist command when the OS version is earlier than 3.1.0-XX (in the case of single node configuration) is shown in Figure 2.11.3-5, an execution example of when the OS version is 3.1.0-XX or later (in the case of single node configuration) is shown in Figure 2.11.3-6. 
In the state of not clustering, execute the mngiflist command in the both node to confirm the setting contents, because the information of the other side node cannot be acquired. 
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.11.4 Command termination messages and action to be taken” (MNTT 02-0830).
Perform a propter action and execute the command again.
(
In the cluster configuration
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Figure 2.11.3-1  Execution Example of the mngiflist Command
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.11.3-2  Execution Example of the mngiflist Command
(when the OS version is 3.1.0-XX or later and IPv6 address is set)

(
When the cluster is not configured
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Figure 2.11.3-3  Execution Example of the mngiflist Command
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.11.3-4  Execution Example of the mngiflist Command
(when the OS version is 3.1.0-XX or later and IPv6 address is not set)

(
In the case of single node configuration
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Figure 2.11.3-5  Execution Example of the mngiflist Command
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.11.3-6  Execution Example of the mngiflist Command
(when the OS version is 3.1.0-XX or later)
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Figure 2.11.3-7  Execution Example of the mngiflist Command
(DHCP setting of the management port is enabled)

NOTE:
 If the displayed settings are wrong, specify the settings again. For details, refer to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840).
2.11.4
Command termination messages and action to be taken
A message may be displayed when the mngiflist command is executed. Actions to be taken against messages are shown in Table 2.11.4-1 Message IDs and Actions to be Taken.
Table 2.11.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again. 

	3
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	

	7
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	


2.12
Setting the Management Port Information (ownmngifedit)
This command sets the management port interface for this side node.
NOTE:(
Basically, the information setting of Management port is executed before clustering. The setting modification after clustering must be done only when there is a request from the system administrator.

(
In the case IPv4 address is set in the cluster configuration (the BMC and Management SW connection configuration) and if a different network segment than the BMC IP address is set, information acquisition from the OS via BMC fails, causing the SIM message (KAQK37508-W or KAQK37510-W) to display. If the operation is continued with the different network segment, problems occur such as a failure to get the information of the other side node, or a failure that the failover cannot be done when a trouble occurs. 
Therefore, be sure to confirm the IP address of BMC when you change the IP address of Management port, and need to change the setting to have the same network segment when it is set in the different network segment.
For the confirmation of BMC IP address, refer to Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210).

(
In the BMC direct connection configuration, network segment of management port IP address and BMC IP address must be different. If operation is continued with the two IP addresses having the same network segment, problems occur such as a failure to get the information of the other side node, or a failure that the failover cannot be done when a trouble occurs.
Therefore, be sure to confirm the BMC IP address when you change the management port IP address.
For the confirmation of BMC IP address, refer to Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210).

(
If you change the network segment of management port, be sure to execute bmcctl command even when BMC IP address has been set properly.
For setting BMC IP address, refer to Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210).
(
In case that the DHCP setting of the management port is enabled, an address cannot be set in this command.
2.12.1
Command line
This command uses the following command lines.
(
To set the interface of the IPv4 address (in the cluster configuration):
ownmngifedit [-p v4] -a fixed_ip -n netmask
(
To set the interface of the IPv4 address (In the single node configuration):
ownmngifedit [-p v4] -a ip_address -n netmask
(
To set the interface of the IPv6 address (in the cluster configuration) (3.2.0-XX or earlier):
ownmngifedit -p v6 -a fixed_ip -n netmask
(
To set the interface of the IPv6 address (In the single node configuration) (3.2.0-XX or earlier):
ownmngifedit -p v6 -a ip_address -n netmask
(
To set the interface of the IPv6 address (in the cluster configuration) (3.2.1-XX or later):
ownmngifedit [-p v6] -a fixed_ip -n netmask
(
To set the interface of the IPv6 address (In the single node configuration) (3.2.1-XX or later):
ownmngifedit [-p v6] -a ip_address -n netmask
(
To display the command format on the standard output:
ownmngifedit -h
Table 2.12.1-1 shows the description of each option.
Table 2.12.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specify in case the IPv4 interface is set. This option can be omitted.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	2
	-p v6
	Specify in case the IPv6 interface is set.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	This option must be specified in case IPv6 is set when the OS version is 3.2.0-XX or earlier.

This option can be omitted when the OS version is 3.2.1-XX or later.

	3
	[In the cluster configuration]

-a <fixed_ip>
[In the single node configuration]

-a <ip_address>
	Specify a fixed IP address information to be set for the management port interface.
If the IPv6 format is specified, display the IP address in a square bracket.
	IPv6 setting example

[2001:c03:1022:1::1]

	4
	-n netmask
	Specify a netmask (prefix length if the IPv6 is specified).
	The prefix length can be specified within the range from 0 to 128.

	5
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.12.2
Execution procedure
This subsection describes the procedure for executing the ownmngifedit command.
NOTE:(
In case the IPv4 address is set in the cluster configuration (the BMC and Management SW connection configuration) and if an IP address of a different network segment is specified, change the BMC IP address after execution of this command to make the network segment of the BMC IP address the same as the specified IP address. For details about changing the BMC IP address, refer to Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210).
(
In the cluster configuration, when the network segment (prefix length if the IPv6 is specified) is changed, change the settings so that the network segment of the other side node becomes the same.
(
In case the IPv4 address is set in the cluster configuration (the BMC and Management SW connection configuration), if a different network segment (prefix length if the IPv6 is specified) than the BMC IP address is set, information acquisition from the OS via BMC fails, causing the SIM message (KAQK37508-W or KAQK37510-W) to display.

(
If the network segment (prefix length if the IPv6 is specified) is changed, the routing information specified for the relevant interface is deleted. Add the routing information again after the change. For details about adding the routing information, refer to Maintenance Tool “2.16 Adding the Management Port Routing Information (mngrouteadd)” (MNTT 02-1000).

(1)
Check that the cable is connected between the management port and SW
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
In case IPv4 is set, execute the ownmngifedit command in accordance with Figure 2.12.2-1 “Example of the ownmngifedit Command Execution (in case IPv4 is set)”. In case IPv6 is set, execute the ownmngifedit command in accordance with Figure 2.12.2-2 “Example of the ownmngifedit Command Execution (in case IPv6 is set)”. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
If this command is executed when the cluster is in operation, a message to forcibly stop the cluster (KAQM05160-Q (It is KAQM0517-Q in the single node configuration.)). Enter “y” to continue the operation. The cluster on both nodes is stopped forcibly (It is the resource group of local node in the single node configuration). This is canceled when “n” is entered.
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Figure 2.12.2-1  Execution Example of the ownmngifedit Command (in case IPv4 is set)

[image: image39]
Figure 2.12.2-2  Execution Example of the ownmngifedit Command (in case IPv6 is set)

When a message ID is displayed, refer to Maintenance Tool “2.12.3 Command termination messages and action to be taken” (MNTT 02-0860).

Perform a propter action and execute the command again.
(4)
After completion of setting, check the settings with the mngiflist command.
For details about the mngiflist command, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-800).
(5)
In the cluster configuration, check the state of the cluster to confirm the cluster status is “INACTIVE”, the node statuses of the both nodes are “INACTIVE”, and the resource group is “Offline/No error” in case the Physical node is operated, and then report the system administrator that the cluster start-up and the resource group start-up can be done.
For details, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.12.3
Command termination messages and action to be taken
A message may be displayed when the ownmngifedit command is executed. Actions to be taken against messages are described in Table 2.12.3-1 Message IDs and Actions to be Taken.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.12.3-1  Message IDs and Actions to be Taken (1/4)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05034-E
	The specified IP address cannot be used because it is already in use. (IP address = <IP address>)
	The specified IP address is already used.
	Specify another IP address and execute the command again.

	3
	KAQM05036-E
	The network identified by the specified IP address and netmask cannot be used because it is already in use. (network address = <network address>)
	The network identified by the specified IP address and netmask is already used.
	Check the interface settings in the cluster. Specify another IP address or netmask and execute the command again.

	4
	KAQM05048-E
	An attempt to access the cluster management LU has failed.
	Failed to access the cluster management LU.
	Execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	5
	KAQM05051-E
	An attempt to restart the network has failed.
	Failed to reboot the network.
	Check if the OS of the node in the cluster is stopped and if a network error has occurred. If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.12.3-1  Message IDs and Actions to be Taken (2/4)

	No.
	Message ID
	Message
	Description
	Action

	6
	KAQM05053-E
	An attempt to set network information has failed.
	Failed to set the network information.
	Check that the resource group is offline and then execute the command again. For the checking method, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040). Check if the specified data affects the network settings of the management LAN. If so, correct the data specification. Check if the OS in the cluster is stopped and if a network failure has occurred.
If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	7
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	Collect the OS log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	Failed to write the file to be used for the requested processing.
	

	9
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address = <IP address>)
	The format of the specified IP address is invalid.
	Use the correct IP address format.


Table 2.12.3-1  Message IDs and Actions to be Taken (3/4)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM05030-E
	In the cluster, nodes that cannot synchronize exist.
	An unsynchronized node exists in the cluster.
	Check the following: 

1. Check if the interface or routing settings affect the network setting of the management port. For the checking method, refer to the mngiflist command (Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800)) 
and the mngroutelist command 
(Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960)).

2. Check if the OS of either node in the cluster is stopped. For the checking method, refer to the clstatus command (Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040)).

3. Verify the status of each port with the hwstatus command, “B.3.1 Displaying the Hardware Status (hwstatus)” to check if a network failure has occurred. 
If the error occurs again, there may be trouble with connection to the NIS server, DNS server, or LDAP server. Request the system administrator to cancel the settings of each server and then execute the command again.
If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	11
	KAQM05160-Q
	If the cluster and resource groups are running, they will be forcibly stopped. This will cause the services to stop, as well. Are you sure you want to change the management port interface? (y/n)
	If the cluster and resource groups are running, the service will be terminated because they will be forcibly stopped. Are you sure you want to change the management port interface? 
	To change the management port, enter “y”. To cancel it, enter “n”. 

	12
	KAQM05170-Q
	If you execute this operation, the services stop temporarily. Are you sure you want to change the management port interface? (y/n)
	If this operation is executed, the service is stopped temporarily. Are you sure you want to change the management port interface?
	To change the management port, enter “y”. To cancel it, enter “n”.

	13
	KAQM05194-E
	The entered prefix length is invalid.
	An error exists in the entered Prefix length.
	Specify a number within the range from 0 to 128 and reexecute.


Table 2.12.3-1  Message IDs and Actions to be Taken (4/4)
	No.
	Message ID
	Message
	Description
	Action

	14
	KAQM05211-E
	The protocol version of the specified IP addresses and netmask (prefix length) do not match.
	The protocol version of the specified IP address or netmask (prefix length) is not unified.
	Check the specified data and unify the protocol version of the data.

	15
	KAQM05239-E
	The specified IP address cannot be set because it is already in use on the same interface. (IP address = <IP address>)
	The specified IP address cannot be set as it has already been used on the same interface within the cluster.
	Confirm the configuration of the interface and the specified IP address. If an error is still displayed even if non used IP address is specified and executed, collect the OS log and send it to the Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM05246-E
	Because DHCP setting becomes effective as for the appointed interface, I cannot operate it.
	The specified interface cannot be operated as the DHCP setting is enabled.
	Ask the system administrator to disable the DHCP setting of the management port. Execute again after the completion of the setting change.

	17
	KAQM05247-E
	Because a change of the DHCP setting is not reflected as for the appointed interface, I cannot operate it.
	The specified interface cannot be operated as the change of the DHCP setting is not reflected.
	Execute again after reflecting the DHCP setting.

	18
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	19
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	20
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	21
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	22
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	23
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	24
	KAQM14174-E
	The specified IP address cannot be set.(specified value = <specified value>)
	The specified IP address is a special address that cannot be set.
	Confirm the specified value and execute again.


2.13
Displaying the Management Port Negotiation Mode (mngnegmodeget)
This command displays the management port negotiation mode.
2.13.1
Command line
This command uses the following command lines.
(
To display the negotiation mode:
mngnegmodeget
(
To display the command format on the standard output:
mngnegmodeget -h
Table 2.13.1-1 shows the description of each option.
Table 2.13.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.13.2
Output format
The output format for the mngnegmodeget command execution is shown in Figure 2.13.2-1 “Output Format of the mngnegmodeget Command”.
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Figure 2.13.2-1  Output Format of the mngnegmodeget Command
Table 2.13.2-1 describes the details about the items Figure 2.13.2-1 “Output Format of the mngnegmodeget Command”.
Table 2.13.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[mode]
	Displays the management port negotiation mode.
(OS version is 4.1.0-01 or earlier)

(
Auto

(
100Base Half Duplex

(
100Base Full Duplex

(
1000Base Full Duplex
(OS version is 4.1.0-02 or later)
(
Auto

(
100Base Half Duplex

(
100Base Full Duplex

(
100Base Half Duplex(Auto Negotiation)
(
100Base Full Duplex(Auto Negotiation)

(
1000Base Full Duplex(Auto Negotiation)

	2
	[speed]
	Displays the management port link speed.
(
100Mb/s

(
1000Mb/s
(
10Gb/s


2.13.3
Execution procedure
This subsection describes the procedure for executing the mngnegmodeget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
An execution example of the mngnegmodeget command execution is shown in Figure 2.13.3-1.
When a message ID is displayed, refer to Maintenance Tool “2.13.4 Command termination messages and action to be taken” (MNTT 02-0920).
Perform a propter action and execute the command again.
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Figure 2.13.3-1  Execution Example of the mngnegmodeget Command
2.13.4
Command termination messages and action to be taken
A message may be displayed when the mngnegmodeget command is executed. Actions to be taken against messages are described in Table 2.13.4-1 Message IDs and Actions to be Taken.
Table 2.13.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	4
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM05078-E
	The negotiation mode could not be acquired. (network port name = <network port name>)
	Failed to acquire the negotiation mode.
	Check if a hardware failure has occurred.
If no error has occurred, execute the command again. If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	6
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.14
Setting the Management Port Negotiation Mode (mngnegmodeset)
This command sets a negotiation mode for the management port.
NOTE:
Do not use this command to set the management port negotiation mode unless otherwise instructed to do so.

2.14.1
Command line
This command uses the following command lines.
(
To set the negotiation mode:
(OS version is 4.1.0-01 or earlier)
mngnegmodeset -m {auto|1000bfull|100bfull|100bhalf}
(OS version is 4.1.0-02 or later)
mngnegmodeset -m {auto|1000bfull|100bfull|100bhalf|100bfullauto|100bhalfauto}
(
To display the command format on the standard output:
mngnegmodeset -h
Table 2.14.1-1 shows the description of each option.
Table 2.14.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-m auto | 1000bfull | 100bfull | 100bhalf | 100bfullauto | 100bhalfauto
	Specify a negotiation mode.
(OS version is 3.2.2-XX or earlier)
auto
:Auto (Auto Negotiation=On)
1000bfull
:1000Base full Duplex (Auto Negotiation=On)
100bfull
:100Base full Duplex (Auto Negotiation=On)
100bhalf
:100Base Half Duplex (Auto Negotiation=On)
(OS version is 3.2.3-XX or later, and 4.1.0-01 or earlier)
auto
:Auto (Auto Negotiation=On)
1000bfull
:1000Base full Duplex (Auto Negotiation=On)
100bfull
:100Base full Duplex (Auto Negotiation=Off)
100bhalf
:100Base Half Duplex (Auto Negotiation=Off)
(OS version is 4.1.0-02 or later)
auto
:Auto (Auto Negotiation=On)

1000bfull
:1000Base full Duplex (Auto Negotiation=On)

100bfull
:100Base full Duplex (Auto Negotiation=Off)

100bhalf 
:100Base Half Duplex (Auto Negotiation=Off)

100bfullauto
:100Base full Duplex (Auto Negotiation=On)

100bhalfauto
:100Base Half Duplex (Auto Negotiation=On)
	“Auto Negotiation=On” is specified when enabling the auto negotiation as well as communicating at the specified speed and duplex.
“Auto Negotiation=Off” is specified when disabling the auto negotiation as well as communicating at the specified speed and duplex.
The Management port of 10GbE can only set “auto”. 
Specify “auto” in the -m option.

	2
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.14.2
Execution procedure
This subsection describes the procedure for executing the mngnegmodeset command.
(1)
Check that the cable is connected between the management port and SW.
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Execute the mngnegmodeset command in accordance with Figure 2.14.2-1 “Example of the mngnegmodeset Command Execution”.
When a message ID is displayed, refer to Maintenance Tool “2.14.3 Command termination messages and action to be taken” (MNTT 02-0950).
Perform a propter action and execute the command again.
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Figure 2.14.2-1  Execution Example of the mngnegmodeset Command 
(4)
After completion of setting, check the settings with the mngnegmodeget command. For details about the mngnegmodeget command, refer to Maintenance Tool “2.13 Displaying the Management Port Negotiation Mode (mngnegmodeget)” (MNTT 02-0900).
2.14.3
Command termination messages and action to be taken
A message may be displayed when the mngnegmodeset command is executed. Actions to be taken against messages are described in Table 2.14.3-1 Message IDs and Actions to be Taken.
Table 2.14.3-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	4
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	5
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	

	7
	KAQM05077-E
	The specified negotiation mode could not be set. (network port name =<network port name>)
	The specified negotiation mode could not be set.
	Check if a hardware failure has occurred.

If no error has occurred, execute the command again. If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	8
	KAQM05327-E
	The specified negotiation mode cannot be set for the management port.
	The specified negotiation mode cannot be set for the management port.
	Refer to Maintenance Tool “2.14.1 Command line” (MNTT 02-0930) to confirm the command line.


2.15
Displaying the Management Port Routing Information (mngroutelist)
This command displays the routing information of the management port interface.
2.15.1
Command line
This command uses the following command lines.
(
To display the routing information of the IPv4 and IPv6 addresses:
mngroutelist
(
To display the routing information of the IPv4 address:
mngroutelist –p v4
(
To display the routing information of the IPv6 address:
mngroutelist –p v6
(
To display the command format on the standard output:
mngroutelist -h
Table 2.15.1-1 shows the description of each option.
Table 2.15.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specify in case IPv4 interface information is set.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	2
	-p v6
	Specify in case IPv4 interface information is set.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.15.2
Output format
The output format for the mngroutelist command execution is shown in Figure 2.15.2-1 Output Format of the mngroutelist Command.
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Figure 2.15.2-1  Output Format of the mngroutelist Command
Table 2.15.2-1 describes the details about the items in Figure 2.15.2-1 Output Format of the mngroutelist Command.
Table 2.15.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remarks

	IPv4 Displaying Items

	1
	[IPv4] (*1)
	Routing title of the IPv4. Displays in case IPv4 routing information exists.
	(

	2
	[target1]
	Displays the destination of the management port routing. Displays the IP address, host name, or network name of the destination.
	Displayed in two lines if exceeding 15 characters.

	3
	[netmask1]
	Displays the netmask of the management port routing.
	(

	4
	[gateway1]
	Displays the gateway connected through the management port. Displays the IP address or host name of the gateway.
	Displayed in two lines if exceeding 15 characters.

	5
	[method1]
	Displays whether the route is allowed or rejected for the management port routing.

“Allow”: The route is allowed.

“Reject”: The route is rejected.
	(

	6
	[type1]
	Displays the specification method for the destination of the management port routing.

“net”: “net” is specified to add the target routing.

“host”: “host” is specified to add the target routing.

“default”: “default” is specified to add the target routing.
	(

	7
	[mss1]
	Displays the maximum segment size for the TCP connection of the management port route. If the target route is rejected or if MSS is default, “-” is displayed.
	(

	8
	[iface1]
	Displays the management port interface name “mng0.”
If it is the routing information assigned by DHCP, “mng0 (DHCP)” is displayed.
	(

	IPv6 Displaying Items

	9
	[IPv6] (*1)
	Routing title of the IPv6. Displayed in case IPv6 routing information exists.
	(

	10
	[v6target1] (*1)
	Displays the target address prefix of routing of the management port (the IPv6 address and the prefix length combined by “/”).

Ex) ffcc::0/64

The default gateway is displayed as “default”.
	The square bracket “[]” of the IPv6 address specified at the time of setting is removed and the address is displayed.
Displayed in two lines if exceeding 23 characters.

	11
	[v6gateway1] (*1)
	Displays the gateway passing the management port. Displays the gateway IP address.

If this is omitted from routing setting, “-” is displayed.
	

	12
	[method1] (*1)
	Same as item No. 5.
	(

	13
	[type1] (*1)
	Same as item No. 6.
	Top alignment in case of two-line display.

	14
	[iface1] (*1)
	Same as item No. 8.
	Top alignment in case of two-line display.


*1:
This item is displayed if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.15.3
Execution procedure
This subsection describes the procedure for executing the mngroutelist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
An execution example of the mngroutelist command execution when the OS version is earlier than 3.1.0-XX is shown in Figure 2.15.3-1, an execution example when the OS version is 3.1.0-XX or later is shown in Figure 2.15.3-2, and Figure 2.15.3-3 shows an execution example of the case only the IPv4 address is displayed..
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.15.4 Command termination messages and action to be taken” (MNTT 02-0990).
Perform a propter action and execute the command again.
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Figure 2.15.3-1  Execution Example of the mngroutelist Command
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.15.3-2  Execution Example of the mngroutelist Command
(when the OS version is 3.1.0-XX or later)
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Figure 2.15.3-3  Execution Example of the mngroutelist Command
(when the OS version is 3.1.0-XX or later and the v4 option is specified)
2.15.4
Command termination messages and action to be taken
A message may be displayed when the mngroutelist command is executed. Actions to be taken against messages are described in Table 2.15.4-1 Message IDs and Actions to be Taken.
Table 2.15.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	3
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	

	7
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	


2.16
Adding the Management Port Routing Information (mngrouteadd)
This command adds the routing information of the management port interface.
NOTE:
This command cannot change the routing information. To change the routing information, add and delete routing information. For details about deleting the routing information, refer to Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100).
2.16.1
Command line
This command uses the following command lines. Select the command line to use depending on the maintenance requirement.
(
In case of the IPv4 address, to specify the destination of the routing to be added with an IP address (net):
mngrouteadd [-p v4] -t net -d target -n netmask [-g gateway|--reject] [-m mss]
(
In case of the IPv4 address, to specify the destination of the routing to be added with a host name or an IP address (host):
mngrouteadd [-p v4] -t host -d target [-g gateway|--reject] [-m mss]
(
In case of the IPv4 address, to specify the destination of the routing to be added with the default route (default):
mngrouteadd [-p v4] -t default {-g gateway|--reject}  [-m mss]
(
In case of the IPv6 address, to specify the destination of the routing to be added with an IP address (net) (3.2.0-XX or earlier):
mngrouteadd -p v6 -t net -d target -n netmask [-g gateway|--reject]
(
In case of the IPv6 address, to specify the destination of the routing to be added with a host name or an IP address (host) (3.2.0-XX or earlier):
mngrouteadd -p v6 -t host -d target [-g gateway|--reject]
(
In case of the IPv6 address, to specify the destination of the routing to be added with the default route (default) (3.2.0-XX or earlier):
mngrouteadd -p v6 -t default {-g gateway|--reject}

(
In case of the IPv6 address, to specify the destination of the routing to be added with an IP address (net) (3.2.1-XX or later):
mngrouteadd [-p v6] -t net -d target -n netmask [-g gateway|--reject]
(
In case of the IPv6 address, to specify the destination of the routing to be added with a host name or an IP address (host) (3.2.1-XX or later):
mngrouteadd [-p v6] -t host -d target [-g gateway|--reject]
(
In case of the IPv6 address, to specify the destination of the routing to be added with the default route (default) (3.2.1-XX or later):
mngrouteadd [-p v6] -t default {-g gateway|--reject}
(
To display the command format on the standard output:
mngrouteadd -h
Table 2.16.1-1 describes the options of the command.
Table 2.16.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specify in case IPv4 routing is added. This option can be omitted.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	2
	-p v6
	Specify in case IPv6 added is set.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	This option must be specified in case IPv6 is set when the OS version is 3.2.0-XX or earlier.

This option can be omitted when the OS version is 3.2.1-XX or later.

	3
	-t {net|host|default}
	Select a specification method for the routing destination.
	Specify any of the following: 

net: Specify an IP address.

host: Specify a host name or an IP address.

default: Set the default route.

When “default” is selected, the option No. 4 or No. 5 must be specified.

	4
	-d <target>
	Specify the routing destination according to the format selected with “-t” option (an IP address when “net” is specified, or a host name or an IP address when “host” is selected).

This option is required only when “net” or “host” is selected for the option No. 3.
In case the IPv6 format is set, display the IP address in a square bracket (“[]”).
	IPv6 setting example

[2001:c03:1022:1::1]

	5
	-n <netmask>
	Specify the netmask (prefix length if the IPv6 is specified).

This option is required only when “net” is selected for the option No. 3.
	The prefix length can be specified within the range from 0 to 128.

	6
	[-g <gateway>]
	Specify the IP address or host name of the gateway to pass through.
In case the IPv6 format is set, display the IP address in a square bracket (“[]”).

The link local unicast address can be specified in case IPv6 is set.
	This cannot be selected when the option No. 7 is specified.

	7
	[--reject]
	Specify this to reject routing to the specified destination.
	This cannot be selected when the option No. 6 is specified.

	8
	[-m <mss>]
	Specify this to set the maximum segment size for the TCP connection of the route. (unit: bytes)

If the first digit is 0, it results in an error.
	Specify the size in the range of 64 to 65536.
Can be specified only in case of IPv4.

	9
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.16.2
Execution procedure
This subsection describes the procedure for executing the mngrouteadd command.
To specify the routing destination with an IP address (net), refer to 2.16.2 (1) Specifying the destination of the routing to be added with an IP address (net).
To specify the destination of the routing setting target with a host name or an IP address (host), refer to Maintenance Tool “2.16.2 (2) Specifying the destination of the routing to be added with a host name or an IP address (host)” (MNTT 02-1030).
To specify the destination of the routing setting target with the default route (default), refer to Maintenance Tool “2.16.2 (3) Specifying the destination of the routing to be added with the default route (default)” (MNTT 02-1040).
(1)
Specifying the destination of the routing to be added with an IP address (net)
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the mngrouteadd command using the routing information for the management port IPv4 address specified by the client as the option in accordance with Figure 2.16.2-1 “Example of the mngrouteadd Command Execution”.
If routing to the IPv6 address is set, with the routing information to the customer-specified Management port IPv6 address as an option according to the mngrouteadd execution example shown in Figure 2.16.2-2, execute the mngrouteadd command. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.16.3 Command termination messages and action to be taken” (MNTT 02-1050).
Perform a propter action and execute the command again.
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Figure 2.16.2-1  Execution Example of the mngrouteadd Command (in case IPv4 is specified)
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Figure 2.16.2-2  Execution Example of the mngrouteadd Command (in case IPv6 is specified)
(c)
After completion of setting, check the settings with the mngroutelist command. For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(d)
Ask the system administrator to check the system access.
(2)
Specifying the destination of the routing to be added with a host name or an IP address (host)
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
For performing the routing setting for the IPv4 address, execute the mngrouteadd command in accordance with Figure 2.16.2-3 “Example of the mngrouteadd Command Execution”.
For performing the routing setting for the IPv6 address, execute the mngrouteadd command in accordance with Figure 2.16.2-4 “Example of the mngrouteadd Command Execution”. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.16.3 Command termination messages and action to be taken” (MNTT 02-1050).
Perform a propter action and execute the command again.

[image: image49]
Figure 2.16.2-3  Execution Example of the mngrouteadd Command (in case IPv4 is specified)
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Figure 2.16.2-4  Execution Example of the mngrouteadd Command (in case IPv6 is specified)
(c)
After completion of setting, check the setting information with the mngroutelist command. For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(d)
Request the system administrator to check the system access.
(3)
Specifying the destination of the routing to be added with the default route (default)
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
For performing the routing setting for the IPv4 address, execute the mngrouteadd command in accordance with Figure 2.16.2-5 “Example of the mngrouteadd Command Execution”.
For performing the routing setting for the IPv6 address, execute the mngrouteadd command in accordance with Figure 2.16.2-6 “Example of the mngrouteadd Command Execution”. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.16.3 Command termination messages and action to be taken” (MNTT 02-1050).
Perform a propter action and execute the command again.
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Figure 2.16.2-5  Execution Example of the mngrouteadd Command (in case IPv4 is specified)
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Figure 2.16.2-6  Execution Example of the mngrouteadd Command (in case IPv6 is specified)
(c)
After completion of setting, check the setting information with the mngroutelist command. For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(d)
Request the system administrator to check the system access.
2.16.3
Command termination messages and action to be taken
A message may be displayed when the mngrouteadd command is executed. Actions to be taken against messages are described in Table 2.16.3-1 Message IDs and Actions to be Taken.
Table 2.16.3-1  Message IDs and Actions to be Taken (1/5)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05001-E
	A syntax error exists in the entered <item name>.
	The entered content for the target or gateway is invalid.
	Specify the IP address format and execute the command again.

	2
	KAQM05002-E
	A syntax error exists in the entered <item name>.
	The entered content is invalid.
	The displayed content is wrong. Enter the correct content and execute the command again.

	3
	KAQM05006-E
	A syntax error exists in the entered MSS.
	The entered content for MSS is invalid.
	Enter a numerical value from 64 to 65536.

	4
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM05019-E
	The specified gateway is not in the network.
	The specified gateway does not exist in the network.
	Specify a gateway of the same network.

	6
	KAQM05020-E
	An attempt to set routing information failed.
	Failed to set the routing information.
	Check the entered data. Reenter the correct data and execute the command again. If the error occurs again, request the system administrator to check the routing information to be set.


Table 2.16.3-1  Message IDs and Actions to be Taken (2/5)

	No.
	Message ID
	Message
	Description
	Action

	7
	KAQM05028-E
	The specified routing entry already exists.
	The specified routing settings already exist.
	Request the system administrator to check the settings for routing in the cluster. Check if the same settings already exist and if the settings are synchronized within the cluster.

If the same settings exist within the cluster, enter different routing settings.

If unsynchronized settings exist within the cluster, delete the settings and execute the command again.

For details about deleting the routing, request the system administrator or refer to Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100).

	8
	KAQM05029-E
	An attempt to set routing information failed.
	Failed to set the routing information.
	Check the entered data. Reenter the correct data and execute the command again. If the error occurs again, request the system administrator to check the routing information to be set.


Table 2.16.3-1  Message IDs and Actions to be Taken (3/5)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM05030-E
	In the cluster, nodes that cannot synchronize exist.
	An unsynchronized node exists in the cluster.
	Check the following:

1. Check if the interface or routing settings affect the network settings of the management port. For the checking method, refer to the mngiflist command (Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800)) 
and the mngroutelist command (Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960)).

2. Check if the OS of either node in the cluster is stopped. For the checking method, refer to the clstatus command (Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040)).

3. Verify the status of each port with the hwstatus command, “B.3.1 Displaying the Hardware Status (hwstatus)” to check if a network failure has occurred.
If the error occurs again, there may be trouble with connection to the NIS server, DNS server, or LDAP server. Request the system administrator to cancel the settings of each server and then execute the command again.

If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.16.3-1  Message IDs and Actions to be Taken (4/5)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	Failed to write the file to be used for the requested processing.
	

	12
	KAQM05064-E
	The number of routing information registrations has reached the maximum.
	The number of routing information registrations has reached the maximum.
	Delete unnecessary routing information and execute the command again.

For details about deleting the routing, refer to Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100).

	13
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address = <IP address>)
	The format of the specified IP address is invalid.
	Use the correct IP address format.

	14
	KAQM05116-E
	The format of the specified host name or IP address is invalid. (host name or IP address = <host name or IP address>)
	The format of the specified host name or IP address is invalid.
	Use alphanumeric characters, period ( . ), and hyphen ( - ) (the first must be an alphabet and the last must by an alphanumeric character) or the IP address format.

	15
	KAQM05155-W
	Setting of the routing information ended normally on the processing node, but failed on the other node.
	Failed to set the routing information of the other side node.
	Check if the LAN cable is connected, if the load of the node within the cluster returns to the normal status, and if the OS is operating in the other node of the cluster. Then execute setting on the other node in the cluster again.

For the node checking method, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

	16
	KAQM05177-E
	The specified routing entry already exists.
	The specified target is the same as that of a route that is used by the system.
	Check whether target IP address and netmask specified are correct.
If correct, request the System Administrator to do as follows.
In the routing settings in the node, check whether a route with the specified target already exists and whether the routing settings in the cluster have been synchronized. Use the routelist -l command to check the routes that are used by the system. If the target you specified already exists in the routing settings, specify the target of a different route.
If the routing settings in the cluster have not yet been synchronized, delete the routes, and then add routes again.

	17
	KAQM05187-E
	Routing information cannot be added because an interface of the specified protocol version is not set.
	The interface of the specified protocol version is not set.
	Set the interface of the specified protocol version and reexecute.

	18
	KAQM05194-E
	The entered prefix length is invalid.
	An error exists in the entered Prefix length.
	Specify a number within the range from 0 to 128 and reexecute.


Table 2.16.3-1  Message IDs and Actions to be Taken (5/5)

	No.
	Message ID
	Message
	Description
	Action

	19
	KAQM05199-E
	The maximum segment size cannot be set for IPv6 address routing.
	The maximum segment size cannot be set for the IPv6 address routing.
	Because the “-m” option cannot be specified in case of IPv6, cancel the specification and reexecute.

	20
	KAQM05211-E
	The protocol version of the specified IP addresses and netmask (prefix length) do not match.
	The protocol version of the specified IP address or netmask (prefix length) is not unified.
	Check the specified data and unify the protocol version of the data.

	21
	KAQM05247-E
	Because a change of the DHCP setting is not reflected as for the appointed interface, I cannot operate it.
	The specified interface cannot be operated as the change of the DHCP setting is not reflected.
	Execute again after reflecting the DHCP setting.

	22
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	23
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	24
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	25
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	26
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	27
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	28
	KAQM14174-E
	The specified IP address cannot be set. (specified value = <specified value>)
	The specified IP address is a special address that cannot be set.
	Confirm the specified value and execute.


2.17
Deleting the Management Port Routing Information (mngroutedel)
This command deletes the routing information of the management port interface.
NOTE:(
This command cannot change the routing information. To change the routing information, add and delete routing information. For details about adding the routing information, refer to Maintenance Tool “2.16 Adding the Management Port Routing Information (mngrouteadd)” (MNTT 02-1000).

(
The routing information assigned by the DHCP server cannot be deleted.
2.17.1
Command line
This command uses the following command lines. The command line to be used depends on [Type] of the routing information to be deleted.
(
In case of the IPv4 address, to specify the destination of the routing to be deleted with an IP address ([Type] is net):
mngroutedel [-p v4] -d net-address -n netmask [-g gateway] [-f] [--nochk]
(
In case of the IPv4 address, to specify the destination of the routing to be deleted with a host name or an IP address ([Type] is host):
mngroutedel [-p v4] -d host-address [-g gateway] [-f] [--nochk]
(
In case of the IPv4 address, to specify the destination of the routing to be deleted with the default route ([Type] is default):
mngroutedel [-p v4] -d default [-g gateway] [-f] [--nochk]
(
In case of the IPv6 address, to specify the destination of the routing deletion target with an IP address ([Type] is net) (3.2.0-XX or earlier):
mngroutedel -p v6 -d net-address -n netmask [-g gateway] [-f] [--nochk]

(
In case of the IPv6 address, to specify the destination of the routing deletion target with a host name or an IP address ([Type] is host) (3.2.0-XX or earlier):
mngroutedel -p v6 -d host-address [-g gateway] [-f] [--nochk]

(
In case of the IPv6 address, to specify the destination of the routing deletion target with the default route ([Type] is default) (3.2.0-XX or earlier):
mngroutedel -p v6 -d default [-g gateway] [-f] [--nochk]
(
In case of the IPv6 address, to specify the destination of the routing deletion target with an IP address ([Type] is net) (3.2.1-XX or later):
mngroutedel [-p v6] -d net-address -n netmask [-g gateway] [-f] [--nochk]
(
In case of the IPv6 address, to specify the destination of the routing deletion target with a host name or an IP address ([Type] is host) (3.2.1-XX or later):
mngroutedel [-p v6] -d host-address [-g gateway] [-f] [--nochk]
(
In case of the IPv6 address, to specify the destination of the routing deletion target with the default route ([Type] is default) (3.2.1-XX or later):
mngroutedel [-p v6] -d default [-g gateway] [-f] [--nochk]
(
To display the command format on the standard output:
mngroutedel -h
Table 2.17.1-1 shows the description of each option.
Table 2.17.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specify in the case of deleting the IPv4 routing. This option can be omitted.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	2
	-p v6
	Specify in the case of deleting the IPv6 routing.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060)..
	This option must be specified in case IPv6 is set when the OS version is 3.2.0-XX or earlier.

This option can be omitted when the OS version is 3.2.1-XX or later.

	3
	-d { net-address |host-address|default}
	Specify the target of the routing to be deleted.
If the IPv6 format is specified, display the IP address in a square bracket “[]”.
	Specify any of the following: 

net-address: Specify an IP address.

host-address: Specify an IP address or a host name.

default: Specify this to delete the default route.
IPv6 setting example

[2001:c03:1022:1::1]
If the gateway is set, the option shown in the item number 5 in this list is mandatory.

	4
	-n <netmask>
	Specify the netmask (prefix length if the IPv6 is specified) of the routing to be deleted.

This option is required only when “net” is selected for the “-t” option to add the routing information.
The prefix length, if [Target] of the routing list shows “cd00:111::1/64”, indicates “64” after “/”.
	Check if the routing to be deleted is “net” by referring to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).

	5
	-g <gateway>
	Specify the gateway of the routing to be deleted.
If the gateway is set, specification is required.
If the IPv6 format is specified, display the IP address in a square bracket “[]”.
	(

	6
	-f
	Specify this to inhibit the output of the confirmation message.
	Do not specify these options for command execution unless instructed to do so.

	7
	--nochk
	Specify this to execute delete processing even if the interfaces file does not contain the routing to be deleted.
	

	8
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.17.2
Execution procedure
This subsection describes the procedure for executing the mngroutedel command.
To specify the destination of the routing to be deleted with an IP address, refer to 2.17.2 (1) Specifying the destination of the routing to be deleted with an IP address.
To specify the destination of the routing to be deleted with a host name or an IP address, refer to Maintenance Tool “2.17.2 (2) Specifying the destination of the routing to be deleted with a host name or an IP address” (MNTT 02-1140).
To specify the destination of the routing to be deleted with the default route, refer to Maintenance Tool “2.17.2 (3) Specifying the destination of the routing to be deleted with the default route” (MNTT 02-1160).
(1)
Specifying the destination of the routing to be deleted with an IP address
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the mngroutelist command to check that there is the routing information to be deleted. When specifying the routing to be deleted with an IP address, check that [Type] of the routing is [net].
For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(c)
Write down the routing information to be deleted.
(d)
For deleting routing information in the IPv4 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-1.
For deleting routing information in the IPv6 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-2. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a propter action and execute the command again.
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Figure 2.17.2-1  Execution Example of the mngroutedel Command (IPv4 format)
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Figure 2.17.2-2  Execution Example of the mngroutedel Command (IPv6 format)
NOTE:
Be careful not to delete different routing information by mistake.
(e)
When the step (d) is executed, a confirmation message is displayed as shown in Figure 2.17.2-3 “Confirmation Message (KAQM05099-Q) for the mngroutedel Command Execution.” Enter “y” to start execution. The routing deletion processing starts.
To cancel the execution, enter “n”.
The same message is displayed both in case of IPv4 and in case of IPv6.
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.17.2-3  Confirmation Message (KAQM05099-Q) 
for the mngroutedel Command Execution
NOTE:
When this command is executed with the “-f” option, routing deletion is performed without displaying the confirmation message. Do not specify the “-f” option in this command unless otherwise instructed to do so.
(f)
After completion of deletion, execute the mngroutelist command to check that the specified routing information is deleted.
For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(2)
Specifying the destination of the routing to be deleted with a host name or an IP address
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the mngroutelist command to check that there is the routing information to be deleted. When specifying the routing to be deleted with a host name, check that [Type] of the routing is [host].
For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(c)
Write down the routing information to be deleted.
(d)
For deleting routing information in the IPv4 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-4.
For deleting routing information in the IPv6 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-5. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a propter action and execute the command again.
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Figure 2.17.2-4  Execution Example of the mngroutedel Command (IPv4 format)
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Figure 2.17.2-5  Execution Example of the mngroutedel Command  (IPv6 format)
NOTE:
Be careful not to delete different routing information by mistake.
(e)
When the step (d) is executed, a confirmation message is displayed as shown in Figure 2.17.2-6 “Confirmation Message (KAQM05099-Q) for the mngroutedel Command Execution.” Enter “y” to start execution. The routing deletion processing starts.
To cancel the execution, enter “n”.
The same message is displayed both in case of IPv4 and in case of IPv6.
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.17.2-6  Confirmation Message (KAQM05099-Q) 
for the mngroutedel Command Execution
NOTE:
When this command is executed with the “-f” option, routing deletion is performed without displaying the confirmation message. Do not specify the “-f” option in this command unless otherwise instructed to do so.
(f)
After completion of deletion, execute the mngroutelist command to check that the specified routing information is deleted. For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(3)
Specifying the destination of the routing to be deleted with the default route
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the mngroutelist command to check that there is the routing information to be deleted. When specifying the routing to be deleted with the default route, check that [Type] of the routing is [default]. For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
(c)
Write down the routing information to be deleted.
(d)
For deleting routing information in the IPv4 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-7.
For deleting routing information in the IPv6 format, enter the information written down in the step (c) as command options and execute the mngroutedel command in accordance with Figure 2.17.2-8. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a propter action and execute the command again.
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Figure 2.17.2-7  Execution Example of the mngroutedel Command (IPv4 format)
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Figure 2.17.2-8  Execution Example of the mngroutedel Command (IPv6 format)
NOTE:
Be careful not to delete different routing information by mistake.
(e)
When the step (d) is executed, a confirmation message is displayed as shown in Figure 2.17.2-9 “Confirmation Message (KAQM05099-Q) for the mngroutedel Command Execution.” Enter “y” to start execution. The routing deletion processing starts.
To cancel the execution, enter “n”.
The same message is displayed both in the case of IPv4 and IPv6.
When a message ID is displayed, refer to Maintenance Tool “2.17.3 Command termination messages and action to be taken” (MNTT 02-1180).
Perform a proper action and repeat the procedure from the step (b).
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Figure 2.17.2-9  Confirmation Message (KAQM05099-Q) 
for the mngroutedel Command Execution
NOTE:
When this command is executed with the “-f” option, routing deletion is performed without displaying the confirmation message. Do not specify the “-f” option in this command unless instructed to do so.
(f)
After completion of the deletion, execute the mngroutelist command to check that the specified routing information is deleted.
For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).
2.17.3
Command termination messages and action to be taken
A message may be displayed when the mngroutedel command is executed. Actions to be taken against messages are described in Table 2.17.3-1 Message IDs and Actions to be Taken.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.17.3-1  Message IDs and Actions to be Taken (1/3)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05002-E
	A syntax error exists in the entered <item name>.
	The entered content is invalid.
	The displayed content is wrong. Enter the correct content and execute the command again.

	2
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM05029-E
	An attempt to set routing information failed.
	Failed to set the routing information.
	Check the entered data. Reenter the correct data and execute the command again. If the error occurs again, collect the OS log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	Failed to write the file to be used for the requested processing.
	

	6
	KAQM05095-E
	The specified routing entry does not exist.
	The specified routing settings do not exist.
	Check the current routing information with the mngroutelist command and specify the valid routing information.
For details about the mngroutelist command, refer to Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960).

	7
	KAQM05099-Q
	Do you want to delete the specified routing information? (y/n) 
	Do you want to delete the specified routing information? (y/n) 
	Enter “y” to delete the routing information. Enter “n” to cancel.


Table 2.17.3-1  Message IDs and Actions to be Taken (2/3)

	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM05104-E
	An attempt to delete the routing information has failed. (routing information = <routing-information>).
	Failed to delete the routing information. (Failed routing information)
	Request the system administrator to check the routing information to be deleted.

	9
	KAQM05116-E
	The format of the specified host name or IP address is invalid. (host name or IP address=<host name or IP address>)
	The format of the specified host name or IP address is invalid.
	Use alphanumeric characters, period ( . ), and hyphen ( - ) (the first must be an alphabet and the last must by an alphanumeric character) or the IP address format.

	10
	KAQM05155-W
	Setting of the routing information ended normally on the processing node, but failed on the other node.
	Failed to set the routing information of the other side node.
	Check if the LAN cable is connected, if the load of the node within the cluster returns to the normal status, and if the OS is operating in the other node of the cluster. Then execute setting on the other node in the cluster again.

For the node checking method, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

	11
	KAQM05194-E
	The entered prefix length is invalid.
	An error exists in the entered Prefix length.
	Specify a number within the range from 0 to 128 and execute.

	12
	KAQM05211-E
	The protocol version of the specified IP addresses and netmask (prefix length) do not match.
	The protocol version of the specified IP address or netmask (prefix length) is not unified.
	Check the specified data and unify the protocol version of the data.

	13
	KAQM05247-E
	Because a change of the DHCP setting is not reflected as for the appointed interface, I cannot operate it.
	The specified interface cannot be operated as the change of the DHCP setting is not reflected.
	Execute again after reflecting the DHCP setting.

	14
	KAQM05276-E
	Routing information cannot be deleted because the routing is set by DHCP server.
	The routing information cannot be deleted as this routing was set by the DHCP server.
	For the routing information set by the DHCP server, operate from the DHCP server.


Table 2.17.3-1  Message IDs and Actions to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	15
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	17
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	18
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	19
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	20
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	21
	KAQM14174-E
	The specified IP address cannot be set. (specified value = <specified value>)
	The specified IP address is a special address that cannot be set.
	Confirm the specified value and execute again.


2.18
Setting BMC LAN Information (bmcctl)
The command displays the list of the interface setting and the interface information of the BMC port.
NOTE:(
To change the IP address of a BMC after the system operation has started, use this command.
(
System administrators usually set BMC ports. However, maintenance personnel can set BMC LAN ports when they are instructed to do so in the manual or requested to do so by system administrators.
(
In the cluster configuration (the BMC and Management SW connection configuration), if a different network segment than the IP address of management port is set, information acquisition from the OS via BMC fails, causing the SIM message (KAQK37508-W) to display. If the operation is continued with the different network segment, problems occur such as a failure to get the information of the other side node, or a failure that the failover cannot be done when a trouble occurs. 
Therefore, be sure to confirm the IP address of Management port when you change the BMC IP address, and need to change the setting to have the same network segment when it is set in the different network segment.
(
In the single node configuration, set the IP address to be the same network segment with the IP address of the Private Maintenance port.
(
Only IPv4 can be set for the BMC IP address. No IPv6 address can be set.

(
In the BMC direct connection configuration, if operation is continued with BMC IP address and Management port IP address having the same network segment, problems occur such as a failure to get the information of the other side node, or a failure that the failover cannot be done when a trouble occurs.
Therefore, when you change the BMC IP address, confirm the management port IP address and if the network segment of two IP addresses are same, change the setting so that they have different network segments.
(
In the case of D51B-2U, if the settings are displayed immediately after setting or changing the BMC port interface, 0.0.0.0 might be displayed instead of displaying the setting address. In this case, run the displayed command again after a while.
2.18.1
Command line
This command uses the following command lines.
(
To set a BMC port interface (In the cluster configuration):
bmcctl -a {fixed_ip1[:[fixed_ip2]] | [fixed_ip1]:fixed_ip2} -n netmask [-g gateway]
(
To set a BMC port interface (In the single node configuration):
bmcctl -a ip_address [-g gateway]
(
To display the BMC port interface information:
bmcctl
(
To set the BMC account:
bmcctl --account
(
To display the command format on the standard output:
bmcctl –h
Table 2.18.1-1 shows the description of each option.
Table 2.18.1-1  Description of the Options (1/2)
	No.
	Option
	Description
	Remark

	1
	[In the cluster configuration]

-a {fixed_ip1[:[fixed_ip2]] | 

[fixed_ip1]:fixed_ip2}

[In the single node configuration]

-a ip_address
	Specify the IP addresses of the BMCs.
fixed_ip1: Specify the IP address of the BMC in the clustered node where you enter the bmcctl command.
fixed_ip2: Specify the IP address of the BMC in the clustered node where you do not enter the bmcctl command.

ip_address: Specify the IP address information of local node in the single node configuration.
	(
You can omit part of the option as follows. For the omitted part, the preset value is used.
-a fixed_ip1: or -a fixed_ip1

-a :fixed_ip2
(
The IP addresses to be specified must exist in the same network.
(
The same IP address cannot be specified twice.
(
If fixed_ip2 is specified before a cluster is created, the command results in an error.
(
In the cluster configuration, the Management port and the BMC port in the same node must belong to the same network segment.
(
In the single node configuration (the BMC and Management SW connection configuration), be sure to set the Private Maintenance port and BMC port to be the same network segment.
(
The different network segment cannot be specified if you change just one side of IP address.


Table 2.18.1-1  Description of the Options (2/2)

	No.
	Option
	Description
	Remark

	2
	-n netmask
	Specify the netmask.
The specified value is used as the netmask for the IP addresses specified in the -a option.
	(
In the cluster configuration, when you change the netmask, the BMC LAN ports move from the network segment containing the Management ports. In this case, you need to reset the network segment for the Management ports so the BMC LAN ports and the Maintenance ports belong to the same network segment. For details about how to set a Management port, refer to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840).

(
In the BMC and Management SW connection configuration, the network segment different from the management port cannot be specified after clustering.

(
In the single node configuration, this is available to specify in the OS version 3.2.1-03 or later. However, if you omit this option, the behavior differs depending on whether the IP address information for BMC is set or not. If you set this option, the value is maintained. If not, the netmask is specified automatically with the same one of Private Maintenance port.

(
 In the single node configuration, this is not available to specify in the OS version 3.2.1-02 or earlier. The netmask is specified automatically with the same one of Private Maintenance port.

	3
	-g gateway
	Specify the IP address of the default gateway.
To delete the default gateway setting, specify a blank character enclosed between two double quotation marks (““) for gateway.
	Unless otherwise special instruction, this option should not be set.

	4
	--account
	Sets the BMC account.
	Unless otherwise special instruction, this option should not be set.

	5
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.18.2
Execution procedure
This subsection describes the procedure for executing the bmcctl command.
If you want to set a BMC port interface, refer to 2.18.2 (1) Setting a BMC port interface.
If you want to list the BMC port interface settings, refer to Maintenance Tool “2.18.2 (2) Displaying the BMC port interface information” (MNTT 02-1240).
To set the BMC account, refer to Maintenance Tool “(3) Setting BMC account” (MNTT 02-1261).
(1)
Configuring a BMC port
NOTE:(
In the cluster configuration (the BMC and Management SW connection configuration), specify the IP address of a BMC LAN port so that it belongs to the same network segment containing the IP address of the Management port in the same node.
(
In the cluster configuration (with the BMC direct connection configuration), specify the BMC port IP address of which the network segment is different from the management port IP address.
(
In the cluster configuration (the BMC and Management SW connection configuration), if you specify the IP address of a BMC LAN port in a network segment that differs from the one containing the IP address of the Management port, the OS will fail to collect information via the BMC and a SIM message (KAQK37508-W) will be output.
(
In the cluster configuration, when you change the network segment for a BMC LAN port, change the network segment for the BMC LAN port in the other side node so both network segments are the same.

(
In the cluster configuration, specify a network segment for a BMC LAN port that differs from the ones containing the Heartbeat port, Private Maintenance port, and Data port.

(
In the cluster configuration, the default gateway is set when the HFSM server is located in the different network segment from the Management port. Therefore, specify it when the setting of default gateway is instructed by the system administrator. Unless otherwise instructed, the specification of the default gateway does not necessary.
(
In the cluster configuration (with the BMC direct connection configuration), if you change the network segment of the management port IP address, be sure to execute bmcctl command even when the BMC IP address has been set properly.

(a)
Check the cables connected to BMC port and the destination by referring to Table 2.18.2-1.

Table 2.18.2-1 Destination of BMC port by Differences of Configuration
	Configuration
	Destination to be confirmed

	Cluster configuration
	BMC and Management SW connection configuration
	Management LAN IP-SW (including IP-SW provided by the customer)

	
	BMC direct connection configuration
	Reset port (pm1)

	Single node configuration
	Using remote power control
	Customer’s LAN 

	
	Not using remote power control
	Confirmation is not required because no cable is connected to BMC port.


(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(c)
Execute the bmcctl command in accordance with “Figure 2.18.2-1 Example of Executing bmcctl” in the cluster configuration and with “Figure 2.18.2-1-1 Example of Executing bmcctl” in the single node configuration.
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Figure 2.18.2-1  Execution Example of bmcctl Command 
(In the cluster configuration)
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Figure 2.18.2-1-1  Execution Example of the bmcctl Command 
(In the single node configuration)

In the cluster configuration, To execute the bmcctl command, refer to (c-1) when you set the same network segment to BMC port and the management port, and refer to (c-2) when you set different network segment to BMC port and the management port.
If a message ID other than KAQM05226-Q and KAQM05227-Q is displayed, refer to Maintenance Tool “2.18.3 Command termination messages and action to be taken” (MNTT 02-1270).
Perform a propter action and execute the command again
(c-1)
When you change the network segment of BMC port into the same network segment as the management port

If you change the network segment of BMC port into the same network segment as the management port, see Figure 2.18.2-1-2. KAQM05226-Q message is displayed.
Check that the configuration will be changed to the BMC and Management SW connection configuration.

After confirming that, enter “y” and press [Enter] key.

If a different configuration is displayed, enter “n” and press [Enter] key, confirm the address and then execute the command again.
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Figure 2.18.2-1-2  Execution Example of the bmcctl Command 
(change to the BMC and Management SW connection configuration)

(c-2)
When you change the network segment of BMC port into the different network segment from the management port

If you change the network segment of BMC port into the different network segment from the management port, see Figure 2.18.2-1-3. KAQM05227-Q message is displayed.
Check that the configuration will be changed to the BMC direct connection configuration.

After confirming that, enter “y” and press [Enter] key.

If a different configuration is displayed, enter “n” and press [Enter] key, confirm the address and then execute the command again.
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Figure 2.18.2-1-3  Execution Example of the bmcctl Command 
(change to the BMC direct connection configuration)

(d)
After you complete the settings, use the bmcctl command to check the settings. For details about how to use the bmcctl command to check the settings, refer to (2) Displaying the BMC port interface information”.
(2)
Displaying the BMC port interface information
The output format for the bmcctl command execution is shown in Figure 2.18.2-2 “Output Format for bmcctl Command”.
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Figure 2.18.2-2  Output Format for bmcctl Command
Table 2.18.2-1 describes the details about the items in “Figure 2.18.2-2 Output Format for bmcctl Command”.
Table 2.18.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	

	1
	[interface]
	Displays the name of the BMC. Displays as fixed bmc0.
	

	2
	[node(Host name)]
	Displays the unit name and host name of the login node.
	

	3
	[In the cluster configuration]

[fixedIP1]

[In the single node configuration]

[IPaddress]
	Displays the fixed IP address assigned to the BMC in the node set in No. 2 (local node in the single configuration).

If the IP address cannot be displayed, the following status is displayed in some cases:

( Invalid (None): Displayed when no value can be acquired.
	

	4
	[In the cluster configuration ] 

[netmask1]
[In the single node configuration]

[netmask]
	Displays the netmask set for the BMC in the node set in No. 2 (local node in the single configuration).

If the netmask cannot be displayed, the following status is displayed in some cases:

( Invalid (None): Displayed when no value can be acquired.
	

	5
	[In the cluster configuration] 

[gateway1]

[In the single node configuration]

[gateway]
	Displays the default gateway set for the BMC in the node set in No. 2 (local node in the single configuration).
If the default gateway cannot be displayed, the following status is displayed in some cases:
( 0.0.0.0: Displayed when the default gateway is invalid.
( Invalid(None): Displayed when no value can be acquired.
	

	6
	[node(Host name)]
	Displays the unit name and host name of the other side node.
	This is not displayed when the cluster is not configured or in the single node configuration.

	7
	[fixedIP2]
	Displayss the fixed IP address assigned to the BMC in the node set in No. 6. The following status is displayed in some cases:

( Invalid (None): Displayed when no value can be acquired.

( Unknown: Dislayed when no information can be acquired.
( Invalid([invalid-value]): Displayed when the value is invalid.
	This is not displayed when the cluster is not configured or in the single node configuration.

	8
	[netmask2]
	Displays the netmask set for the BMC in the node set in No. 6. The following status is displayed in some cases:

( Invalid (None): Displayed when no value can be acquired.

( Unknown: Dislayed when no information can be acquired.
( Invalid ([invalid-value]): Displayed when the value is invalid.
	This is not displayed when the cluster is not configured or in the single node configuration.

	9
	[gateway2]
	Displays the default gateway set for the BMC in the node set in No. 6. The following status is displayed in some cases:
( 0.0.0.0: Displayed when the default gateway is invalid.
( Unknown: Dislayed when no information can be acquired.
( Invalid ([invalid-value]): Displayed when the value is invalid.
	This is not displayed when the cluster is not configured or in the single node configuration.


Execute the bmcctl command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC. 
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the bmcctl command. The execution example in the cluster configuration is shown in Figure 2.18.2-3, the execution example in the state of not configuring a cluster is shown in Figure 2.18.2-4, and the execution example in the single node configuration is shown in Figure 2.18.2-5.
If a message ID is displayed, refer to Maintenance Tool “2.18.3 Command termination messages and action to be taken” (MNTT 02-1270).
Perform a propter action and execute the command again.
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Figure 2.18.2-3  Execution Example of the bmcctl Command 
(In the cluster configuration)

[image: image68]
Figure 2.18.2-4  Execution Example of the bmcctl Command 
(In the state of not configuring a cluster)


[image: image69]
Figure 2.18.2-5  Execution Example of the bmcctl Command 
(In the single node configuration)

(3)
Setting BMC account
NOTE:
This option is unavailable depending on the model. Perform this option only by instruction.

(a)
Log in to the execution node via ssh from the maintenance PC. 
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the oslogget command in accordance with “Figure 2.18.2-6 Example of Executing bmcctl”.
If a message is displayed, refer to Maintenance Tool “2.18.3 Command termination messages and action to be taken” (MNTT 02-1270).
Take appropriate action and execute the command again.
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Figure 2.18.2-6  Execution Example of the bmcctl Command
2.18.3
Command termination messages and action to be taken
A message may be displayed when the mngroutedel command is executed. Actions to be taken against messages are described in Table 2.18.3-1 Message IDs and Actions to be Taken.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.18.3-1  Message IDs and Action to be Taken (1/5)

	No.
	Message ID
	Message
	Description
	Action 

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05034-E
	The specified IP address cannot be used because it is already in use. (IP address = <IP address>)
	The specified IP address is already used.
	Specify another IP address, and then retry the operation.

	3
	KAQM05035-E
	IP addresses of different networks were specified in the same interface.
	IP addresses of different networks are specified in the same interface. 
	When you set the interface, be sure that all the IP addresses in the same interface must be the same network. 

	4
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	An attempt to read the file to be used for the requested processing failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300). 

	5
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	An attempt to write to the file to be used for the requested processing failed.
	

	6
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address = <IP address>)
	The format of the specified IP address is incorrect.
	Use the correct IP address format to specify the IP address.

	7
	KAQM05117-E
	An IP address that was specified when the interface was set up is duplicated. (IP address = <IP address>)
	The IP address specified for the BMC LAN port is already used. 
	Specify a different IP address.

	8
	KAQM05157-E
	The IP address of the other node in a cluster cannot be specified in a noncluster configuration.
	You cannot specify the IP address of the BMC LAN port in the other side node when no cluster is created.

(Different message is displayed if the OS version is 2.1.1-XX.)
	Request the system administrator to create a cluster. Alternatively, check the command format, specify the correct parameters, and re-execute the command. 

	9
	KAQM05159-E
	The network identified by the specified IP address and netmask cannot be used because it is already in use. (network address = <network address >)
	The network identified by the specified IP address and netmask is already in use.
	* This is output only when the BMC direct connection configuration.

Check the interface settings.
If the network identified by the specified IP address and netmask is already in use, specify another IP address or netmask.


Table 2.18.3-1  Message IDs and Action to be Taken (2/5)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM05030-E
	In the cluster, nodes that cannot synchronize exist.
	The nodes in the cluster cannot synchronize with each other.
	Check the following:
1. Whether the BMC LAN port settings or routing settings affect the network settings of the Management ports. To check the settings, use the mngiflist command 
(Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800)) 
and mngroutelist command (Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960)).
2. Whether the OS of one node in the cluster is terminated. To check, use the clstatus command (Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040)).
3. Verify the status of each port with the hwstatus command, “B.3.1 Displaying the Hardware Status (hwstatus)” to check if a network failure has occurred.
If the error reoccurs, the connection with the NIS server, DNS server, or LDAP server might be incorrect. Request the system administrator to cancel the settings of each server and execute the command again.
If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	11
	KAQM05161-E (*1)
	The BMC port IP address cannot be set because the network address generated from the specified IP address and netmask is different from the management port network address. (BMC port network address = <BMC port network address>, management port network address = <management port network address>)
	The network segment identified from the specified IP address and the netmask is different from the network segment of the Management port.
	Specify that the unique IP address of the BMC port and the Management port are in the same network segment.

To confirm the IP address of the Management port, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800).


*1:
This is not output if the OS version is 3.2.2-XX and later. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

Table 2.18.3-1  Message IDs and Action to be Taken (3/5)

	No.
	Message ID
	Message
	Description
	Action

	12
	KAQM05162-E
	The network address cannot be changed because the fixed IP address of one of the nodes has not been specified.
	The network segment cannot be changed because the unique IP address of the other side node is omitted.
	To change the network segment, specify the unique IP address of the both nodes as described in the execution example.

	13
	KAQM05171-E
	The IP address of the BMC port cannot be set because the network address of the specified IP address differs from the network address of the private maintenance port. (BMC port network address = <BMC address>, private maintenance port network address = < Private Maintenance port network address >)
	The specified IP address and the network segment identified by the netmask are different from the network segment of private Maintenance port.
	To be the same network segment between the BMC port and the private maintenance port, specify the unique IP address of BMC port and the netmask and retry the operation. For the IP address of Private Maintenance port confirmation, refer to Maintenance Tool “2.41 Configuring a Private Maintenance Port (pmctl)” (MNTT 02-2370).

	14
	KAQM05226-Q
	The network configuration will be changed to connect the BMC port to the IP switch and give the management and BMC port unique network addresses. Are you sure you want to continue? (y/n) (*1)
	The network configuration will be changed to connect the BMC port to the IP switch and give the management and BMC port unique network addresses. Are you sure you want to continue? (y/n)
	* This is output only when the configuration will be changed after the BMC IP address setting.

To change the configuration to the BMC and Management SW connection configuration, enter “y.”
To change the configuration to the BMC direct connection configuration, enter ‘n’, confirm IP address of BMC port and the management port, and then execute the command again.

	15
	KAQM05227-Q
	The network configuration will be changed so that the BMC port is connected to pm1 because the management port and the BMC port have different network addresses. Are you sure you want to continue? (y/n)
	The network configuration will be changed so that the BMC port is connected to the reset port because the management port and the BMC port have different network addresses. Are you sure you want to continue? (y/n)
	* This is output only when the configuration will be changed after the BMC IP address setting.

To change the configuration to the BMC direct connection configuration, enter “y.”
To change the configuration to the BMC and Management SW connection configuration, enter ‘n’, confirm IP address of BMC port and the management port, and then execute the command again.

	16
	KAQM05228-W
	The BMC port settings were completed, but an attempt to communicate with the BMC port on the other node failed.
	The BMC port settings were completed, but an attempt to communicate with the BMC port on the other node failed.
	An error might have occurred on BMC LAN cable or on BMC port. If the BMC port is connected to the reset port, an error might have occurred on the reset port LAN cable or on the reset port.

Check that the LAN cable is connected properly. If the error reoccurs, collect OS logs and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


*1:
If the OS version is earlier than 4.1.1-XX, the KAQM05226-Q message “The network configuration will be changed so that the BMC port is connected to the IP switch because the management port and the BMC port have the same network address. Are you sure you want to continue? (y/n)” is displayed.
Table 2.18.3-1  Message IDs and Action to be Taken (4/5)

	No.
	Message ID
	Message
	Description
	Action

	17
	KAQM05231-E
	The specified IP address cannot be set because it is already in use on the physical node. (IP address = <IP-address>)
	The specified IP address cannot be set as it has already been used on the physical node.
	This is output in case of the cluster configuration. 
Confirm the configuration of the interface. If the specified IP address has already been used on the Virtual Server to be configured, specify another IP address.

	18
	KAQM05239-E
	The specified IP address cannot be set because it is already in use on the same interface. (IP address = <IP address>)
	The specified IP address cannot be set as it has already been used on the same interface within the cluster.
	Confirm the configuration of the interface and the specified IP address. If an error is still displayed even if non used IP address is specified and executed, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	19
	KAQM05240-E
	The network address defined by the specified IP address and netmask is in use on the physical node. (network address = <IP-address>)
	The specified IP address cannot be set as it has already been used on the physical node.
	Check the interface configuration.

If the specified IP address and

 netmask have already been used on

 the Physical Node, specify another

 IP address or  netmask.

	20
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	21
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.18.3-1  Message IDs and Action to be Taken (5/5)
	No.
	Message ID
	Message
	Description
	Action

	22
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	23
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	24
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	25
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	26
	KAQM14150-E
	An error occurred in the system.
	An error occurred in the system.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.19
Collecting Logs (oslogget)
The command collects log files of the Virtual Server running in the Physical node and the execution node.
NOTE:
When the OS version is 4.1.2-XX or earlier, collect logs and then execute the log.sh command to collect the internal log of the internal RAID controller.
For collecting the internal log of the internal RAID controller (log.sh), refer to Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)” (MNTT 02-3080).
2.19.1
Command line
This command uses the following command lines.
(
To collect log files in the case the OS version is 3.0.1-XX or earlier:
oslogget [ normal | detail | full]
(
To collect log files in the case the OS version is 3.1.0-XX or later:
oslogget [-p | --vserver virtual-server-id]
(
To output the command format to the standard output:
oslogget -h
Table 2.19.1-1 shows the description of each option, and Table 2.19.1-2 shows log files which can be acquired by combinations of options and arguments in the case the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
Table 2.19.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-p
	This can be specified in case of collecting only the log files of the Physical node.
	This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
Specify this option only when you are instructed to do so.

	2
	--vserver virtual-server-id (*6)
	This can be specified in case of collecting OS log files in full version of the specified Virtual Server.
	

	3
	normal (*1)
	Specify this option to collect the normal logs.
	The log file name is as follows:
fast_oslog_*.tar.gz (*4) (*5)

	4
	detail (*1)
	Specify this option to collect the detail logs.
	The log file name is as follows:
oslog_*.tar.gz (*4) (*5)

	5
	full or no option (*2) (*3)
	Specify this option to collect the full logs (default).
	The log file name is as follows:
full_oslog_*.tar.gz (*4) (*5)

	6
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed while executing.


*1:
Normal and Detail are the option dedicated to Hitrack transferring.
*2:
If you omit the option, full version is collected. Normally, collect full version.
*3:
If you want to collect log files in maintenance mode, specify full or do not specify any option.
*4:
* represents “device-serial-number_collection-date (YYYYMMDDhhmmss)”. If you cannot acquire a device serial number, it is replaced by “maintenance”.
*5:
Log files are stored under “/log/”.
*6:
HDI does not support Virtual Server.
Table 2.19.1-2  Option-Argument Combinations and Collected Contents
	Item #
	Option
	Collected contents

	
	-p
	

	1
	(
	OS logs of the Physical node in the executed node

	2 (*1)
	Yes
	OS logs of the Physical node


*1:
This option can be specified if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.19.2
Execution procedure
This subsection describes the procedure for executing the oslogget command.
If you want to operate the procedure in the Physical node only and collect log files while the OS is running, refer to 2.19.2 (1) Collecting log files while the OS is running. 
If you want to collect log files in maintenance mode, refer to Maintenance Tool “2.19.2 (2) Collecting log files in maintenance mode” (MNTT 02-1330).
When running the oslogget command on the maintenance mode to isolate the failure, refer to Maintenance Tool “(3) When running the oslogget command on the maintenance mode to isolate the failure” (MNTT 02-1332).
Confirm with the system administrator whether the operation is performed in the Physical node. If it cannot be confirmed, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine which operation method is relevant.
(1)
Collecting log files while the OS is running
(a)
Log in to the node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the oslogget command in accordance with “Figure 2.19.2-1 Example of Executing oslogget”.
If a message ID is displayed, refer to Maintenance Tool “2.19.3 Command termination messages and action to be taken” (MNTT 02-1340).
Take appropriate action and execute the command again.
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Figure 2.19.2-1  Execution Example of the oslogget Command
NOTE:
Specify No option when executing a command.
(c)
When you perform step (b), the progress of collecting log files is displayed as shown in “Figure 2.19.2-2 Displaying Progress of Log File Collection”.
When “Processing completed.” is displayed, log file collection is successful and the collected log files are stored under “/log/”.
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Figure 2.19.2-2  Displaying Progress of Log File Collection
(d)
Execute “ls -lL /log” as shown in Figure 2.19.2-3, and confirm that the log file is collected under the “/log/”.

[image: image73]
Figure 2.19.2-3  Log File Confirmation
(e)
As shown in Figure 2.19.2-4, execute a file transfer command on the command prompt of the maintenance PC with specifying “/log/*” as the source of downloading to download the log files collected in step (c) to the maintenance PC.
The example as follows is shown at this step.

-
pscp is used as a file transfer command

-
The IP address of the maintenance port of the node which is the source of downloading the log files is “10.0.0.50”.

-
The files are downloaded under (C:\work)
For details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240).
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Figure 2.19.2-4  Downloading Log File to the Maintenance PC
NOTE:
When you execute the oslogget command, the previously collected log files will be deleted. Therefore, be sure to download log files to the maintenance PC after you collect them.
(2)
Collecting log files in maintenance mode
(a)
Start the node to operate in maintenance mode.
For details about how to start maintenance mode, refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”.
(a-1)
In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(c)
Execute the oslogget command in accordance with “Figure 2.19.2-14 Example of Executing oslogget”.
If a message ID is displayed, refer to Maintenance Tool “2.19.3 Command termination messages and action to be taken” (MNTT 02-1340).
Perform a propter action and execute the command again.
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Figure 2.19.2-14  Execution Example of the oslogget Command
NOTE:
Do not specify any option in the maintenance mode. If you specify an option, the command ends with an error.
(d)
When you perform step (c), the progress of collecting log files is displayed. When “Processing completed.” is displayed, log file collection is successful and the collected log files are stored under “/log/”. For details about the progress indication, refer to Maintenance Tool “Figure 2.19.2-2 Displaying Progress of Log File Collection” (MNTT 02-1320).
The log files are stored under “/log/”.
(e)
Execute “ls -lL /log” as shown in Figure 2.19.2-15, and confirm that the log file is collected under the “/log/”.
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Figure 2.19.2-15  Log File Confirmation
(f)
As shown in Figure 2.19.2-16, execute a file transfer command on the command prompt of the maintenance PC with specifying “/log/*” as the source of downloading to download the log files collected in step (d) to the maintenance PC.
The example as follows is shown at this step.

-
pscp is used as a file transfer command

-
The IP address of the maintenance port of the node which is the source of downloading the log files is “10.0.0.50”.

-
The files are downloaded under (C:\work)

For details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).


[image: image77]
Figure 2.19.2-16  Downloading Log Files to the Maintenance PC
NOTE:
When you execute the oslogget command, the previously collected log files will be deleted. Therefore, be sure to download log files to the maintenance PC after you collect them.

(g)
Terminate maintenance mode.
For details about how to terminate maintenance mode, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.
(h)
In the single node configuration, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(3)
When running the oslogget command on the maintenance mode to isolate the failure.
When the maintenance mode starts, nothing is mounted on /target. However when the oslogget command runs after starting the maintenance mode, oslogget mounts the partition of OS LU on /target.

Because the partition of OSLU is still mounted even after running the oslogget command, check the mount status of /target and isolate either the RAID controller failure or the OS data failure.
(a)
Start the node to operate in maintenance mode.
For details about how to start maintenance mode, refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”.
(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(c)
Run the oslogget command in accordance with the running example of oslogget shown in Figure 2.19.2-17. When the message ID is displayed, refer to Maintenance Tool “2.19.3 Command termination messages and action to be taken” (MNTT 02-1340).
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Figure 2.19.2-17  Execution Example of the oslogget Command
NOTE:
In the maintenance mode, be sure to specify “NO argument”. If the argument is specified as an option, terminated with an error.
(d)
Progress status of the log file collection is displayed when (c) is performed.
After “Processing completed.” is displayed finally, go to step (e).

(e)
Check the OSLU mount status to determine either the RAID controller failure or the OS data failure.
Run “grep△-c△/target△/etc/mtab” (△ means a space) and confirm the displayed values.

If zero is displayed, this means the RAID controller failure.
If one or more is displayed, this means the OS data failure.
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Figure 2.19.2-19  Confirmation Example of the Mount Status

(f)
Terminate maintenance mode.
For details about how to terminate maintenance mode, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.
2.19.3
Command termination messages and action to be taken
When you execute the oslogget command, messages might be displayed. Table 2.19.3-1 lists the action to be taken for each message ID.
Table 2.19.3-1  Messages and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Wait for a while and reexecute. If an error occurs again, collect OS Log and send it to the Support Center.
For the method of collecting OS Log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	3
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	4
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	5
	KAQM38016-E
	Acquisition of some OS log files failed, because there is not enough free space for all of the OS log files.
	There is no insufficient free space to store the OS log files. 
	Request the System Administrator executing sysinfoget command with “--del” option to delete the operation information output in OS disk. After that execute oslogget command again on the physical node. If an error occurs again, collect OS Log and send it to the Support Center.

	6
	KAQM38017-E
	A parameter was specified that cannot be specified in maintenance mode.
	An argument was specified during maintenance mode.
	Do not specify any argument.

For details, refer to Maintenance Tool “2.19.2 (2) Collecting log files in maintenance mode” (MNTT 02-1330).

	7
	KAQM38018-E
	Collection of the OS log files has failed.
	Failed to correct the OS log files.
	Execute the command again after a while. If the error occurs again, please call the Support Center.

	8
	KAQM38019-E
	An unexpected error occurred.
	An unexpected error occurred.
	Please call the Support Center. 

	9
	KAQM38020-E
	The oslogget command is already running.
	The specified command is started multiply.
	Execute the command again after a while.

	10
	KAQM38040-E
	The specified virtual server is running on the other node or the status is incorrect.
	The specified Virtual Server is not operating in the local node.
	Execute the vnaslist command, confirm again which of the nodes the Virtual Server is operating in, and reexecute.

For details about the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).

	11
	KAQM38041-E
	Some of the OS log files might not have been collected because an error occurred during the collection of the OS log files. (error code = <error code>)
	OS log file collection failed.
	Report the contents displayed by the “error code” to the Support Center.


Table 2.19.3-1  Messages and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	12
	KAQM38043-E
	The specified virtual server does not exist.
	The specified virtual server does not exist.
	Confirm the target Virtual Server by the vnaslist command.

For details about the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).

	13
	KAQM38044-E
	Some of the OS log files were not collected because there is not enough free space to store them.
	Some of the OS log files were not collected because there is not enough free space to store them.
	After downloading collected log files, acquire the individual logs of the Virtual Server which failed to be collected.

	14
	KAQM38045-E
	One or more virtual server OS log files were not collected because a stopped virtual server is locked.
	Some resources of the stopped Virtual Server are being used by other users.
	After downloading collected log files, wait a while and acquire the individual logs of the Virtual Server which failed to be collected.

	15
	KAQM38046-E
	Some of the virtual server OS log files were not collected because virtual servers are in the process of starting or stopping, or an error occurred on the virtual servers.
	A Virtual Server is in the process of starting or stopping.
	After downloading collected log files, confirm the completion of the startup or the termination by using the vnaslist command, and acquire the individual logs of the Virtual Server which failed to be collected.

For details about the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).

	16
	KAQM38047-E
	Some of the virtual server OS log files were not collected because an error occurred during the collection of the virtual server OS log files.
	An error occurred during the collection of the virtual server OS log files.
	After downloading the collected log files, wait a while and acquire the individual logs of the Virtual Server which failed to be collected.

If the error occurs again, please call the Support Center.

	17
	KAQM38048-E
	The OS log files were successfully collected, but post-collection processing for the OS log files of some of the virtual servers failed.
	Post-collection processing for the OS log files of the terminated virtual servers failed.
	Send the collected log files and report the Virtual Server which failed post-collection processing to the Support Center.

	18
	KAQM38049-E
	Some of the OS log files might not have been collected because a status acquisition error occurred.
	Status acquisition of some of the virtual server failed.
	After downloading collected log files, Check the status of the Virtual Server by using the vnaslist command. Request to restore the Virtual Server to the normal status and  re-collect log files of the target Virtual Server after recovery.

If the error occurs again, please call the Support Center.
For details about the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).

	19
	KAQM38050-E
	Collection of the OS log files failed.
	OS log file collection failed.
	Execute the command again after a while. If the error occurs again, please call the Support Center.


2.20
Setting whether to Collect Dumps (dumpset)
The command sets whether to collect dumps or not. By default, dumps are collected for the cluster configuration, the single node configuration.
NOTE:(
This is not supported in the single node configuration.

(
Do not use this command to collect dumps unless otherwise instructed to do so.
(
HDI does not support Virtual Server.
2.20.1
Command line
This command uses the following command lines.
(
To set whether to collect dumps of the Physical node:
dumpset [--on | --off]
(
To set whether to collect dumps of the Virtual Server:
dumpset [--on | --off] --vserver 
(
To display the current setting of whether to collect dumps of the Physical node:
dumpset
(
To display the current setting of whether to collect dumps of the Virtual Server:
dumpset --vserver
(
To display the command format on the standard output:
dumpset -h
Table 2.20.1-1 describes the options.
Table 2.20.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	--on
	Set this option to collect dumps.
	(

	2
	--off
	Set this option if you do not want to collect dumps.
	(

	3
	--vserver
	Set this option if you want to set/display whether to collect dumps of the Virtual Server.

If this option is omitted, the setting/display of whether to collect dumps of the Physical node is performed.

Do not specify this option in the single node configuration.
	This option can be specified if the OS version is .3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
HDI does not support Virtual Server.

	4
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.20.2
Execution procedure
This subsection describes the procedure for executing the dumpset command.
If you want to specify whether to collect dumps, refer to 2.20.2 (1) Specifying whether to collect dumps.
If you want to display the setting of whether to collect dumps, refer to Maintenance Tool “2.20.2 (2) Displaying the current information of whether to collect dumps” (MNTT 02-1380).
(1)
Specifying whether to collect dumps
NOTE:
Always collect dumps unless otherwise instructed to do so.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the dumpset command in accordance with Figure 2.20.2-1 if the setting without collecting dumps of the Physical node is performed, Figure 2.20.2-2 if the setting including collecting dumps of the Physical node is performed.
If a message ID is displayed, refer to Maintenance Tool “2.20.3 Command termination messages and action to be taken” (MNTT 02-1390).
Perform a propter action and execute the command again.
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Figure 2.20.2-1  Execution Example of the dumpset Command 
(If the setting without collecting dumps of the Physical node is performed)
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Figure 2.20.2-2  Execution Example of the dumpset Command 
(If the setting including collecting dumps of the Physical node is performed)

(c)
After you complete the settings, use the dumpset command to check the settings. For details about how to use the dumpset command to check the settings, refer to Maintenance Tool “2.20.2 (2) Displaying the current information of whether to collect dumps” (MNTT 02-1380).
(2)
Displaying the current information of whether to collect dumps
The output format for the dumpset command execution is shown in Figure 2.20.2-5 “Output Format for dumpset Command”.

[image: image82]
Figure 2.20.2-5  Output Format for dumpset Command
Table 2.20.2-1 describes the details about the item in “Figure 2.20.2-2 Output Format for dumpset Command”.
Table 2.20.2-1  Description of the Item in the Output Format
	No.
	Item
	Description
	Remark

	1
	[status]
	Displays the current setting information.
	on : Collects dumps.
off : Does not collect dumps.


Execute the dumpset command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
By executing the dumpset command, current setting information is displayed as shown in Figure 2.20.2-6 (when the OS version is earlier than 3.1.0-XX), Figure 2.20.2-7 (when the OS version is 3.1.0-XX or later and no option is specified.
If a message ID is displayed, refer to Maintenance Tool “2.20.3 Command termination messages and action to be taken” (MNTT 02-1390).
Perform a propter action and execute the command again.
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Figure 2.20.2-6  Execution Example of the dumpset Command
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.20.2-7  Execution Example of the dumpset Command
(when the OS version is 3.1.0-XX or later and no option specified)
2.20.3
Command termination messages and action to be taken
When you execute the dumpset command, messages might be displayed. Table 2.20.3-1 lists the action to be taken for each message ID.
Table 2.20.3-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.21
Procedure for Collecting Dump Files
This section describes the procedure for collecting dump files.
The OS stores up to two generations of dump files of the Physical node. Dump files usually exist in levels 1 and 4 (However, when the dump file creation fails, the level1 is not created and the levels 3 and 4 dump files are created). Basically, maintenance personnel collect only level 1 dump files and the system administrator collects level 4 dump files because they contain customer information. However, when requested by system administrators, maintenance personnel can collect all levels of dump files.
The overview of collecting dump files is shown in Figure 2.21-1 in the case the OS version is 2.1.1-XX and the case the OS version is 2.2.1-XX or later is shown in Figure 2.21-2.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
Confirm with the system administrator in advance whether the operation is performed in the Physical node before collecting dump files. If it cannot be confirmed, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine the operational method.
(
The overview of collecting dump files of the Physical node
Basically, when dump files are created, maintenance personnel need to collect all the dump files that exist on the OS (Figure 2.21-1 (1), Figure 2.21-2 (1)).
If maintenance personnel do not collect dump files even when dump files of two generations exist, the second-generation dump file will be overwritten by the next latest dump file when it is created (Figure 2.21-1 (2), Figure 2.21-2 (2)).
When a system administrator collects dump files on the HFSM in the case of cluster configuration and on the GUI for management in the single node configuration, if a dump file is created after the first generation is collected, the collected dump file is overwritten by the newest dump file and the non-collected dump file remains uncollected (Figure 2.21-1 (3), Figure 2.21-2 (3)).
(
If the OS version is 2.1.1-XX
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Figure 2.21-1  Overview of Collecting Dump Files (1) (2)
(
If the OS version is 2.1.1-XX
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Figure 2.21-1  Overview of Collecting Dump Files (3)

(
If the OS version is 2.2.1-XX or later
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Figure 2.21-2  Overview of Collecting Dump Files (1) (2)
(
If the OS version is 2.2.1-XX or later
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Figure 2.21-2  Overview of Collecting Dump Files (3)
2.21.1
Collecting dump files
Use a file transfer command to download dump files to the maintenance PC. The following procedure describes how to collect dump files.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Maintenance personnel should download Level-1 dump files to the maintenance PC and they should request system administrators to collect the dump files of level 4.
However, when requested by system administrators, maintenance personnel can download all the files of levels 1 and 4 to the maintenance PC.
(3)
When you download only the dump files of level 1 to the maintenance PC, execute “ls -lL /dump/download/service/dump_YYYYMMDDhhmmss” as described in Figure 2.21.1.1-1, and check whether the dump files exist under “/dump/download/service/dump_YYYYMMDDhhmmss”.
When you are requested by your system administrator to download all the dump files of levels 1 and 4 to the maintenance PC, execute “ls –lL /dump/download/all/dump_YYYYMMDDhhmmss”, and check whether the dump files exist under “/dump/download/all/dump_YYYYMMDDhhmmss”. (YYYYMMDDhhss indicates the year, month, day, hour, minute, and second.)
The format of a dump file name of the Physical node is “dump_<device-serial-number>_v<VServer ID>_YYYYMMDDhhmmss.lv <level>.cz_<division-identifier>” or “dump_<device-serial-number >_YYYYMMDDhhmmss.lv <level>.cz.<division-identifier>.

(device -serial-number: the device serial number of the node that you collected dump files. The level is 1 or 4. The division-identifier is used for file division and it is aa, ab, ac, and so on.)
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Figure 2.21.1-1  Dump File Confirmation (When checking with “/dump/download/service/dump_YYYYMMDDhhmmss”)

(4)
Execute a file transfer command on the command prompt of the maintenance PC to download all the dump files to the maintenance PC. For details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240).
The following figure shows an example of using pscp.
When you download only the level-1 dump files to the maintenance PC, download the files under the folder shown in Figure 2.21.1-3 (/dump/download/service).

[image: image90]
Figure 2.21.1-3  Downloading Dump Files to the Maintenance PC (Level 1 Only)
When you are requested by your system administrator to download all the dump files including level 4 to the maintenance PC, download the files under the folder shown in Figure 2.21.1-4 (/dump/download/all).
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Figure 2.21.1-4  Downloading Dump Files to the Maintenance PC (All Levels)
NOTE:
When you collect dumps, a folder is created with the date you collected them. Therefore, add the -r option to the command and download the entire folder.
(5)
After you complete downloading dump files, check whether all the dump files are downloaded to the maintenance PC.
Check the file names and sizes of the dump files that are downloaded to the maintenance PC as follows and make sure the file names and sizes are consistent:
- When you downloaded the dump files under “/dump/download/service/dump_YYYYMMDDhhmmss”, execute “ls -lL -k /dump/download/service/dump_YYYYMMDDhhmmss” as shown in Figure 2.21.1-5.
- When you downloaded the dump files under “/dump/download/all/dump_YYYYMMDDhhmmss”, execute “ls -lL -k /dump/download/all/dump_YYYYMMDDhhmmss”.
If you downloaded only the level 1 dump files, check with the system administrator to check whether the dump files of level 4 are already downloaded. If the system administrator answers he/she has not downloaded the files yet, request him/her to do so or acquire permission from the system administrator to download all the dump files to the maintenance PC yourself by referring to step (4).
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Figure 2.21.1-5  Dump File Confirmation (When checking with “/dump/download/service/dump_YYYYMMDDhhmmss”)

(6)
Use the dumpdel command to delete all the dump files as shown in Figure 2.21.1.1-6. For details about how to delete dumps, refer to Maintenance Tool “2.21.2 Deleting dumps (dumpdel)” (MNTT 02-1440).
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Figure 2.21.1-6  Deleting Dump Files After They are Downloaded
2.21.2
Deleting dumps (dumpdel)
The command deletes all dump files. Note that if the OS version is later than2.2.1-XX and if there are unconverted dump files after the dump file deletion, execute the dump file conversion for the dump files. However, only the deletion of the dump files is executed in the case of the maintenance mode.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
NOTE:
You must acquire all dump files before you execute this command.
2.21.2.1

Command line
This command uses the following command lines.
(
To delete dump files:
dumpdel [-y]
(
To display the command format on the standard output:
dumpdel -h
Table 2.21.2.1-1 shows the description of each option.
Table 2.21.2.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-y
	Specify this option to inhibit the output of the confirmation message.
	Do not execute this option unless other wide instructed to do so.

	2
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.21.2.2
Execution procedure
This subsection describes the procedure for executing the dumpdel command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Check whether all the dump files are downloaded to the maintenance PC. To check whether the files are downloaded, check the file names and sizes that they are consistent. If the files are not downloaded yet, refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240) and transfer all the dump files.
(3)
Execute the dumpdel command in accordance with “Figure 2.21.2.2-1 Example of Executing dumpdel”.
If a message ID is displayed, refer to Maintenance Tool “2.21.2.3 Command termination messages and action to be taken” (MNTT 02-1460).
Perform a propter action and execute the command again.
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Figure 2.21.2.2-1  Execution Example of the dumpdel Command
(4)
When you perform step (3), the confirmation message (KAQM38004-Q) shown in Figure 2.21.2.2-2 is displayed. Enter y. Dump files will be deleted.
When you enter n, the deletion will be canceled.
At this step, if the OS version is 2.2.1-XX or later and if there are unconverted dump files at this time, a message is displayed as in Figure 2.21.2.2-3, if the OS version is 3.0.1-XX or later and if there are unconverted dump files at this time, a message is displayed as in Figure 2.21.2.2-4 and the latest dump file is created.
After the dump file creation, proceed to (5). In other cases than the above, perform (7).
If a message ID is displayed, refer to Maintenance Tool “2.21.2.3 Command termination messages and action to be taken” (MNTT 02-1460).
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
Take appropriate action and perform step (3) and later again.
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Figure 2.21.2.2-2  Confirmation Message (KAQM38004-Q) 
to be Displayed When dumpdel Is Executed
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Figure 2.21.2.2-3  Confirmation Message (Dump file creation) 
to be Displayed When dumpdel Is Executed
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Figure 2.21.2.2-4  Confirmation Message (Dump file creation) 
to be Displayed When dumpdel Is Executed
(5)
After executing (4), a dump file is created in the background. The completion of the dump file creation can be confirmed by displaying the SIM message of “KAQK39528-I Processing to convert dump files ended.” (in the case the OS version is earlier than 3.1.0-XX) or “KAQK39539-I Conversion processing ended successfully for all the dump files” (in the case the OS version is 3.1.0-XX or later). For the SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
(6)
After collecting the created dump files, retry the operation from (2). For the method to collect dump file, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).
(7)
Execute the ls command to check whether the files under “/dump/download/service/” and “/dump/download/all/” are deleted.
2.21.2.3
Command termination messages and action to be taken
When you execute the dumpdel command, messages might be displayed. Table 2.21.2.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.21.2.3-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM38004-Q
	Do you want to delete all dump files?  (y/n)
	Do you want to delete all the converted dump files?
	If you want to delete the files, enter “y”. If you want to cancel the processing, enter “n”. 

	6
	KAQM38021-I
	Dump files will now be converted. Conversion will take time.
	Because there are unconverted dump files, the dump file conversion is executed.
(Different message is displayed if the OS version is before it than 3.0.1-XX.)
	(


2.21.3
Confirm the existence of unconverted dump file (dumpcheck)

This command checks if there are unconverted dump files or not. This command is available to execute only in the maintenance mode.
NOTE:
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.21.3.1

Command line
This command uses the following command lines.
(
To confirm the existence of unconverted dump file:
dumpcheck
(
To display the command format on the standard output:
dumpcheck -h
Table 2.21.3.1-1 shows the description of each option.
Table 2.21.3.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.21.3.2

Output format
The output format for the licenselist command execution is shown in Figure 2.31.2-1 “Output Format for dumpcheck Command”.
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Figure 2.21.3.2-1  Output Format for dumpcheck Command

Table 2.21.3.2-1 describes the details about the items in “Figure 2.21.3.2-1 Output Format for dumpcheck Command”

Table 2.21.3.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[existence or not existence of

dump files]
	Exist
:
There are dump files.

Not exist
:
There are no dump files.

	2
	[number of unconverted dump files]
	Displays the number of unconverted dump files.

0 is displayed if no unconverted dump file exists.


2.21.3.3

Execution procedure
This subsection describes the procedure for executing the dumpcheck command.
(1)
Start the node to be operated in the maintenance mode. To start in the maintenance mode, refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”.
(1-1)
In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Confirm if there are converted dump file or not, and when they exist, collect the dump files. Refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420), and execute from the step (3).
(4)
Execute dumpcheck command. If the OS version is earlier than 3.1.0-XX and there are unconverted dump files, Figure 2.21.3.3-1 is displayed. If there are no unconverted dump files, Figure 2.21.3.3-2 is displayed.
If the OS version is 3.1.0-XX or later and there are unconverted dump files, Figure 2.21.3.3-3 is displayed. If there are no unconverted dump files, Figure 2.21.3.3-4 is displayed.
When a message ID is displayed, take measures with reference to Maintenance Tool “2.21.3.4 Command termination messages and action to be taken” (MNTT 02-1463).
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
After completing the measures, retry the operation.
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Figure 2.21.3.3-1  Execution Example of the dumpcheck Command
(When the OS version is earlier than 3.1.0-XX and there are unconverted dump files)
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Figure 2.21.3.3-2  Execution Example of the dumpcheck Command
(When the OS version is earlier than 3.1.0-XX and there are no unconverted dump files)
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Figure 2.21.3.3-3  Execution Example of the dumpcheck Command
(When the OS version is 3.1.0-XX or later and there are unconverted dump files)


[image: image102]
Figure 2.21.3.3-4  Execution Example of the dumpcheck Command
(When the OS version is 3.1.0-XX or later and there are no unconverted dump files)

(5)
If there are unconverted dump files, convert the dump files. For the details of dump file conversion, refer to Maintenance Tool “2.21.4 Converting dump file (dumpconvert)” (MNTT 02-1464).
If there are no unconverted dump files, terminate the maintenance mode. For the details of terminating maintenance mode, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.
(6)
In the single node configuration, the LAN Cable re-connection may be needed after terminating maintenance mode.
For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
2.21.3.4

Command termination messages and action to be taken
When you execute the dumpcheck command, a message might be displayed. Table 2.21.3.4-1 lists the action to be taken for each message ID.
Table 2.21.3.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.21.4
Converting dump file (dumpconvert)

This command converts the unconverted dump files. This is available to execute in the maintenance mode.
NOTE:
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.21.4.1

Command line
This command uses the following command lines.
(
To convert the dump file:
dumpconvert
(
To display the command format on the standard output:
dumpconvert -h
Table 2.21.4.1-1 shows the description of each option.
Table 2.21.4.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.21.4.2

Execution procedure

This subsection describes the procedure for executing the dumpconvert command.
If the OS version is earlier than 3.1.0-XX, refer to “(1) In case the OS version is earlier than 3.1.0-XX”, if the OS version is 3.1.0-XX or later, refer to Maintenance Tool “2.21.4.2 (2) In case the OS version is 3.1.0-XX or later” (MNTT 02-1465A).
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
(1)
In case the OS version is earlier than 3.1.0-XX
(a)
Start a node to be operated in maintenance mode. To start in the maintenance mode, refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”.

This procedure is unnecessary if the maintenance mode is already started.
(b)
In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. 
Refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(c)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(d)
Execute dumpconvert command as shown in Figure 2.21.4.2-1. Unconverted dump files are converted. While executing dump conversion, “.”(dot) is displayed. And a prompt is returned after completed the dump file conversion.
When the message ID is displayed, take measures with reference to Maintenance Tool “2.21.4.3 Command termination messages and action to be taken” (MNTT 02-1466).
After completing the measures, retry the operation.
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Figure 2.21.4.2-1  Execution Example of the dumpconvert command

Also, Table 2.21.4.2-1 shows average processing time for dump file conversion as a guide. Note that actual process might take longer than this.
Table 2.21.4.2-1  Average processing time for dump file conversion as a guide
	#
	Deployment memory
	Configuration
	Dump file making completion time as a guide

	1
	12GB
	Single node
	10 to 12 minutes

	2
	6GB
	Cluster node
	3 to 5 minutes

	3
	12GB
	
	6 to 10 minutes


(e)
Collect the dump files that are converted at step (d). Refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420), and execute the procedure from (3).

(f)
Terminate the maintenance mode. For the details of maintenance termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.

(g)
In the single node configuration, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(2)
In case the OS version is 3.1.0-XX or later

When the OS version is 3.1.0-XX or later, the results of conversion of the Physical node is output as shown in Figure 2.21.4.2-2.
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Figure 2.21.4.2-2  dumpconvert Output Contents
Table 2.21.4.2-2 shows the dumpconvert output contents of Figure 2.21.4.2-2.

Table 2.21.4.2-2  Contents of the output format
	No.
	Item
	Contents

	1
	Processing result code
	Displays the code indicating the result of dump conversion processing.
The processing result codes are shown in Table 2.21.4.2-3.

	2
	Date and time of conversion
	Displays the date and time when dump processing is executed.
Display format : YYYYMMDDhhmmss (year, month, day, hour, minute, and second)


Table 2.21.4.2-3  Processing result codes and handling in the Physical node
	No.
	Processing result code
	Contents
	Handling

	1
	0
	Normally terminated
	(

	2
	2
	Conversion processing is inhibited because there are dump files which are converted and not downloaded.
	Collect and delete the converted dump files, and then retry the operation. For the method of dump file collection, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	3
	4
	Normal conversion failed but forced conversion succeeded.
	Acquire permission from the system administrator and collect dump files of level 3 and 4.

For the details of method for collecting dump files, refer to Maintenance Tool Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	4
	5
	Forced conversion failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	6
	Memory image acquisition processing of the Virtual Server is being executed.
	After waiting for a while, check whether converted dump files are created or not, and collect the dump files if created.

For the method to collect dump files, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	6
	7
	Conversion processing is inhibited because of insufficient free capacity.
	Collect and delete the converted dump files, and then retry the operation. For the method of dump file collection, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	7
	99
	Other types of internal errors
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


This page is for editorial purpose only.
(a)
Start a node to be operated in maintenance mode. To start in the maintenance mode, refer to “Set Up ‘6.3 Maintenance Mode’ (SETUP 06-0050)”.

This procedure is unnecessary if the maintenance mode is already started.
(b)
In the single node configuration, the port position to be connected LAN cable of maintenance PC will be changed after starting up with the maintenance mode. 
For details , refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
(c)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(d)
Execute dumpconvert command as shown in Figure 2.21.4.2-3. Unconverted dump files are converted. While executing dump conversion, “.”(dot) is displayed. And a result code is returned after completed the dump file conversion of the Physical node.
When the result code is other than “0”, take measures with reference to Figure 2.21.4.2-2 or Figure 2.21.4.2-3.
Conversion is executed same times as the number outputted by dumpcheck command. For dumpcheck command, refer to Maintenance Tool “2.21.3 Confirm the existence of unconverted dump file (dumpcheck)” (MNTT 02-1461).
When the message ID is displayed, take measures with reference to Maintenance Tool “2.21.4.3 Command termination messages and action to be taken” (MNTT 02-1466).
After completing the measures, retry the operation.
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Figure 2.21.4.2-3  Execution Example of the dumpconvert Command

Also, Table 2.21.4.2-5 shows average processing time for dump file conversion as a guide. Note that actual process might take longer than this.
Table 2.21.4.2-5  Average processing time for dump file conversion as a guide
	#
	Deployment memory
	Configuration
	Dump file making completion time as a guide

	1
	6GB
	Single node
	5 to 8 minutes

	2
	12GB
	
	10 to 12 minutes

	3
	16GB
	
	12 to 20 minutes

	4
	6GB
	Cluster node
	3 to 5 minutes

	5
	12GB
	
	6 to 10 minutes

	6
	16GB
	
	9 to 15 minutes


(e)
Collect the dump files that are converted at step (d). Refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420), and execute the procedure from (3).

(f)
Terminate the maintenance mode. For the details of maintenance termination, refer to “Set Up ‘6.3.3 Maintenance mode termination’ (SETUP 06-0090)”.

(g)
In the single node configuration, the LAN Cable re-connection may be needed after terminating maintenance mode. For detail, refer to “Set Up ‘6.3.4 Port Notation when using maintenance mode’ (SETUP 06-0100)”.
2.21.4.3

Command termination messages and action to be taken
When you execute the dumpconvert command, a message might be displayed. Table 2.21.4.3-1 lists the action to be taken for each message ID.
Table 2.21.4.3-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM38022-E
	Dump file conversion was suppressed because converted dump files exist.
	Dump file conversion was inhibited because converted dump files exist.
	Collect and delete the converted dump files, and then retry the operation. For the method of dump file collection, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	5
	KAQM38023-E
	Unconvert dump files does not exist.
	Unconvert dump files does not exist.
	Check if there are converted dump files or not. If there are, collect the dump file. For the method to collect dump files, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	6
	KAQM38024-E
	The dump files are already being converted.
	The dump files are already being converted.
	Wait for a while, and make sure that the dump file conversion is completed. For the method to collect dump files, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).

	7
	KAQM38025-E
	Dump file conversion has failed.
	Dump file conversion has failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM38026-W
	Forced conversion of the dump files is complete.
	Forced conversion of the dump files is complete.
	Collect and delete the converted dump files, and then retry the operation. For the method of dump file collection, refer to Maintenance Tool “2.21.1 Collecting dump files” (MNTT 02-1420).


2.22
Collecting the BMC System Event Log (bmcselget)
The command collects the system event log (SEL) of the BMC in the failed node from the normal node.
NOTE:(
Do not use this command to collect the system event log unless otherwise instructed to do so.
(
This is not supported in the single node configuration.

2.22.1
Command line
This command uses the following command lines.
(
To collect the BMC SEL:
bmcselget
(
To display the command format on the standard output:
bmcselget -h
Table 2.22.1-1 shows the description of each option.
Table 2.22.1-1  Description of the Option
	No.
	Option
	Description
	Remark

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.22.2
Execution procedure
This subsection describes the procedure for executing the bmcselget command.
(1)
Log in to the node different from the node that the target to acquire SEL via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the bmcselget command as shown in “Figure 2.22.2-1 Example of Executing bmcselget”.
If a message ID is displayed, refer to Maintenance Tool “2.22.3 Command termination messages and action to be taken” (MNTT 02-1490).
Perform a propter action and execute the command again.
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Figure 2.22.2-1  Execution Example of the bmcselget Command
(3)
As shown in Figure 2.22.2-2, execute a file transfer command on the command prompt of the maintenance PC to download the SEL collected in step (2). Because the files are transferred to the home directory for maintenance personnel (/home/service), you only need to specify the file names.
For details about file transfer, refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240).
The following figure shows an example of using pscp.

[image: image107]
Figure 2.22.2-2  Downloading the SEL to the Maintenance PC
The format of the SEL to be collected is as follows:

sel_service-tag-ID-of-execution-node_YYYYMMDDhhmmss.log

YYYYYMMDDhhmmss: Year, month, day, hour, minute, and second
(4)
As shown in Figure 2.22.2-3, delete the SEL downloaded in step (3).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.22.2-3  Deleting the downloaded Files
2.22.3
Command termination messages and action to be taken
When you execute the bmcselget command, messages might be displayed. Table 2.22.3-1 lists the action to be taken for each message ID.
Table 2.22.3-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM38005-E
	An attempt to execute the ipmitool command failed. (ipmitool error message = <ipmitool error message>)
	Execution of ipmitool failed.
	Take appropriate action according to the error message for ipmitool.

	6
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.23
Controlling FC Paths (fpctl)
The command performs the following:
(
Sets/Displays “Enable/Disable” of automatic online switching of paths.
(
Sets/Displays “Enable/Disable” of load balancing function.
(
Sets and displays the interval of path health checking.
NOTE:(
Do not use this command to control FC paths unless otherwise instructed to do so.
(
This command is not supported in the single node configuration not connected to the disk array subsystem.

2.23.1
Command line
This command uses the following command lines. Select the command line to use depending on the maintenance requirement.
(
To enable/disable automatic online switching of paths:
fpctl -e auto-online [--on | --off]
(
To enable/disable load balancing function:
fpctl -e load-balance [--on [--type {exlio|rr|exrr}]| --off] [-y]
(
To set/display the interval of path health checking:
fpctl -e health-check-interval [time]
(
To display the command format on the standard output:
fpctl –h
Table 2.23.1-1 describes the options.
Table 2.23.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-e
	The following functions can be specified.

- Setting and displaying automatic online switching.

auto-online

- Setting and displaying the load balancing function.

load-balance

- Setting and displaying the intervals of path health checking.

health-check-interval
	When specifying only this option, the current setting value is displayed.
Automatic online switching: The default is “Off”.

Load Balancing function: The default is “On (extended lio)”.

Path health checking: The default is “30”, and the unit is “minute”.

	2
	--on | --off
	Specify a value for the automatic online function or the load balancing function specified at the –e option.
--When it is on, the function is enabled.
--when it is off, the function is disabled.
	

	3
	--type { exlio|rr|exrr }
	Select an algorithm of load balancing.
	Minimum number of extended I/Os: exlio

Round robin: rr

Extended round robin: exrr

If you omit this option, the default setting (minimum number of extended I/Os) is selected.

	4
	-y
	Specify this option when you disable load balancing and inhibit the output of confirmation messages.
	Do not append this option unless otherwise instructed to do so.

	5
	[time]
	Specify an interval of path health checking in minutes. The unit is “minute”.
	You can specify a value in the range from 1 to 1440.

	6
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed when executing this option.


2.23.2
Execution procedure
This subsection describes the procedure for executing the fpctl command.
If you want to enable or disable automatic online switching of paths, refer to 2.23.2 (1) Enabling and disabling automatic online switching of paths.
If you want to enable or disable load balancing, refer to Maintenance Tool “2.23.2 (2) Setting enabling and disabling of load balancing function” (MNTT 02-1530).
If you want to specify the interval of path health checking, refer to Maintenance Tool “2.23.2 (3) Setting the interval of path health checking” (MNTT 02-1550).
If you want to display the current settings, refer to Maintenance Tool “2.23.2 (4) Displaying current settings” (MNTT 02-1560).
(1)
Enabling and disabling automatic online switching of paths
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
In accordance with “Figure 2.23.2-1 Example of Executing fpctl”, to enable automatic online switching of paths, add the “--on” option to the fpctl command. To disable automatic online switching, add the “--off” option to the command. Then execute the fpctl command.
If a message ID is displayed, refer to Maintenance Tool “2.23.3 Command termination messages and action to be taken” (MNTT 02-1580).
Perform a propter action and execute the command again.
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Figure 2.23.2-1  Execution Example of the fpctl Command
(c)
After you complete the settings, use the fpctl command to check the settings. For details about how to use the fpctl command to check the settings, refer to Maintenance Tool “2.23.2 (4) Displaying current settings” (MNTT 02-1560).
(2)
Setting enabling and disabling of load balancing function
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
In accordance with “Figure 2.23.2-2 execution example of fpctl command”, to enable load balancing, add the “--on” option to the fpctl command. To disable load balancing, add the “--off” option to the command. Then execute the fpctl command.
When you enable load balancing, specify its algorithm. If you do not specify an algorithm, the minimum number of extended I/Os is set by default.
If a message ID is displayed, refer to Maintenance Tool “2.23.3 Command termination messages and action to be taken” (MNTT 02-1580).
Perform a propter action and execute the command again.
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Figure 2.23.2-2  Execution Example of the fpctl Command
NOTE:
When you execute the command with the “-y” option, load balancing is disabled and no confirmation message is displayed. Do not add the “-y” option unless otherwise instructed to do so.
(c)
If you have enabled load balancing in step (b), perform step (d). If you have disabled load balancing, the confirmation message (KAQM32038-Q) shown in Figure 2.23.2-3 is displayed. Enter y to disable load balancing.
When you enter n, disabling of load balancing is canceled.
If a message ID is displayed, refer to Maintenance Tool “2.23.3 Command termination messages and action to be taken” (MNTT 02-1580).
Take appropriate action and perform step (b) and later again.

[image: image111]
Figure 2.23.2-3  Confirmation Message (KAQM32038-Q) 
to be Displayed When fpctl Is Executed
(d)
After you complete the settings, use the fpctl command to check the settings. For details about how to use the fpctl command to check the settings, refer to Maintenance Tool “2.23.2 (4) Displaying current settings” (MNTT 02-1560).
(3)
Setting the interval of path health checking
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
In accordance with “Figure 2.23.2-4 Example of Executing fpctl”, to set the interval of path health checking, specify the interval as the option and execute the fpctl command.
If a message ID is displayed, refer to Maintenance Tool “2.23.3 Command termination messages and action to be taken” (MNTT 02-1580).
Perform a propter action and execute the command again.
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Figure 2.23.2-4  Execution Example of the fpctl Command
(c)
After you complete the settings, use the fpctl command to check the settings. For details about how to use the fpctl command to check the settings, refer to Maintenance Tool “2.23.2 (4) Displaying current settings” (MNTT 02-1560).
(4)
Displaying current settings
The output format for the fpctl command execution is shown in Figure 2.23.2-5 “Output Format for fpctl Command”.
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Figure 2.23.2-5  Output Format for fpctl Command
Table 2.23.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[On/Off]
	[On] is displayed when the function is currently enabled.
[Off] is displayed when the function is currently disabled.

	2
	[(load-balancing-algorithm)]
	On (extended lio) :  Load balancing is enabled with the minimum number of extended I/Os as the algorithm.
On (round-robin) : Load balancing is enabled with round robin as the algorithm.
On (extended round-robin): Load balancing is enabled with extended round robin as the algorithm.

	3
	[time]
	Displays the current interval of path health checking. The unit is “minute”.


Execute the fpctl command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpctl command in accordance with Figure 2.23.2-6. The current setting information is displayed.
If a message ID is displayed, refer to Maintenance Tool “2.23.3 Command termination messages and action to be taken” (MNTT 02-1580).

Perform a propter action and execute the command again.
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Figure 2.23.2-6  Execution Example of the fpctl Command
2.23.3
Command termination messages and action to be taken
When you execute the fpctl command, messages might be displayed. Table 2.23.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.23.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>)..
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	4
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	6
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	7
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


Table 2.23.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM32017-E
	An attempt to set the environment of the FC path has failed.
	An attempt to configure the environment setting of the FC paths failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM32018-E
	An attempt to acquire information about the environment settings of the FC path has failed.
	An attempt to acquire the environment settings of FC paths failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM32038-Q
	Performance might decrease when the load-balance function is disabled. Do you still want to change the setting? (y/n)
	Performance might degrade if you disable the load balancing. Do you want to change the setting?
	To change the setting, enter “y”. To cancel, enter “n”.

	11
	KAQM32039-E
	A system error occurred.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	12
	KAQM32042-E
	The value specified for the path health check interval is outside the valid range. (path health check interval = <path health check interval>)
	The specified interval of path health checking is outside the range.
	Specify the interval of path health checking in the range from 1 to 1440 and execute the command again.


2.24
Checking the HBA Firmware Version (fchbafwlist)
The command displays the version information of the installed Fibre Channel HBA firmware for each port.
NOTE:(
This command is not supported in the single node configuration not connected to the disk array subsystem.

(
This command is not supported in the configuration in which different types of HBAs are used on a single device.

2.24.1
Command line
This command uses the following command lines.
(
To check the firmware version:
fchbafwlist
(
To display the command format on the standard output:
fchbafwlist -h
Table 2.24.1-1 shows the description of each option.
Table 2.24.1-1  Description of the Option
	No.
	Option
	Description
	Remark

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.24.2
Output format
The output format for the fchbafwlist command execution is shown in Figure 2.24.2-1 “Output Format for fchbafwlist Command”.

[image: image115]
Figure 2.24.2-1  Output Format for fchbafwlist Command
Table 2.24.2-1 describes the details about the items in “Figure 2.24.2-1 Output Format for fchbafwlist Command”.
Table 2.24.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[HBA type]
	Displays the type of the HBA being used.
In the case of Emulex HBA: Emulex
In the case of Hitachi HBA: Hitachi

	2
	[Portname]
	Displays the port name (WWPN) recognized by the driver.
Example: 10:00:00:00:c9:8d:b6:5a

	3
	[Version]
	Displays the version of the Fibre Channel HBA firmware.
e.g. (in the case of Emulex HBA): 1.11A5 (U3D1.11A5), sli-3
e.g. (in the case of Hitachi HBA): b1380456 (a 6-to-8-digit hexadecimal number. Alphabetical characters are displayed in lower-case letters)


2.24.3
Execution procedure
This subsection describes the procedure for executing the fchbafwlist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Examples of the fchbafwlist command execution are shown in Figure 2.24.3-1 and Figure 2.24.3-2.
When a message ID is displayed, refer to Maintenance Tool “2.24.4 Command termination messages and action to be taken” (MNTT 02-1620).
Perform a propter action and execute the command again.
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Figure 2.24.3-1  Execution Example of the fchbafwlist Command
(in the case of Emulex HBA)
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Figure 2.24.3-2  Execution Example of the fchbafwlist Command
(in the case of Hitachi HBA)

2.24.4
Command termination messages and action to be taken
When you execute the fchbafwlist command, messages might be displayed. Table 2.24.4-1 lists the action to be taken for each message ID.
Table 2.24.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	4
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM38010-E
	The firmware information could not be acquired.
	The firmware information could not be acquired.
	Check that HBA card is installed. When the OS version is 4.0.0-XX or later, you can confirm it by executing the fpioctl command. For detail of the fpioctl command , refer to Maintenance Tool “2.38 Configuring the FC Path I/O-Related Parameters (fpioctl)” (MNTT 02-2220.) If it is installed, execute the fchbafwlist command again. When the error occurs again, a failure might have occurred on the hardware. Execute “C.2.2 Determination Procedure when a Failure Occurred” to determine the failure.


2.25
Updating the HBA Firmware (fchbafwupdate)
The command uses the firmware file stored in the home directory for maintenance personnel (/home/service) to update the Fibre Channel HBA firmware.
NOTE:(
This command is not supported in the single node configuration not connected to the disk array subsystem.

(
This command is not supported in the configuration in which different types of HBAs are used on a single device.

(
Hitachi HBA needs rebooting of nodes after executing this command.
(
For the OS version 5.1.1-XX and later, the firmware update of Emulex HBA is not supported. Refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060) to verify the OS version.
2.25.1
Command line
This command uses the following command lines.
(
To update the firmware:
fchbafwupdate firmware-file-name
(
To display the command format on the standard output:
fchbafwupdate -h
Table 2.25.1-1 shows the description of each option.
Table 2.25.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	firmware-file-name
	Specify the file for updating the firmware.
	(

	2
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.25.2
Execution procedure
This subsection describes the procedure for executing the fchbafwupdate command.
NOTE:(
Obtain the firmware update file and store it on the maintenance PC in advance.
(
Refer to Maintenance Tool “2.40 Checking the Installation Status of External Programs (externalpgmlist)” (MNTT 02-2330) and check whether HBAnyware is installed. If HBAnywhere is not installed, refer to Maintenance Tool “2.39 Installing an External Program (externalpgminst)” (MNTT 02-2290), install HBAnywhere, and execute the command.
The procedures vary by the Emulex HBA or Hitachi HBA.
When it is unclear that one is either one of the FC-HBAs, execute the fchbafwlist command to confirm the type of the FC-HBA.
For the fchbafwlist command, refer to Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600).
The Emulex HBA goes to the procedure (1) and Hitachi HBA goes to the procedure (2).

(1)
Firmware update procedure for the Emulex HBA

(a)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.25.2-1 to upload the firmware file to the home directory for maintenance personnel (/home/service).
For details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
The following figure shows an example of using pscp.
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Figure 2.25.2-1  Uploading the Firmware File to the Home Directory 
for Maintenance Personnel
(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(c)
Execute the fchbafwlist command to confirm the current firmware version.
For details about the fchbafwlist command, refer to Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600).
(d)
In accordance with “Figure 2.25.2-2 Example of Executing fchbafwupdate”, add the name of the file uploaded in step (a) to the fchbafwupdate command as the option and execute the command.
If a message ID is displayed, refer to Maintenance Tool “2.25.3 Command termination messages and action to be taken” (MNTT 02-1650).
After you complete the action, perform step (1) and later again.
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Figure 2.25.2-2  Execution Example of the fchbafwupdate Command

(e)
After updating is completed, execute the fchbafwlist command to confirm the current firmware version.
When the version after the update can be known by an explanation document etc., confirm if the version matches.
When the version is unknown, confirm that the version is different from the firmware version checked in the procedure (c).
For details about the fchbafwlist command, refer to Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600).
(f)
As shown in Figure 2.25.2-3, delete the firmware file uploaded in step (1).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.25.2-3  Deleting the Uploaded File
(2)
Firmware update procedure for the Hitachi HBA

(a)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.25.2-4 to upload the firmware file to the home directory for maintenance personnel (/home/service).
For details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
The following figure shows an example of using pscp.
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Figure 2.25.2-4  Uploading the Firmware File to the Home Directory 
for Maintenance Personnel

(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(c)
Execute the fchbafwlist command to confirm the current firmware version.
For details about the fchbafwlist command, refer to Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600).

(d)
In accordance with “Figure 2.25.2-2 Example of Executing fchbafwupdate”, add the name of the file uploaded in step (a) to the fchbafwupdate command as the option and execute the command.
If a message ID is displayed, refer to Maintenance Tool “2.25.3 Command termination messages and action to be taken” (MNTT 02-1650).
After you complete the action, perform step (a) and later again.
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Figure 2.25.2-5  Execution Example of the fchbafwupdate Command

(e)
Reboot the OS. For rebooting, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).

(f)
After rebooting the OS, log in to the execution node by ssh from the Maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(g)
After updating is completed, execute the fchbafwlist command to confirm the current firmware version.
When the version after the update can be known by an explanation document etc., confirm if the version matches.
When the version is unknown, confirm that the version is different from the firmware version checked in the procedure (c).
For details about the fchbafwlist command, refer to Maintenance Tool “2.24 Checking the HBA Firmware Version (fchbafwlist)” (MNTT 02-1600).

(h)
As shown in Figure 2.25.2-6, delete the firmware file uploaded in step (a).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.25.2-6  Deleting the Uploaded File

2.25.3
Command termination messages and action to be taken
When you execute the fchbafwupdate command, messages might be displayed. Table 2.25.3-1 lists the action to be taken for each message ID.
Table 2.25.3-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	2
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	3
	KAQM14165-E
	The specified file does not exist in the home directory. (file name = <file-name>)
	The specified file does not exist in the home directory. 
	Upload the file to the home directory (/home/service) and execute the command again.
If the same error occurs when you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM38002-E
	An attempt to update a firmware failed.
	The firmware update failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	

	7
	KAQM38010-E
	The firmware information could not be acquired.
	The firmware information could not be acquired.
	Check that HBA card is installed. When the OS version is 4.0.0-XX or later, you can confirm it by executing the fpioctl command. For detail of the fpioctl command , refer to Maintenance Tool “2.38 Configuring the FC Path I/O-Related Parameters (fpioctl)” (MNTT 02-2220.) If it is installed, execute the fchbafwlist command again. When the error occurs again, a failure might have occurred on the hardware. Execute “C.2.2 Determination Procedure when a Failure Occurred” to determine the failure.

	8
	KAQM38011-E
	The program HBAnywhere, which is required for the firmware update, is not installed.
	The program HBAnywhere, which is required for the firmware update, is not installed.
	Install the program required for updating the firmware (HBAnywhere) and execute the command again.
For details, refer to Maintenance Tool “2.39 Installing an External Program (externalpgminst)” (MNTT 02-2290). 


2.26
Deleting the Specified File (rmfile)
The command deletes the specified file. The command can delete the files that are directly under the home directory for maintenance personnel (/home/service).
Use this command to delete the files that are mistakenly uploaded to the home directory for maintenance personnel or delete specific files according to instructions.
2.26.1
Command line
This command uses the following command lines.
(
To delete a file:
rmfile [-y] [--] file-name
(
To display the command format on the standard output:
rmfile -h
Table 2.26.1-1 describes the options.
Table 2.26.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-- (omissible)
	Add this option before the file name when the file name begins with “-”. Note that even if you add this option before the file name that does not begin with “-”, the file is deleted.
	(

	2
	file-name
	Specify the name of the target file directly under the home directory for maintenance personnel (/home/service).
	If the file name contains a space, enclose the file name between double quotation marks (““) when you specify it.
You cannot specify full paths and relative paths.
In addition, you cannot specify a character string containing (/), (|), (*), (?), (<), (>), (\), (:) and (“), and a character string consisting only of (.) or (..).

	3
	-y
	Delete the specified file without outputting the confirmation message of whether to delete the file or not.
	Do not execute this option unless other wide instructed to do so.

	4
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.26.2
Execution procedure
This subsection describes the procedure for executing the rmfile command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
In accordance with “Figure 2.26.2-1 Example of Executing rmfile”, specify the file to be deleted and execute the rmfile command.
If a message ID is displayed, refer to Maintenance Tool “2.26.3 Command termination messages and action to be taken” (MNTT 02-1680).
Perform a propter action and execute the command again.
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Figure 2.26.2-1  Execution Example of the rmfile Command
NOTE:
You must specify the target file name correctly.
(3)
When step (2) is executed, a confirmation message is displayed in Figure 2.26.2-2 “Confirmation Message (KAQM16173-Q) to be Displayed when rmfile is Executed”. Enter “y” to start execution. File deletion process is executed.

To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.26.3 Command termination messages and action to be taken” (MNTT 02-1680).
Repeat the procedure from the step (2) after completing the action.
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Figure 2.26.2-2  Confirmation Message (KAQM16173-Q) 
to be Displayed when rmfile is Executed
(4)
Execute the ls command and confirm that the specified file is deleted.
2.26.3
Command termination messages and action to be taken
When you execute the rmfile command, messages might be displayed. Table 2.26.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.26.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	3
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	4
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	5
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


Table 2.26.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM16095-E
	A character that cannot be used for the specified file is entered.
	The specified file name is invalid.
	Check the file name and execute the command again.

	6
	KAQM16099-E
	The specified file does not exist in the home directory. (file name = <file name>)
	The specified file does not exist in the home directory.
	Check whether the specified file exists in the home directory.

	7
	KAQM16100-E
	The specified file cannot be deleted because it is a directory. (file name = <file name>)
	The specified file name is a directory, not a file.
	Specify a valid file name and execute the command again.

	8
	KAQM16101-E
	The specified file cannot be deleted because it is a system file. (file name = <file name>)
	The specified file name indicates a system file and the file cannot be deleted.
	

	9
	KAQM16041-E
	An attempt to execute the command (<command>) failed.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM16173-Q
	Do you want to delete the specified file? (y/n)
	Do you want to delete the specified file? (y/n)
	If you want to delete the file, enter “y”. If you want to cancel the processing, enter “n”.


2.27
Starting the OS of the Other Side Node (nasboot)
The command starts the OS of the other side node. You can execute this command after a cluster is created.
NOTE:
This is not supported in the single node configuration.
2.27.1
Command line
This command uses the following command lines.
(
To start the OS of the other side node:
nasboot
(
To display the command format on the standard output:
nasboot -h
Table 2.27.1-1 describes the option.
Table 2.27.1-1  Description of the Option
	No.
	Option
	Description
	Remark

	1
	-h
	Specify this option to output the command format to the standard output.
	KAQM25301-I is displayed at the execution time.


2.27.2
Execution procedure
This subsection describes the procedure for executing the nasboot command.
(1)
Check whether the OS of the other side node is terminated. To check, request the system administrator to check whether the OS on the other side node is terminated, whether the power indicator on the other side node is turned off, or execute peerstatus command from this side node, and see if the node status is [OFF].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
(2)
Log in to the node different from the node that starts via ssh from the maintenance PC. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
Confirm that you log in to the correct node. To starts node 0, log in to node 1. To starts node 1, log in to node 0.
To check which node you are logged into, execute the clstatus command. The first node that is displayed is the node you are currently logged into. For details about clstatus, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(3)
Execute the nasboot command in accordance with “Figure 2.27.2-1 Example of Executing nasboot”.
If a message ID is displayed, refer to Maintenance Tool “2.27.3 Command termination messages and action to be taken” (MNTT 02-1720) and take appropriate action.
After you complete the action, perform step (1) and later again.
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Figure 2.27.2-1  Execution Example of the nasboot Command
(4)
Request the system administrator to check whether the OS is started or execute peerstatus command from the other side node to check whether the node status is [BOOT COMPLETE].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
NOTE:
This command does not check whether the OS is successfully started. After you execute the command, confirm that you check whether the OS is started.
2.27.3
Command termination messages and action to be taken
When you execute the nasboot command, messages might be displayed. Table 2.27.3-1 lists the action to be taken for each message ID.
Table 2.27.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	2
	KAQM14150-E
	An error occurred in the system.
	The processing for determining the execution environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM25301-I
	Usage:<command-syntax>
	Output of the command format.
	(

	4
	KAQM25304-E
	There is an error in the specification of an option or parameter (<option or parameter>).
	A parameter or an option is incorrect.
	Specify the correct option or parameter, and execute the command again.

	5
	KAQM25399-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.27.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	6
	KAQM25416-E
	The OS cannot be started because communication with BMC on the other node in the cluster cannot be established.
	The OS cannot be started because the communication with the BMC in the other node in the cluster cannot be established.
	In the case of the BMC and Management SW connection configuration, check whether the Management port and the BMC port belong to the same network segment.

If the two ports belong to different network segments, make changes so they belong to the same network segment.

In the case of the BMC direct connection configuration, check whether the Management port and the BMC port belong to the different network segment.

If the two ports belong to the same network segments, make changes so they belong to the different network segment.
To change the network segment of the Management port, refer to Maintenance Tool “2.12 Setting the Management Port Information (ownmngifedit)” (MNTT 02-0840).

To change the network segment of the BMC port, refer to Maintenance Tool “2.18 Setting BMC LAN Information (bmcctl)” (MNTT 02-1210).

If the network segment settings are correct for each configuration, check whether a failure occurred in the network. If a failure has occurred, correct it and execute the command again.


2.28
Terminating the OS of This Side Node (nasshutdown)
The command terminates the OS of this side node.
2.28.1
Command line
This command uses the following command lines.
(
To terminate the OS:
nasshutdown [-f] [-q] [--force]
(
To display the command format on the standard output:
nasshutdown -h
Table 2.28.1-1 describes the options.
Table 2.28.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-f
	Specify this option to inhibit the output of confirmation messages.
	Do not add these options unless otherwise instructed to do so.

	2
	-q
	Specify this option to inhibit the output to the standard output and standard error output.
	

	3
	--force
	Stop the OS forcibly.
However, it ends in an error when the clstatus command recognizes that “the status of this side node is UP” and “the status of the other side node is other than UP”.
	For details about how to check node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

Specifying of this option is ignored in the single node configuration.
Do not add this option unless otherwise instructed to do so.

	4
	-h
	Specify this option to output the command format to the standard output.
	KAQM25301-I is displayed at the execution time.


2.28.2
Execution procedure
This subsection describes the procedure for executing the nasshutdown command.
NOTE:(
Confirm with the system administrator in advance whether the operation is performed in the Physical node. If it cannot be confirmed, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine the operational method.
(
If a cluster is configured, request the system administrator to perform failover the resource group of the node to be stopped its OS, and to set the “Node Status” of the node to be stopped its OS to INACTIVE (stopping node).
For the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”, and for the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute this operation. For the execution procedure, 
refer to Maintenance Tool “3.1 Failover and Node Termination to Execute the OS stop or the OS reboot” (MNTT 03-0000).
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
In the cluster configuration, confirm that you log in to the correct node. To check which node you are logged into, execute the clstatus command. The first node that is displayed is the node you are currently logged into. For details about clstatus, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(2)
In the cluster configuration, execute the clstatus command and check the status of the node with the OS you want to terminate. Check whether the node status is INACTIVE.
For details about how to check node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
NOTE:
Step (2) is not necessary when no cluster is created and in the single node configuration.
(3)
Execute the nasshutdown command in accordance with “Figure 2.28.2-1 Example of Executing nasshutdown”.
If a message ID is displayed, refer to Maintenance Tool “2.28.3 Command termination messages and action to be taken” (MNTT 02-1770).
Take appropriate action and perform step (2) and later again.
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Figure 2.28.2-1  Execution Example of the nasshutdown Command
NOTE:
Use the “--force” option only when you are instructed to forcibly terminate the OS while the cluster is running.
(4)
When you perform step (3), the confirmation message (KAQM25413-Q) shown in Figure 2.28.2-2 is displayed. Enter y to terminate the OS.
When you enter n, the processing is canceled.
If a message ID is displayed, refer to Maintenance Tool “2.28.3 Command termination messages and action to be taken” (MNTT 02-1770).
Take appropriate action and perform step (2) and later again.

[image: image128]
Figure 2.28.2-2  Confirmation Message (KAQM25413-Q) 
to be Displayed When nasshutdown Is Executed
NOTE:
When you execute the command with the “-f” option, the OS is terminated without displaying the confirmation message. Do not add the “-f” option unless otherwise instructed to do so.
(5)
Check whether the OS is completely terminated. To check, see if the power indicator on the execution node is turned off or if it is in the cluster configuration, execute the peerstatus command from the other side node to check whether the node status is [OFF].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
NOTE:
If it takes more than ten minutes to stop the OS, refer to “Installation ‘2.1.2.3 Terminating the OS forcibly by using the power button’ (INST 02-0090)”, and forcibly stop the OS.
However, perform the forcible stop of the OS only when it is instructed by the Technical Support Center.
(6)
When you executed the command with the “--force” option in step (3), request the system administrator to check whether the resource groups failed over to the other side node or execute the clstatus command.
For details about the clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.28.3
Command termination messages and action to be taken
When you execute the nasshutdown command, messages might be displayed. Table 2.28.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.28.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14150-E
	An error occurred in the system.
	The processing for determining the execution environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM25301-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM25304-E
	There is an error in the specification of an option or parameter (<option or parameter>).
	A parameter or an option is incorrect.
	Specify the correct option or parameter, and execute the command again.

	4
	KAQM25306-E
	An attempt to execute the command has failed.
	An attempt to execute the command failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM25399-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM25402-E
	The OS cannot be stopped because an attempt to check the cluster status failed.
	The OS cannot be terminated because the cluster status is unknown.
	Check whether the execution node are stopped and execute the command again. For details about how to check whether the services are stopped, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
Only if you are instructed to ignore this error message and terminate the OS of the execution node, execute the command with the “--force” option.

	7
	KAQM25403-E
	The OS cannot be stopped because the node is running.
	The OS cannot be terminated because the node is running.
	Request the system administrator to stop the execution node and execute the command again. For details about how to check whether the services are stopped, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
Only if you are instructed to ignore this error message and terminate the OS of the execution node, execute the command with the “--force” option.


Table 2.28.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM25404-E
	The node has not stopped. Also, the OS cannot be stopped because a failover cannot be performed.
	The OS cannot be terminated because the node is running or the other side node is not running.
	Request the system administrator to stop this side node, or start the services on the other node in the cluster and stop the services on the target node. Then execute the command again.

	9
	KAQM25413-Q
	Do you want to stop the OS? (y/n)
	Do you want to terminate the OS?
	If you want to terminate the OS, enter “y”. If you want to cancel the processing, enter “n”.

	10
	KAQM37477-W
	A read-write-content-sharing file system exists. Turn on the power for this node in the time frame before the storage period ends and before pruning of the data in the rwcs-system namespace starts. If you do not turn on the power in this time frame, all of the data on the file system will be restored from the HCP system and, as a result, access performance for end users might be degraded. (number of days in the storage period until pruning is performed = number_of_days_in_the_storage_period_until_pruning_is_performed)
	A read-write-content-sharing file system exists.
Turn on the power for this node in the time frame before the storage period ends and before pruning of the data in the rwcs-system namespace starts.

If you do not turn on the power in this time frame, all of the data on the file system will be restored from the HCP system and, as a result, access performance for end users might be degraded.
	* If this command is running in the maintenance operation procedure for the failure, no need to take action.
Ask a system administrator to turn on the power for the node in the time frame before the storage period ends and before pruning of the data in the rwcs-system namespace starts.

If the administrator does not turn on the power for the node in this timeframe, all of the data on the file system will be restored from the HCP system; as a result, access performance for end-users might be degraded.

	11
	KAQM37478-W
	The number of days in the storage period until the data in the rwcs-system namespace is pruned could not be confirmed. If a read-write-content-sharing file system exists, check with the HCP administrator regarding the number of days in the storage period until pruning is performed, and make sure to turn on the power for this node in the time frame before the storage period ends and before pruning of the data in the rwcs-system namespace starts. If you do not turn on the power in this time frame, all of the data on the file system will be restored from the HCP system and, as a result, access performance for end users might be degraded.
	The number of days in the storage period until the data in the rwcs-system namespace is pruned could not be confirmed.
	* If this command is running in the maintenance operation procedure for the failure or in the status that the cluster is not constructed, no need to take action.

Confirm with the system administrator whether the read-write-content-sharing file system exists.

If the read-write-content-sharing file system exists, confirm with the HCP administrator for the storage period until the rwcs-system namespace is pruned and ask the HCP administrator to turn on the power of the node within the storage period.

If the read-write-content-sharing file system does not exist, contact the HCP administrator to check that HCP is running normally and no problem occurs in the communication path with HCP, and then try again.

To output again, perform “C.2.2 Determination Procedure when a Failure Occurred”.


2.29
Rebooting the OS of This Side Node (nasreboot)
The command reboots the OS of this side node.
2.29.1
Command line
This command uses the following command lines.
(
To reboot the OS:
nasreboot [-f] [-q] [--force]
(
To display the command format on the standard output:
nasreboot -h
Table 2.29.1-1 describes the options.
Table 2.29.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-f
	Specify this option to inhibit the output of confirmation messages.
	Do not add these options unless otherwise instructed to do so.

	2
	-q
	Specify this option to inhibit the output to the standard output and standard error output.
	

	3
	--force
	Reboot the OS forcibly.
However, it ends in an error when the clstatus command recognizes that “the status of this side node is UP” and “the status of the other side node is other than UP”.
	For details about how to check node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

Specifying this option is ignored in the single node configuration.

Do not add this option unless otherwise instructed to do so.

	4
	-h
	Specify this option to output the command format to the standard output.
	KAQM25301-I is displayed at the execution time.


2.29.2
Execution procedure
This subsection describes the procedure for executing the nasreboot command.
NOTE:(
Confirm with the system administrator in advance whether the operation is performed in the Physical node. If it cannot be confirmed, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine the operational method.
(
If a cluster is configured, request the system administrator to perform failover the resource group of the node to be restarted, and to set the “Node Status” of the node to be restarted to INACTIVE (stopping node). 
For the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”, and for the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute this operation. For the execution procedure, refer to Maintenance Tool “3.2 Failback and Start of Node after Starting the OS” (MNTT 03-0030).
(1)
Log in to the target node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
In the cluster configuration, make sure that you log in to the correct node. To check which node you are logged into, execute the clstatus command. The first node that is displayed is the node you are currently logged into. For details about clstatus, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(2)
In the cluster configuration, execute the clstatus command and check the status of the node with the OS you want to reboot. Check whether the node status is INACTIVE.
For details about how to check node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
NOTE:
Step (2) is not necessary when no cluster is created or it is in the single node configuration.
(3)
Execute the nasreboot command in accordance with “Figure 2.29.2-1 Example of Executing nasreboot”.
If a message ID is displayed, refer to Maintenance Tool “2.29.3 Command termination messages and action to be taken” (MNTT 02-1820).
Take appropriate action and perform step (2) and later again.
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Figure 2.29.2-1  Example of Executing the nasreboot
NOTE:
Use the “--force” option only when you are instructed to forcibly reboot the OS while the cluster is running.
 (4)
When you perform step (3), the confirmation message (KAQM25414-Q) shown in Figure 2.29.2-2 is displayed. Enter y to reboot the OS.
When you enter n, the processing is canceled.
If a message ID is displayed, refer to Maintenance Tool “2.29.3 Command termination messages and action to be taken” (MNTT 02-1820).
Take appropriate action and perform step (2) and later again.
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Figure 2.29.2-2  Confirmation Message (KAQM25414-Q) 
to be Displayed When nasreboot is Executed
NOTE:
When you execute the command with the “-f” option, the OS is rebooted without displaying the confirmation message. Do not add the “-f” option unless otherwise instructed to do so.
(5)
Check whether the OS is completely rebooted. To check in the cluster configuration, execute the peerstatus command of the other side node and check whether the node status is [BOOT COMPLETE].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
In the single node configuration, make sure that the login prompt is returned from the remote console of BMC. For more details, refer to “Set Up ‘1.5 Startup Confirmation of OS by using Remote Console’ (SETUP 01-0010)”.
NOTE:
Wait approximately 10 minutes before the OS is completely rebooted.
(6)
In the cluster configuration, when you executed the command with the “--force” option in step (3), request the system administrator to check whether the resource groups performed failover to the other side node or execute the clstatus.
For details about the clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(7)
If a cluster is configured in the cluster configuration, request the system administrator to set the “Node Status” of the restarted node from “INACTIVE” to “UP”(starting node), and to perform failback the resource group, which has been performed failover, to the node that is restarted.
For the reference place in User’s Guide describing the details about starting a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, for the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
When the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute this operation. For the execution procedure, refer to Maintenance Tool “3.2 Failback and Start of Node after starting the OS” (MNTT 03-0030).
(8)
When step (7) is completed, log in again to the execution node via ssh, and check the cluster status in the cluster configuration and resource group status in the single node configuration.
For details about how to check the cluster status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040), for details about how to check the cluster status, and for details about how to check the resource group status, refer to Maintenance Tool “2.63 Resource Group Status Display (rgstatus)” (MNTT 02-3380)”.

2.29.3
Command termination messages and action to be taken
When you execute the nasreboot command, messages might be displayed. Table 2.29.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.29.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14150-E
	An error occurred in the system.
	The processing for determining the execution environment failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM25301-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM25304-E
	There is an error in the specification of an option or parameter (<option or parameter>).
	A parameter or an option is incorrect.
	Specify the correct option or parameter, and execute the command again.

	4
	KAQM25306-E
	An attempt to execute the command has failed.
	An attempt to execute the command failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM25399-E
	An internal error occurred.
	An internal error occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.29.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	6
	KAQM25406-E
	The OS cannot be restarted because an attempt to check the cluster status failed.
	The OS cannot be rebooted because the cluster status is unknown.
	Check whether the execution node are stopped and execute the command again. For details about how to check whether the services are stopped, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
Only if you are instructed to ignore this error message and reboot the OS of the execution node, execute the command with the “--force” option.

	7
	KAQM25407-E
	The OS cannot be restarted because the node is running.
	The OS cannot be rebooted because the node is running.
	Request the system administrator to stop the execution node and execute the command again. For details about how to check whether the services are stopped, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
Only if you are instructed to ignore this error message and reboot the OS of the execution node, execute the command with the “--force” option.

	8
	KAQM25408-E
	The node has not stopped. Also, the OS cannot be restarted because a failover cannot be performed.
	The OS cannot be rebooted because the node is running or the other side node is not running.
	Request the system administrator to stop of this side node, or start of the other node in the cluster and stop of the execution node. Then execute the command again.

	9
	KAQM25414-Q
	Do you want to restart the OS? (y/n)
	Do you want to reboot the OS?
	If you want to reboot the OS, enter “y”. If you want to cancel the processing, enter “n”.


2.30
Resetting the OS of the Node (nncreset)
The command issues a reset request to the OS on the other side node, and to the OS of the local node in the single node configuration. Execute this command when you are requested to collect dumps or when the OS runs abnormally (for example, the OS slows down). The command is executable only after a cluster is created in the cluster configuration.
NOTE: (
Execute this command only when you are instructed to do so.
(
HDI does not support Virtual Server.
2.30.1
Command line
This command uses the following command lines.
(
To reset the OS of the node:
nncreset [-y]
(
To reset the Virtual Server running on the local node:
nncreset [-y] [--vserver virtual-server-id]
(
To display the command format on the standard output:
nncreset -h
Table 2.30.1-1 describes the options.
Table 2.30.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-y
	Specify this option to inhibit the output of confirmation messages.
	Do not add this option unless otherwise instructed to do so.

	2
	--vserver virtual-server-id
	Specify the Virtual Server ID running on the local node.

Do not specify this option in the single node configuration.
	HDI does not support Virtual Server.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.30.2
Execution procedure
This subsection describes the procedure for executing the nncreset command. Refer to “(1) To execute reset for the Physical node” in case of executing reset for the Physical node.
(1)
To execute reset for the Physical node
(a)
Log in to the node via ssh from the maintenance PC. In the cluster configuration, log in to the node different from the node that resets.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
NOTE:
In the cluster configuration, make sure that you log in to the correct node. To reset node 0, log in to node 1. To reset node 1, log in to node 0.
To check which node you are logged into, execute the clstatus command. The first node that is displayed is the node you are currently logged into. For details about clstatus, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(b)
In the cluster configuration, execute the peerstatus command and check whether the node status is [BOOT COMPLETE].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
NOTE:
If you execute this command while the OS is being started, collection of dump files might fail or the power might be turned off. Confirm that the OS is completed started.
(c)
Execute the nncreset command in accordance with “Figure 2.30.2-1 Example of Executing nncreset”.
If a message ID is displayed, refer to Maintenance Tool “2.30.3 Command termination messages and action to be taken” (MNTT 02-1870).
Take appropriate action and execute the command again.
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Figure 2.30.2-1  Execution Example of the nncreset Command
NOTE:
When you execute the command with the “-y” option, the OS of the other side node is reset without displaying the confirmation message. Do not execute the command with the “-y” option unless otherwise instructed to do so.
(d)
When you perform step (c), the confirmation message (KAQM38009-Q) shown in Figure 2.30.2-2 is displayed in the cluster configuration and the confirmation message (KAQM38027-Q) shown in Figure 2.30.2-3 is displayed in the single node configuration. Enter y to reset the OS of the other side node.
When you enter n, the processing is canceled.
If a message ID is displayed, refer to Maintenance Tool “2.30.3 Command termination messages and action to be taken” (MNTT 02-1870).
Take appropriate action and perform step (b) and later again.
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Figure 2.30.2-2  Confirmation Message (KAQM38009-Q) 
to be Displayed When nncreset Is Executed [In the cluster configuration]

[image: image133]
Figure 2.30.2-3  Confirmation Message (KAQM38027-Q) 
to be Displayed When nncreset Is Executed [In the single node configuration]

(e)
After the OS is reset, check whether the node is rebooted. To check in the cluster configuration, execute the peerstatus command and check whether the node status is [BOOT COMPLETE].
For details about how to check node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
To check in the single node configuration, refer to “Set Up ‘1.5 Startup Confirmation of OS by Using Remote Console’ (SETUP 01-0010)”.
(f)
Confirm whether the dump file is collected. Confirm a different SIM depending on the OS version. If the OS version is 2.1.1-XX, on the rebooted node, confirm that the SIM message of dump file collection “KAQK39500-E OS error Detail=05 00 00 00 Level=00 Type=03” is displayed.

If the OS version is later than 2.2.1-XX, on the rebooted node, check whether the SIM message for the completion of copying memory image (KAQK39500-E OS error Detail=05 00 00 01 Level=00 Type=03), and after a while, wait until the SIM of “KAQK39528-I Processing to convert dump files ended.” that indicates the success of the dump file creation is displayed on the node. (It takes about 30 minutes to create dump files with the amount of 12GB memory installed.)

For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
For details about how to check SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
If other SIM message is displayed, refer to “C.3 Messages”.
2.30.3
Command termination messages and action to be taken
When you execute the nncreset command, messages might be displayed. Table 2.30.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.30.3-1  Message IDs and Action to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	3
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	4
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	5
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM38007-E
	An attempt to reset the other node in the cluster failed.
	An attempt to reset the OS of the other side node failed.
	Check whether a network failure occurred or a power failure occurred in the other side node. After you complete the check, execute the command again. If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	7
	KAQM38008-E
	The reset processing timed out.
	The reset processing did not end within the specified period.
	A hardware failure might have occurred.
Refer to “C.2.2 Determination Procedure when a Failure Occurred” and determine the problem.

	8
	KAQM38009-Q
	Do you want to reset the other node in the cluster? (y/n)
	Do you want to reset the OS of the other side node? 
	If you want to reset the OS, enter “y”. If you want to cancel the processing, enter “n”.

	9
	KAQM38027-Q
	Do you want to reset this node? (y/n)
	Do you want to reset this side node?
	If you want to reset the OS, enter “y”. If you want to cancel the processing, enter “n”.


Table 2.30.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM38040-E
	The specified virtual server is running on the other node or the status is incorrect.
	The specified virtual server is not operating in the local node or the Virtual Server is in an invalid status.
	Reexecute step (b) and subsequent steps of Maintenance Tool “2.30.2 (2) To execute reset for the Virtual Server” (MNTT 02-1861) or restore the Virtual Server to the normal status.

	11
	KAQM38042-Q
	Do you want to reset the virtual server <Virtual Server name>? (y/n)
	Do you want to reset the Virtual Server?
	Enter y if you want to reset the Virtual Server and enter n if you do not want to reset the Virtual Server.

	12
	KAQM38043-E
	The specified virtual server does not exist.
	The specified virtual server does not exist.
	Confirm the target Virtual Server by the vnaslist command. For details about the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).


2.31
Displaying Licenses (licenselist)
The command lists the licenses given to this side node.
2.31.1
Command line
This command uses the following command lines.
(
To list licenses:
licenselist [-t term]
(
To display the command format on the standard output:
licenselist -h
Table 2.31.1-1 shows the description of each option.
Table 2.31.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-t term
	Specify this option to display the information about the licenses whose remaining valid period is shorter than the number of days specified for term (including the licenses that have expired).
If the specified number of days is 0, the option displays only the information about the expired licenses.
	You can specify a value in the range from 0 to 999 (days) for term.
Do not add this option unless otherwise instructed to do so.

	2
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.31.2
Output format
The output format for the licenselist command execution is shown in Figure 2.31.2-1 “Output Format for licenselist Command”.
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Figure 2.31.2-1  Output Format for licenselist Command
Table 2.31.2-1 describes the details about the items in “Figure 2.31.2-1 Output Format for licenselist Command”.
Table 2.31.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[count]
	Displays the sequential number of licenses that have been set.
	(

	2
	[License name]
	Displays the name of a license.
	(

	3
	[License ID]
	Displays the value that identifies a license.
	(

	4
	[License kind]
	Displays the type of a license.
	Permanent : Permanent license

Temporary : Temporary license

Emergency : Emergency license
Maintenance : Maintenance license

Expired : Expired: Indicates that the Temporary, Emergency, or Maintenance license has expired.

	5
	[Available from]
	Displays the date when a license is enabled.
	The date is displayed in the following format: 
YYYY/MM/DD (year, month, and day)

	6
	[Available to]
	Displays the date when a license expires (YYYY/MM/DD).
If the license has no expiration date (when the type of the license is Permanent), -- is displayed.
	The date is displayed in the following format: 
YYYY/MM/DD (year, month, and day)

	7
	[Capacity]
	Displays the value of total capacity in a license key.
If the license does not have total capacity (when total capacity is 0), -- is displayed.
	(


2.31.3
Execution procedure
This subsection describes the procedure for executing the licenselist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.31.3-1 shows an example of executing the licenselist command.
If a message ID is displayed, refer to Maintenance Tool “2.31.4 Command termination messages and action to be taken” (MNTT 02-1920).
Perform a propter action and execute the command again.
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Figure 2.31.3-1  Execution Example of the licenselist Command
2.31.4
Command termination messages and action to be taken
When you execute the licenselist command, messages might be displayed. Table 2.31.4-1 lists the action to be taken for each message ID.
Table 2.31.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM01091-E
	An attempt to acquire license information has failed.
	An attempt to acquire license information failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	

	3
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	4
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	5
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	7
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	8
	KAQM14150-E
	An error occurred in the system.
	The processing for checking the environment failed. 
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM14156-E
	An argument specified for the option “<option-name>” is invalid.
	The specified argument is invalid.
	Specify the correct parameter and execute the command again.


2.32
Setting a License (licenseset)
The command enables the license specified by a file or a license key of this side node.
You need to execute the command and enable the license of both nodes.
2.32.1
Command line
This command uses the following command lines.
(
To set a license by using a license key file:
licenseset -F license-key-file [-i license-ID]
(
To set a license by using a license key:
licenseset -k license-key [-i license-ID]
(
To display the command format on the standard output:
licenseset -h
Table 2.32.1-1 shows the description of each option.
Table 2.32.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-F license-key-file
	Specify the name of a license key file.
	The maximum length of a file name is 255 characters.
As a file name, you can specify alphanumeric characters, hyphens (-), underscores (_), and periods (.). However, you cannot specify a period at the beginning or end of the file name.

	2
	-k license-key
	Specify a license key. 
	Only alphanumeric characters can be specified as a license key.
Do not use this option unless otherwise instructed to do so.

	3
	-i license-ID
	Specify the value that identifies a license (the value that identifies a program product in the license key file). 
	If you omit this option, the system registers all the licenses for the program products contained in the license key file.
Do not use this option unless otherwise instructed to do so.

	4
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.32.2
Execution procedure
This subsection describes the procedure for executing the licenseset command.
NOTE:
Before you execute this command, obtain the applicable license key file or license key from your system administrator.
(1)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.32.2-1 to upload a license key file to the home directory for maintenance personnel (/home/service).
For details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
The following figure shows an example of using pscp.
This step is not necessary when you specify a license key as a command option.
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Figure 2.32.2-1  Uploading a License Key File to the Home Directory 
for Maintenance Personnel
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Execute the licenseanalyze command to check whether the specified license key file or license key is correct. For details about the licenseanalyze command, refer to Maintenance Tool “2.33 Analyzing a License Key (licenseanalyze)” (MNTT 02-1990).
If no information is displayed or the information about an irrelevant license is displayed, request the system administrator to provide the latest license key file or license key.
(4)
In accordance with “Figure 2.32.2-2 Example of Executing licenseset”, specify the name of the desired license key file as an option and execute the licenseset command.

[image: image137]
Figure 2.32.2-2  Execution Example of the licenseset Command
If you are instructed to specify a license key, specify the license key as an option and execute the licenseset command in accordance with “Figure 2.32.2-3 Example of Executing licenseset”.
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Figure 2.32.2-3  Execution Example of the licenseset Command
If a message ID is displayed, refer to Maintenance Tool “2.32.3 Command termination messages and action to be taken” (MNTT 02-1960).
Perform a propter action and execute the command again.
NOTE:
When you specify a license key, do not directly type it. Copy and paste the license key.
(5)
After you complete the settings, execute the licenselist command to check the settings.
For details about the licenselist command, refer to Maintenance Tool “2.31 Displaying Licenses (licenselist)” (MNTT 02-1880).
(6)
As shown in Figure 2.32.2-4, delete the license key file uploaded in step (1).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.32.2-4  Uploading the Transferred File
2.32.3
Command termination messages and action to be taken
When you execute the licenseset command, messages might be displayed. Table 2.32.3-1 lists the action to be taken for each message ID.
Table 2.32.3-1  Message IDs and Action to be Taken (1/3)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM01028-E
	Internal processing failed.
	Internal processing failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM01039-E
	An attempt to specify a license has failed.
	An attempt to enable a license failed. The processing for enabling licenses might have a problem.
	

	3
	KAQM01041-E
	An invalid license key was entered.
	The license key is incorrect.
	Check whether the entered license key is incorrect and execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM01045-E
	The setting of the license failed.
	An attempt to enable a license failed. The Temporary license can be used only once.
	

	5
	KAQM01046-E
	The setting of the license failed.
	An attempt to enable a license failed. You cannot use the Temporary license or Emergency license after you use the Permanent license.
	

	6
	KAQM01047-E
	The setting of the license failed.
	An attempt to enable a license failed. You cannot use the Temporary license after you use the Emergency license.
	

	7
	KAQM01067-E
	Internal processing failed.
	Internal processing failed. The system might be busy.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM01078-E
	The setting of the license failed.
	An attempt to enable a license failed. The format of the license key is correct. However, the license key contains invalid data.
	


Table 2.32.3-1  Message IDs and Action to be Taken (2/3)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM01101-W
	It failed in the acquisition of information after it had set it though the license was set.
	Acquiring the information about a license failed after the license is enabled.
	Execute the licenselist command to check the information about the license. For details about the licenselist command, refer to Maintenance Tool “2.31 Displaying Licenses (licenselist)” (MNTT 02-1880).
After you check the license information, execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.32.3-1  Message IDs and Action to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	12
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	13
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	15
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	16
	KAQM14150-E
	An error occurred in the system.
	The processing for checking the environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	17
	KAQM14156-E
	An argument specified for the option “<option-name>” is invalid.
	The specified argument is invalid.
	Specify the correct parameter and execute the command again.


2.33
Analyzing a License Key (licenseanalyze)
The command displays the result of analyzing the specified license key file or license key.
NOTE:
Before you execute this command, obtain the applicable license key file or license key from your system administrator.
2.33.1
Command line
This command uses the following command lines.
(
To analyze a license key file:
licenseanalyze -F license-key-file
(
To analyze a license key:
licenseanalyze -k license-key
(
To display the command format on the standard output:
licenseanalyze -h
Table 2.33.1-1 shows the description of each option.
Table 2.33.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-F license-key-file
	Specify the name of a license key file.
	The maximum length of a file name is 255 characters.
As a file name, you can specify alphanumeric characters, hyphens (-), underscores (_), and periods (.). However, you cannot specify a period at the beginning or end of the file name.

	2
	-k license-key
	Specify a license key.
	Only alphanumeric characters can be specified as a license key.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.33.2
Output format
The output format for the licenseanalyze command execution is shown in Figure 2.33.2-1 “Output Format for licenseanalyze Command”.
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Figure 2.33.2-1  Output Format for licenseanalyze Command
Table 2.33.2-1 describes the details about the items in “Figure 2.33.2-1 Output Format for licenseanalyze Command”.
Table 2.33.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[count]
	Displays the sequential number of licenses that have been set.
	(

	2
	[License name]
	Displays the name of a license.
	(

	3
	[License ID]
	Displays the value that identifies a license.
	(

	4
	[License key]
	Displays a license key.
	(

	5
	[License kind]
	Displays the type of a license.
	Permanent : Permanent license

Temporary : Temporary license

Emergency : Emergency license
Maintenance : Maintenance license

Expired : Indicates that the Temporary, Emergency, or Maintenance license has expired.

	6
	[Term]
	Displays the valid period for a license (in days).
If the type of the license is “Permanent”, -- is displayed.
	(

	7
	[Capacity]
	Displays the license capacity.
	( In the case of the capacity charging license, the window displays the number of values in the license key.
( In the other cases of the capacity charging license, the window displays as “--.”


2.33.3
Execution procedure
This subsection describes the procedure for executing the licenseanalyze command.
(1)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.33.3-1 to upload a license key file to the home directory for maintenance personnel (/home/service).
For details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
The following figure shows an example of using pscp.
This step is not necessary when you specify a license key as a command option.
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Figure 2.33.3-1  Uploading a License Key File to the Home Directory 
for Maintenance Personnel
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Figure 2.33.3-2 shows an example of executing the licenseanalyze command with a license key file as an option.
Figure 2.33.3-3 shows an example of executing the licenseanalyze command with a license key as an option.
If a message ID is displayed, refer to Maintenance Tool “2.33.4 Command termination messages and action to be taken” (MNTT 02-2030).
Perform a propter action and execute the command again.
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Figure 2.33.3-2  Execution Example of the licenseanalyze Command 
(When Using a License Key File)
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Figure 2.33.3-3  Execution Example of the licenseanalyze Command 
(When Using a License Key)
NOTE:
When you specify a license key, do not directly type it. Copy and paste the license key.
(4)
As shown in Figure 2.33.3-4, delete the license key file uploaded in step (1).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.33.3-4  Deleting the Uploaded File
NOTE:
If you continue to enable more licenses, you do not need to delete the license key file.
2.33.4
Command termination messages and action to be taken
When you execute the licenseanalyze command, messages might be displayed. Table 2.33.4-1 lists the action to be taken for each message ID.
Table 2.33.4-1  Message IDs and Action to be Taken (1/3)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM01028-E
	Internal processing failed.
	Internal processing failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM01041-E
	An invalid license key was entered.
	An incorrect license key is entered.
	Check whether the entered license key is incorrect and execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM01067-E
	Internal processing failed.
	Internal processing failed. The system might be busy.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM01089-E
	An invalid license key file was entered.
	An incorrect license key file is entered. The entered file does not have the format of a license key file.
	Check whether the entered file is a license key file and execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.33.4-1  Message IDs and Action to be Taken (2/3)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM01090-E
	An invalid license key file was entered.
	An incorrect license key file is entered. The information in the license key file is incorrect.
	Check whether the entered license key file is incorrect and execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM01100-E
	The specified license key file doesn't exist.
	The specified license key file does not exist.
	Store the license key file and execute the command again.

	7
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.33.4-1  Message IDs and Action to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	10
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	12
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	13
	KAQM14150-E
	An error occurred in the system.
	The processing for checking the environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM14156-E
	An argument specified for the option “<option-name>” is invalid.
	The specified argument is invalid.
	Specify the correct parameter and execute the command again.

	15
	KAQM14160-E
	The specified file name includes an invalid character or exceeds the maximum length. (file name = specified-file-name)
	The specified file name contains an invalid character or the length of the file name exceeds the specified upper limit.
	Check the specified file name, make changes if necessary, and execute the command again.


2.34
Displaying the Version of the OS (versionlist)
The command displays the installed product version.
2.34.1
Command line
This command uses the following command lines.
(
To display the version of the installed product:
versionlist
(
To display detailed information:
versionlist -v
(
To display the version of the OS:
versionlist --os
(
To display the command format on the standard output:
versionlist -h
Table 2.34.1-1 shows the description of each option.
Table 2.34.1-1  Description of the Option
	No.
	Option
	Description
	Remark

	1
	-v
	Used to display detailed information
	This option cannot be specified at the same time with the item 2.

	2
	--os
	Specify in case of displaying the OS name and the OS version.

This option can be specified if the OS version is 3.1.0-XX or later.
	This option cannot be specified at the same time with the item 1.

Do not execute the command with this option unless specifically instructed.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.34.2
Output format
The output format for the versionlist command execution is shown in Figure 2.34.2-1 “Output Format for versionlist Command”.
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Figure 2.34.2-1  Output Format for versionlist Command
Table 2.34.2-1 describes the details about the items in “Figure 2.34.2-1 Output Format for versionlist Command”.
Table 2.34.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[OS-name]
	Outputs the name of the OS.
	Different contents are output depending on the configuration.

The output contents is “Hitachi Data Ingestor”

	2
	[Zone information]
	Outputs (I).
	(

	3
	[OS-version]
	Outputs the version of the OS.
	(

	4
	[OS-name]
	Outputs the name of the OS.
	The output contents are as follows.

File Operating System

	5
	[OS-version]
	Outputs the version of the OS.
	(


2.34.3
Execution procedure
This subsection describes the procedure for executing the versionlist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.34.3-1 shows an example of executing the versionlist command. The format of displaying the versions differs by the version of OS. If the OS version is 3.1.1-XX or earlier, the display is as shown in Figure 2.34.3-1, and if the OS version is 3.2.0-XX or later, the display is as shown in Figure 2.34.3-2.
If a message ID is displayed, refer to Maintenance Tool “2.34.4 Command termination messages and action to be taken” (MNTT 02-2080).
Perform a propter action and execute the command again.
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Figure 2.34.3-1  Execution Example of the versionlist Command
(OS version: 3.1.1-XX or earlier)
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Figure 2.34.3-2  Execution Example of the versionlist Command 
(OS version: 3.2.0-XX or later)
2.34.4
Command termination messages and action to be taken
When you execute the versionlist command, messages might be displayed. Table 2.34.4-1 lists the action to be taken for each message ID.
Table 2.34.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM01028-E
	Internal processing failed.
	Internal processing failed. The processing of the program management file, OS disk, or system file might have a problem.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	3
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	6
	KAQM14150-E
	An error occurred in the system.
	The processing for checking the environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.35
Displaying the LU Information in the Disk Array Subsystem (alulist)
The command displays the information about the LUs in the disk array subsystem that are recognized by a node. The purpose of this command is to check if the LUs in the disk array subsystem can be recognized before configuring a cluster.
NOTE:
This is not supported in the single node configuration.
2.35.1
Command line
This command uses the following command lines.
(
To display the information about the LUs in the disk array subsystem that is recognized by a node:
alulist
(
To display the information with colons as delimiters:
alulist -c
(
To display the command format on the standard output:
alulist –h
Table 2.35.1-1 shows the description of each option.
Table 2.35.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-c
	Specify this option to display the information about the LUs in the disk array subsystem that are recognized by a node using colons (:) as delimiters.
	(

	2
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.35.2
Output format
The output format for the alulist command execution is shown in Figure 2.35.2-1 “Output Format for alulist Command”.
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Figure 2.35.2-1  Output Format for alulist Command
Table 2.35.2-1 describes the details about the items in “Figure 2.35.2-1 Output Format for alulist Command”.
Table 2.35.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[model-name]
	Displays the model name of the disk array subsystem containing the LU. 
	The model name is as follows:
( AMS : DF800S, DF800M, DF800H,


DF800ES, DF800EM, or DF800EH
( AMS or specified model name:


DF800EXS
( HUS : DF850XS, DF850S, or 


DF850MH
( USP_V : RAID600 FC
( USP_VM : RAID600 RK

( VSP : RAID700
( VSP_G1000 : RAID800
( HUS_VM : HM700
( VSP_Gx00 : HM800 (any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850 (any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)

	2
	[serial-No.]
	Displays the serial number of the disk array subsystem containing the LU.
	(

	3
	[internal-LU-No.]
	Displays the internal LU number in decimal format. The digits between parentheses are hexadecimal.
	(

	4
	[port-No.]
	Displays the port number of the disk array subsystem where LU is mapped. 
	If the LU is mapped to the multiple port, one of those port numbers is displayed. 

	5
	[drive-type]
	Displays the type of disk drives making up the LU. 
	The displayed drive type is “FC/SAS”, “SATA”, or “SSD”,“SAS7K”.
 “-” is displayed in case of an external disk array or USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, HUS VM, and an LU of HDP (including HDT)

	6
	[LU-capacity]
	Displays the size of the LU in GB. 
	The display becomes “-” when a device failure is occurred.


2.35.3
Execution procedure
This subsection describes the procedure for executing the alulist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.35.3-1 shows an example of executing the alulist command without options. Figure 2.35.3-2 shows an example of executing the alulist command with the -c option.
Check whether the LDEVs in the example (“internal LU No.” Table 2.35.2-1 #3 or “LDEV” in Figure 2.35.3-1) match the LUs mapped to the disk array subsystem.
If a message ID is displayed, refer to Maintenance Tool “2.35.4 Command termination messages and action to be taken” (MNTT 02-2120).
Perform a propter action and execute the command again.
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Figure 2.35.3-1  Execution Example of the alulist Command 
(Without Options)
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Figure 2.35.3-2  Example Output After the alulist Command 
(with -c Option)
NOTE:(
The command displays the information about the LUs that are recognized by a node immediately after the OS starts. The command does not display the information about the LUs that are added or deleted after the OS is started.
(
When alternate paths are configured, the command displays only the information about the LUs that are mapped to one of the paths.
2.35.4
Command termination messages and action to be taken
When you execute the alulist command, messages might be displayed. Table 2.35.4-1 lists the action to be taken for each message ID.
Table 2.35.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM33008-E
	A system error has occurred.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.36
Displaying the Status of Other Side Node (peerstatus)
The command displays the status of the other side node. The possible the other side node states are: boot start, boot completion, shutdown start, CPU power being supplied, CPU power cut-off, and dump start.
NOTE:
This is not supported in the single node configuration.
2.36.1
Command line
This command uses the following command lines.
(
To display the status of the other side node:
peerstatus
(
To display the command format on the standard output:
peerstatus -h
Table 2.36.1-1 describes the option.
Table 2.36.1-1  Description of the Option
	No.
	Option
	Description
	Remark

	1
	-h
	Output the command format to the standard output.
	KAQG46951-I is displayed at the execution time.


2.36.2
Output format
The output format for the peerstatus command execution is shown in Figure 2.36.2-1 “Output Format for peerstatus Command”.
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Figure 2.36.2-1  Output Format for peerstatus Command
Table 2.36.2-1 describes the details about the item in “Figure 2.36.2-1 Output Format for peerstatus Command”.
Table 2.36.2-1  Description of the Item in the Output Format
	No.
	Item
	Description

	1
	[the other side-node-status]
	Displays the status of the other side node.
For details about node status, refer to Table 2.36.2-2.


Table 2.36.2-2  Details About the Possible Status of the Other Side Node
	No.
	Output result
	Description
	Remark

	1
	BOOT START
	Boot has started.
	This indication is displayed when the OS is being booted.

	2
	BOOT COMPLETE
	Boot is completed.
	This indication is displayed when the OS is running.

	3
	SHUTDOWN
	Shutdown has started.
	This indication is displayed when the OS is being shut down.

	4
	STOP
	Planned termination is performed for the OS, dump collection has terminated, or the kernel is blocked.
	This indication is displayed when the startup processing or termination processing for the OS is started.

	5
	DUMP
	Dump collection has started. 
	This indication is displayed when dumps are being collected.

	6
	ON
	Power is being supplied to the CPU.
	This indication is displayed when the startup processing or termination processing for the OS is started.

	7
	OFF
	Power to the CPU has been cut off.
	This indication is displayed when the OS is terminated.

	8
	UNKNOWN
	The node status cannot be acquired.
	The node status cannot be acquired because an internal error occurred, the LAN is disconnected, the cluster is undefined, or power to the BMC in the other side node is cut off.


Figure 2.36.2-2 shows the transition of the node status.
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Figure 2.36.2-2  Transition of Node Status
NOTE:
After the OS startup, the status of the node is shifted in order of OFF, STOP, BOOT START, BOOT COMPLETE. However, at the OS startup after the occurrence of hardware failure, the node status other than OFF for the cases hardware failure occurs might be displayed.
2.36.3
Execution procedure
This subsection describes the procedure for executing the peerstatus command.
(1)
Log in to the node different from the node to be checked the status via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.36.3-1 shows an example of executing the peerstatus command.
If a message ID is displayed, refer to Maintenance Tool “2.36.4 Command termination messages and action to be taken”. 
Perform a propter action and execute the command again.
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Figure 2.36.3-1  Execution Example of the peerstatus Command
2.36.4
Command termination messages and action to be taken
When you execute the peerstatus command, messages might be displayed. Table 2.36.4-1 lists the action to be taken for each message ID.
Table 2.36.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQG46951-I
	Usage:<command-syntax>
	Output of the command format.
	(

	2
	KAQG46952-E
	An option is incorrect.
	The option is incorrect.
	Check the format of the command line and execute the command again.


2.37
Displaying the Information of Tape Devices (tapelist)
The command lists the tape devices that are connected to the FC ports in a node and the registered tape devices.
NOTE:
This is not supported in the single node configuration.
2.37.1
Command line
This command uses the following command lines.
(
To display the physically connected tape device:
tapelist -d
(
To display the tape devices that are physically connected or registered:
tapelist -d -A
(
To output the command format on the standard output:
tapelist -h
NOTE:
The tapelist command has options other than the above. However, if you use those options, you cannot check the information described here. Therefore, use only the options listed above.
Table 2.37.1-1 describes the options.
Table 2.37.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-d
	Display the physically connected tape device.
	(

	2
	–d –A
	Display the tape devices that are physically connected or registered.
	(

	3
	-h
	Output the command format to the standard output.
	KAQB11708-I is displayed at the execution time.


2.37.2
Output format
The output format for the tapelist command execution is shown in Figure 2.37.2-1 “Output Format for tapelist Command”.
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Figure 2.37.2-1  Output Format for tapelist Command
Table 2.37.2-1 describes the details about the items in “Figure 2.37.2-1 Output Format for tapelist Command”.
Table 2.37.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[WWN]
	Displays the 16-digit WWN of a tape device in hexadecimal format.
	(

	2
	[LUN]
	Displays a LUN of a tape device.
	(

	3
	[status]
	Indicates the status of a tape device.
	The displayed status is as follows:
D, D: The status where the tape device is physically connected but not registered
D, A: The status where the tape device is physically connected and registered

	4
	[model]
	Displays the product information of a connected or registered tape drive or tape changer.
	If the correct information cannot be acquired due to a device failure or for other reasons, Error is displayed.

	5
	[device-type]
	Displays the device type of a connected or registered tape device.
	The displayed device type is either of the following:
( Sequential-Access (tape drive)
( Medium Changer (tape changer)
If the correct information cannot be acquired due to a device failure or for other reasons, Error is displayed.

	6
	[path-name]
	Displays the full path for the device file of a connected or registered tape drive or tape changer.
	(


2.37.3
Execution procedure
This subsection describes the procedure for executing the tapelist command.
(1)
Check whether the tape device is completely installed.
For details about how to install a tape device, refer to “Installation ‘Chapter 3 Setting the Tape Library’ (INST 03-0000)”.
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Figure 2.37.3-1 shows an example of executing the tapelist command.
If a message ID is displayed, refer to Maintenance Tool “2.37.4 Command termination messages and action to be taken” (MNTT 02-2200).
Perform a propter action and execute the command again.
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Figure 2.37.3-1  Execution Example of the tapelist Command
2.37.4
Command termination messages and action to be taken
When you execute the tapelist command, messages might be displayed. Table 2.37.4-1 lists the action to be taken for each message ID.
Table 2.37.4-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQB11500-I
	<command> command execution has started.
	The command began to be executed.
	(

	2
	KAQB11501-I
	<command> command has finished.
	The command execution is terminated.
	(

	3
	KAQB11503-E
	An option is incorrect.
	An option is incorrect.
	Check the command line format, and then execute the command again.

	4
	KAQB11505-E
	The <parameter> parameter is too short or too long.
	The length of the specified parameter is incorrect.
	Check the command format, specify the correct parameter, and execute the command again.

	5
	KAQB11506-E
	The value of the <parameter> parameter is incorrect.
	The format of the specified parameter (character string, value) is incorrect. 
	

	6
	KAQB11510-E
	An attempt to allocate memory failed.
	Processing is terminated because memory could not be allocated during the execution of the command.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQB11512-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQB11513-E
	There are too many or too few values in the <parameter> parameter.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	9
	KAQB11642-E
	The current directory is invalid.
	The current directory is invalid.
	Perform step (2) and later again.


Table 2.37.4-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQB11708-I
	Usage: <command-syntax>
	Output of the command format.
	(

	11
	KAQB12226-I
	There is no tape device information.
	The information about tape devices does not exist.
	(

	12
	KAQB12233-E
	Registration information for the tape device could not be acquired.
	The registered information about tape devices could not be acquired.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300)”.

	13
	KAQB12249-E
	Acquisition of the tape device's connection status failed because the tape device is being used. (WWN=<WWN>, LUN=<LUN>)
	The connection status of the tape device in use was attempted to be displayed.
	Re-execute after confirming that the tape device is not used.


2.38
Configuring the FC Path I/O-Related Parameters (fpioctl)
The command configures the parameters related to FC path of HBAs and SCSI drivers that affect the operation of disk array and displays the settings.
Execute this command under the instruction of the manufacturer of the Data Ingestor if a performance problem occurs.
NOTE:(
Execute this command only when you are instructed to do so by the manufacturer of the Data Ingestor. Do not execute the command in other cases.
(
This command is not supported in the single node configuration not connected to the disk array subsystem.
2.38.1
Command line
This command uses the following command lines. Select the appropriate command line depending on your maintenance issue.
(
To display the current settings:
fpioctl
(
(Only when Emulex HBA is installed) to set the maximum number of commands that is issued from an HBA:
fpioctl --lpfc_hba_queue_depth <value>
(
(Only when Emulex HBA is installed) to set the maximum number of commands that is received by the command device:
fpioctl --lpfc_lun_queue_depth <value>
(
(Only when Emulex HBA is installed) to set the length of time to retain an I/O error when the command device is lost:
fpioctl --lpfc_devloss_tmo <value>
(
(Only when Emulex HBA is installed) to set the maximum number of ports that is assigned to a LUN:
fpioctl --lpfc_max_luns <value>
(
To set the minimum timeout time for a SCSI driver:
fpioctl --scsi_specific_min_tmo <value>
(
(Only when Hitachi HBA is installed) to set the maximum number of commands that is issued from an HBA:
fpioctl --hfc_can_queue <value>
(
(Only when Hitachi HBA is installed) to set the maximum number of commands that is received by the command device:
fpioctl --hfc_queue_depth <value>
(
(Only when Hitachi HBA is installed) to set the length of time to retain an I/O error when the command device is lost:
fpioctl --hfc_link_down <value>
(
(Only when Hitachi HBA is installed) to set the maximum number of ports that is assigned to a LUN:
fpioctl --hfc_max_lun <value>
(
To display the command format on the standard output:
fpioctl -h
Table 2.38.1-1 describes the options.
Table 2.38.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	--lpfc_hba_queue_depth <value>
	(Only when Emulex HBA is installed) set the maximum number of commands that are issued from an HBA.
	For the values to be set, follow the instructions of the manufacturer of the Data Ingestor.

	2
	--lpfc_lun_queue_depth <value>
	(Only when Emulex HBA is installed) set the maximum number of commands that are received by the command device.
	

	3
	--lpfc_devloss_tmo <value>
	(Only when Emulex HBA is installed) set the length of time to retain an I/O error when the command device is lost.

The unit is [second].
	

	4
	--lpfc_max_luns <value>
	(Only when Emulex HBA is installed) set the maximum number of ports that are assigned to a LUN.
	

	5
	--scsi_specific_min_tmo <value>
	Set the minimum timeout time for a SCSI driver.

The unit is [second].
	

	6
	--hfc_can_queue <value>
	(Only when Hitachi HBA is installed) set the maximum number of commands that are issued from an HBA.
	

	7
	--hfc_queue_depth <value>
	(Only when Hitachi HBA is installed) set the maximum number of commands that are received by the command device.
	

	8
	--hfc_link_down <value>
	(Only when Hitachi HBA is installed) set the length of time to retain an I/O error when the command device is lost.

The unit is [second].
	

	9
	--hfc_max_lun <value>
	(Only when Hitachi HBA is installed) set the maximum number of ports that are assigned to a LUN.
	

	10
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.38.2
Execution procedure
This subsection describes the procedure for executing the fpioctl command.
If you want to configure parameters, refer to 2.38.2 (1) Configuring I/O-related parameters.
If you want to list the settings, refer to Maintenance Tool “2.38.2 (2) Displaying I/O-related parameter settings” (MNTT 02-2250).
(1)
Configuring I/O-related parameters
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Figure 2.38.2-1 and Figure 2.38.2-2 shows an example of executing the fpioctl command (for specifying the maximum number of commands that are issued from an HBA).
If a message ID is displayed, refer to Maintenance Tool “2.38.3 Command termination messages and action to be taken” (MNTT 02-2270).
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Figure 2.38.2-1  Execution Example of the fpioctl Command (in the case of Emulex HBA)
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Figure 2.38.2-2  Execution Example of the fpioctl Command (in the case of Hitachi HBA)

NOTE:
For the options and values to be specified, follow the instructions of the developer of the Data Ingestor.
(c)
After you complete the settings, use the fpioctl command to check whether the information is correctly specified.
For details about how to use the fpioctl command to check the settings, refer to Maintenance Tool “2.38.2 (2) Displaying I/O-related parameter settings” (MNTT 02-2250).
(d)
To enable the settings, reboot the OS.
For details about how to reboot the OS, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(2)
Displaying I/O-related parameter settings
The output format for the fpioctl command execution is shown in Figure 2.38.2-3, Figure 2.38.2-4, and Figure 2.38.2-5.
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Figure 2.38.2-3  Output Format for fpioctl Command (in the case of Emulex HBA)
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Figure 2.38.2-4  Output Format for fpioctl Command (in the case of Hitachi HBA)
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Figure 2.38.2-5  Output Format for fpioctl Command (in the case of no HBA)

Table 2.38.2-1 describes the details about the items in Figure 2.38.2-3, Figure 2.38.2-4, and Figure 2.38.2-5.
Table 2.38.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[HBA_value]
	Displaysthe maximum number of commands that are issued from an HBA.

	2
	[LUN_value]
	Displays the maximum number of commands that are received by the command device.

	3
	[devloss_value]
	Displays the length of time to retain an I/O error when the command device is lost.
The unit is [second].

	4
	[max_lun_value]
	Displays the maximum number of ports that are assigned to a LUN.

	5
	[min_tmo_value]
	Displays the minimum I/O timeout time for a SCSI driver.
The unit is [second].


Execute the fpioctl command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the fpioctl command in accordance with Figure 2.38.2-6 and Figure 2.38.2-7.

If a message ID is displayed, refer to Maintenance Tool “2.38.3 Command termination messages and action to be taken” (MNTT 02-2270) and take appropriate action.
After you complete the action, execute the command again.
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Figure 2.38.2-6  Execution Example of the fpioctl Command (in the case of Emulex HBA)
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Figure 2.38.2-7  Execution Example of the fpioctl Command (in the case of Hitachi HBA)

2.38.3
Command termination messages and action to be taken
When you execute the fpioctl command, messages might be displayed. Table 2.38.3-1 lists the action to be taken for each message ID.
Table 2.38.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	3
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(


Table 2.38.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	6
	KAQM14159-E
	The argument specified for the option <option-name> is not a numeric value or is outside the valid range.
	The specified argument is not a value, or the beginning value is 0 or outside the range.
	Enter an appropriate value based on the instructions of the manufacturer

of the Data Ingestor, and execute the command again. 

	7
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	8
	KAQM32005-E
	An attempt to perform an operation on the system file (<system file>) has failed.
	The operation on the system file might have failed. 
	Check whether a failure has occurred in the OS disk. After the check, execute the command again. If the error reoccurs, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM32039-E
	A system error occurred.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM32053-E
	No HBA cards are inserted for which the specified parameter can be set.
	No HBA cards are inserted for which the specified parameter can be set.
	Check that a HBA card for which the specified parameter can be set is inserted.


2.39
Installing an External Program (externalpgminst)
The command installs a vendor-provided program file (that is obtained beforehand) on the OS.
NOTE:
Execute this command only when you are instructed to do so.
2.39.1
Command line
This command uses the following command lines.
(
To install an external program:
externalpgminst pgm-name archive-file-name
(
To output the command format on the standard output:
externalpgminst -h
Table 2.39.1-1 shows the description of each option.
Table 2.39.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	pgm-name
	Specify the name of the external program to be installed.
	Specify either of the following:

HBAnywhere : For updating the HBA firmware

MegaCLI : For monitoring the RAID controller

	2
	archive-file-name
	Specify the file name of the vendor-provided program.
	(

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.39.2
Execution procedure
This subsection describes the procedure for executing the externalpgminst command.
NOTE:
Before you execute this command, obtain the target vendor-provided program file from your system administrator and store it on the maintenance PC.
(1)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.39.2-1 to upload the vendor-provided program file to the home directory for maintenance personnel (/home/service) (in the following example, MegaCLI is installed).
For details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
The following figure shows an example of using pscp.
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Figure 2.39.2-1  Uploading an External Program File to the Home Directory 
for Maintenance Personnel
(2)
Log in to the target node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
In accordance with “Figure 2.39.2-2 Example of Executing externalpgminst”, specify “MegaCLI” and the name of the file uploaded in step (1) as options and execute the externalpgminst command.
When you install HBAnyware, specify “HBAnyware” and the file name as options and execute the command.
If a message ID is displayed, refer to Maintenance Tool “2.39.3 Command termination messages and action to be taken” (MNTT 02-2310) and take appropriate action.
After you complete the action, perform step (1) and later again.
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Figure 2.39.2-2  Execution Example of the externalpgminst Command
(4)
After you complete installing the external program, use the externalpgmlist command to check whether the specified program is installed.
For details about the externalpgmlist command, refer to Maintenance Tool “2.40 Checking the Installation Status of External Programs (externalpgmlist)” (MNTT 02-2330).
(5)
As shown in Figure 2.39.2-3, delete the vendor-provided program file uploaded in step (1).
For details about how to delete a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).

[image: image165]
Figure 2.39.2-3  Deleting the Uploaded File
2.39.3
Command termination messages and action to be taken
When you execute the externalpgmlist command, messages might be displayed. Table 2.39.3-1 lists the action to be taken for each message ID.
Table 2.39.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM14165-E
	The specified file does not exist in the home directory. (file name = <file-name>)
	The specified file does not exist in the home directory.
	Check whether the specified file exists in the home directory for maintenance personnel (/home/service). If the file does not exist, upload the file to the home directory and execute the command again.

If the file exists, execute the command again. If the same error reoccurs after you execute the command again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.39.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM38012-E
	The specified file format is invalid.
	The format of the specified file is not appropriate for the command.
	Check the file to be installed. Specify the correct file and execute the command again.


2.40
Checking the Installation Status of External Programs (externalpgmlist)
The command displays the installation status of the vendor-provided programs that you obtained.
NOTE:
Execute this command only when you are instructed to do so.
2.40.1
Command line
This command uses the following command lines.
(
To display the installation status:
externalpgmlist [pgm-name]
(
To output the command format on the standard output:
externalpgmlist -h
Table 2.40.1-1 shows the description of each option.
Table 2.40.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	pgm-name
	Specify the name of the external program whose installation status you want to check.
If you do not specify any name, the command outputs the installation status of all external programs.
	Specify one of the following:
HBAnywhere : For updating the HBA firmware
MegaCLI : For monitoring the RAID controller
None : The command displays the installation status of both HBAnyware and MegaCLI.

	2
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.40.2
Output format
The output format for the externalpgmlist command execution is shown in Figure 2.40.2-1 “Output Format for externalpgmlist Command”.
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Figure 2.40.2-1  Output Format for externalpgmlist Command
NOTE:
The “externalpgmlist” command outputs the information on the external programs that are installed by using the “externalpgminst” command.
Therefore, the standard installed MegaCLI is not displayed by the “externalpgmlist” command.
Table 2.40.2-1 describes the details about the items in “Figure 2.40.2-1 Output Format for externalpgmlist Command”.
Table 2.40.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[external-program-name]
	Displays the name of the external program whose installation status is output.
HBAnywhere

MegaCLI

	2
	[installation-status]
	Displays the installation status of the external program.
Installed : The program is installed.
Not installed : The program is not installed.

	3
	[name-of-installed-file]
	Displays the name of the installed file when the installation status is “Installed”.
Displays “-” when the installation status is “Not installed”.


2.40.3
Execution procedure
This subsection describes the procedure for executing the externalpgmlist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.40.3-1 shows an example of executing the externalpgmlist command.
If a message ID is displayed, refer to Maintenance Tool “2.40.4 Command termination messages and action to be taken” (MNTT 02-2360).
Perform a propter action and execute the command again.
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Figure 2.40.3-1  Execution Example of the externalpgmlist Command
2.40.4
Command termination messages and action to be taken
When you execute the externalpgmlist command, messages might be displayed. Table 2.40.4-1 lists the action to be taken for each message ID.
Table 2.40.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.41
Configuring a Private Maintenance Port (pmctl)
The command sets a Private Maintenance port and lists the port settings.
NOTE:
Usually, use the command only to display the port settings.
Do not use this command to configure a port unless otherwise instructed to do so.
2.41.1
Command line
This command uses the following command lines.
(
To display interface information of the Private Maintenance port settings of the IPv4 and IPv6 addresses:
pmctl
(
To display interface information of the Private Maintenance port of the IPv4 address:
pmctl -p v4

(
To set the interface of Private Maintenance port of the IPv4 address (In the cluster configuration):
pmctl [-p v4] -a fixed_ip -n netmask interface
(
To set the interface of Private Maintenance port of the IPv4 address (In the single node configuration):
pmctl [-p v4] -a ip_address –n netmask interface
(
To display interface information of the Private Maintenance port of the IPv6 address:
pmctl -p v6

(
To set interface information of the Private Maintenance port of the IPv6 address (In the cluster configuration) (3.2.0-XX or earlier):
pmctl -p v6 -a fixed_ip -n netmask interface
(
To set interface information of the Private Maintenance port of the IPv6 address (In the single node configuration) (3.2.0-XX or earlier):
pmctl -p v6 -a ip_address -n netmask interface
(
To set interface information of the Private Maintenance port of the IPv6 address (In the cluster configuration) (3.2.1-XX or later):
pmctl [-p v6] -a fixed_ip -n netmask interface
(
To set interface information of the Private Maintenance port of the IPv6 address (In the single node configuration) (3.2.1-XX or later):
pmctl [-p v6] -a ip_address –n netmask interface
(
To release the IPv6 address:
pmctl -p v6 -delete interface

(
To output the command format on the standard output:
pmctl -h
Table 2.41.1-1 shows the description of each option.
Table 2.41.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-p v4
	Specify when setting/displaying the IPv4 interface. This option can be omitted in setting the interface.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	(

	2
	-p v6
	Specify when setting/displaying the IPv6 interface.
This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	This option must be specified in case IPv6 is set when the OS version is 3.2.0-XX or earlier.

This option can be omitted when the OS version is 3.2.1-XX or later.

	3
	[In the cluster configuration]

-a <fixed_ip>
[In the single node configuration]

-a <ip_address>
	Specify the IP address of the Private Maintenance LAN port in the node where you enter the command.

In setting the IPv6, display the IP address in a square bracket “[]”.
	IPv6 setting example

[fe80::1:50]

	4
	-n <netmask>
	Specify the netmask (prefix length in case of the IPv6).
The specified value is used as the netmask for the IP address specified in the -a option.
	The prefix length can be specified within the range from 0 to 128.

	5
	interface
	Specify the name of the Private Maintenance port you want to configure.
	Specify pm0.

	6
	--delete
	Releases IPv6 address information set for the interface.

This option can be specified if the OS version is 3.1.0-XX or later.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	Do not specify this option unless otherwise instructed.

In executing this option, the confirmation message KAQM05200-Q is output.

	7
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.41.2
Execution procedure
This subsection describes the procedure for executing the pmctl command.
If you want to list interface information of the Private Maintenance port, refer to 2.41.2 (1) Displaying interface information of the Private Maintenance port.
If you want to configure the interface of a Private Maintenance port, refer to Maintenance Tool “2.41.2 (2) Setting a Private Maintenance port interface” (MNTT 02-2400).
(1)
Displaying interface information of the Private Maintenance port
The output format for the pmctl command execution is shown in Figure 2.41.2-1 “Output Format for pmctl Command”.
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Figure 2.41.2-1  Output Format for pmctl Command
Table 2.41.2-1 describes the details about the items in “Figure 2.41.2-1 Output Format for pmctl Command”.
Table 2.41.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[interface]
	Displays the name of the interface. Displays as fixed pm0.

	2
	[IPv4] (*1)
	Displays the setting title of the IPv4.

	3
	(In the cluster configuration)
[fixedIP]

(In the single node configuration)
[IPaddress]
	Displays the fixed IPv4 address that you specified.

	4
	[netmask]
	Displays the specified netmask.

	5
	[IPv6] (*1)
	Displays the setting title of the IPv6.

This is not displayed if the IPv6 is not set.

	6
	(*1)

(In the cluster configuration)
[v6fixedIP]
(In the single node configuration)
[v6IPaddress]
	Displays the fixed IPv6 address which is set.

This is not displayed if the IPv6 is not set.
The IPv6 address is displayed without the square bracket (“[]”) specified at the time of setting.

	7
	[prefixlen] (*1)
	Displays the prefix length which is set.
This is not displayed if the IPv6 is not set.


*1:
This item is displayed if the OS version is 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

Execute the pmctl command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
An execution example of pmctl command when the OS version is earlier than 3.1.0-XX (in the state of clustering) is shown in Figure 2.41.2-2, an execution example when the OS version is 3.1.0-XX or later (in the state of clustering) is shown in Figure 2.41.2-3.
An execution example of pmctl command when the OS version is earlier than 3.1.0-XX (in the case of single node configuration) is shown in Figure 2.41.2-4, an execution example of when the OS version is 3.1.0-XX or later (in the case of single node configuration) is shown in Figure 2.41.2-5.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
If a message ID is displayed, refer to Maintenance Tool “2.41.3 Command termination messages and action to be taken” (MNTT 02-2410).

Perform a propter action and execute the command again.
(
In the cluster configuration
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Figure 2.41.2-2  Execution Example of the pmctl Command 
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.41.2-3  Execution Example of the pmctl Command 
(when the OS version is 3.1.0-XX or later and IPv6 address is set)

(
In the case of single node configuration
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Figure 2.41.2-4  Execution Example of the pmctl Command 
(when the OS version is earlier than 3.1.0-XX)
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Figure 2.41.2-5  Execution Example of the pmctl Command 
(when the OS version is 3.1.0-XX or later and IPv6 address is not set)

(2)
Setting a Private Maintenance port interface
(a)
 In the cluster configuration, check whether a cable is connected between the Private Maintenance port and the switch. However, if no switch exists, confirm that the Private Maintenance port of the target node is directly connected to the maintenance PC by the cable.
In the single node configuration, check whether a cable is connected between the private maintenance port and the maintenance PC directly.

(b)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(c)
Execute pmctl command in accordance with Figure 2.41.2-6 Execution Example of the pmctl Command (in case IPv4 is set)” in case IPv4 is set. Execute the pmctl command in accordance with “Figure 2.41.2-7 Execution Example of the pmctl Command (in case IPv6 is set)” in case IPv6 is set. However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
If a message ID is displayed, refer to Maintenance Tool “2.41.3 Command termination messages and action to be taken” (MNTT 02-2410).
Perform a propter action and execute the command again.
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Figure 2.41.2-6  Execution Example of the pmctl Command (in case IPv4 is set)
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Figure 2.41.2-7  Execution Example of the pmctl Command (in case IPv6 is set)

NOTE:(
In the cluster configuration, specify a network segment that differs from the network segments containing the Heartbeat port, Management port, BMC port, and Data port.
(
When IPv4 is set in the single node configuration, it must be set to be the same segment with the BMC port.

(
When you change the network segment of the Private Maintenance port, you need to confirm that the IP address of the maintenance port on the maintenance PC belongs to the network segment of the Private Maintenance port. After you complete the settings, change the IP address of the maintenance port and confirm that it is different from the IP address of the Private Maintenance port. For details about how to change the IP address of the maintenance port, refer to Maintenance Tool “1.2.2 Setting the IP addresses of the maintenance PC” (MNTT 01-0040).

(
As the network segment of the Private Maintenance port set for the IPv4, basically select “10.0.0.XXX”, “192.168.0.XXX”, “192.168.233.XXX”, “172.23.211.XXX”, or “10.197.181.XXX”. However, if these network segments are already being used, contact the system administrator and obtain an available network segment.

(
Set the IPv6 within the range of link local unicast address from “fe80::1:0/64” to “fe80::1:ff/64”.

(
As the interface name, always specify “pm0”.

(d)
When you complete the settings, the communication is disconnected. Use the IP address specified in step (c) to reconnect and log it in.
(e)
Use the pmctl command to check the settings.
For details about how to use the pmctl command to check the settings, refer to Maintenance Tool “2.41.2 (1) Displaying interface information of the Private Maintenance port” (MNTT 02-2380).
2.41.3
Command termination messages and action to be taken
When you execute the pmctl command, messages might be displayed. Table 2.41.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.41.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05042-E
	The interface specification is invalid.
	The specified value is incorrect.
	Check the specified data and specify valid data.

	3
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	An attempt to read the file to be used for the requested processing failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	An attempt to write to the file to be used for the requested processing failed.
	

	5
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address = <IP address>)
	The format of the specified IP address is incorrect.
	Use the appropriate format to specify the IP address.

	6
	KAQM05158-E
	The specified IP address cannot be used because it is already in use. (IP address = <IP address>)
	The specified IP address is already used.
	Check the port settings. If the specified IP address is already used, specify another IP address.

	7
	KAQM05159-E
	The network identified by the specified IP address and netmask cannot be used because it is already in use. (network address = <network address>)
	The network that is identified by the specified IP address and netmask is already used.
	Check the port settings. If the network that is identified by the specified IP address and netmask is already used, specify another IP address or netmask.

	8
	KAQM05188-E
	The IPv4 address in the Private Maintenance port cannot be removed.
	The IPv4 address in the Private Maintenance port cannot be released.
	Check the specified data and specify valid data.

	9
	KAQM05194-E
	The entered prefix length is invalid.
	An error exists in the entered Prefix length.
	Specify a number in the range from 0 to 128 and reexecute.

	10
	KAQM05198-E
	No IPv6 address is set.
	The IPv6 address is not set.
	Check the specified data and specify valid data.

	11
	KAQM05200-Q
	The interface in the IPv6 address will be released. Do you want to proceed? (y/n)
	The interface in the IPv6 address will be released. Do you want to continue the processing?
	Enter “y” if you release the address and enter “n” if you cancel the processing.

	12
	KAQM05211-E
	The protocol version of the specified IP addresses and netmask (prefix length) do not match.
	The protocol version of the specified IP address or netmask (prefix length) is not unified.
	Check the specified data and unify the protocol version of the data.


Table 2.41.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	13
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	15
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	17
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	18
	KAQM14150-E
	An error occurred in the system.
	The processing for determining the execution environment failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	19
	KAQM14174-E
	The specified IP address cannot be set. (specified value = <specified value>)
	The specified IP address is a special address which cannot be set.
	Confirm the specified value and reexecute.


2.42
Acquisition of Time/ Time Zone (timeget)

This command displays the present time and the information of Time zone of this side node.
2.42.1
Command line
This command uses the following command lines.
(
To display the present time:
timeget
(
To display the information of Time zone:
timeget -z
(
To display UTC (Coordinated Universal Time):
timeget -u
(
To output the command format on the standard output:
timeget –h
Table 2.42.1-1 shows the description of each option.

Table 2.42.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-z
	Specify this option to output the information of Time zone.
	The present time is not output when this option is specified.

	2
	-u
	Specify this option to output the UTC.
	(

	3
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.42.2
Output format
The output format for the timeget command execution is shown in Figure 2.42.2-1 “Output Format for timeget Command”.
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Figure 2.42.2-1  Output Format for timeget Command
Table 2.42.2-1 describes the details about the items in “Figure 2.42.2-1 Output Format for timeget Command”.
Table 2.42.2-1  Description of the Items in the Output Format
	No.
	Item
	Description
	Remark

	1
	[wday]
	Display the 3 letters abbreviation that indicating a day of the week.
	Sun, Mon, Tue, Wed, Thu, Fri, Sat

	2
	[Month]
	Display the 3 letters abbreviation that indicating a month.
	Jan, Feb, Mar, Apr, May, Jun, Jul, Aug, Sep, Oct, Nov, Dec

	3
	[DD]
	Display the number that indicating a date. It is displayed in fixed two-digit number including 0.
	

	4
	[hh:mm:ss]
	Display the time indicating hours, minutes, and seconds. The number is displayed in fixed two-digit number including 0.
	Example: 02:12:30

	5
	[ZZZ]
	Display the abbreviation that indicating Time zone.
	Example: JST

	6
	[YYYY]
	Display the number of years. It is displayed in fixed four-digit number. 
	

	7
	[timezone]
	Display the information of Time zone that has been set.
	Example: Asia/Tokyo


2.42.3
Execution procedure

This subsection describes the procedure for executing the timeget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Figure 2.42.3-1 shows an example of executing the timeget command.
If a message ID is displayed, refer to Maintenance Tool “2.42.4 Command termination messages and action to be taken” (MNTT 02-2460).
Perform a propter action and execute the command again.
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Figure 2.42.3-1  Execution Example of the timeget Command
2.42.4
Command termination messages and action to be taken
When you execute the timeget command, messages might be displayed. Table 2.42.4-1 lists the action to be taken for each message ID.
Table 2.42.4-1  Message IDs and Action to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	4
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again. 

	5
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	7
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.


2.43
Time Setting (timeset)

This command set the present time of this side node.
2.43.1
Command line
This command uses the following command lines.
(
To set the present time:
timeset [YYYYMMDDhhmm(ss)]
(
To output the command format on the standard output:
timeset -h
Table 2.42.1-1 shows the description of each option.

Table 2.43.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	[YYYYMMDDhhmm(ss)]
	Specify the present time. year, month, date, hour, minute, and (second).
The specification of second is optional. When it is omitted, it is displays as 00.
	Unless otherwise special instruction, this option is not necessary to be set.

	2
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.43.2
Execution procedure

This subsection describes the procedure for executing the timeset command.
NOTE:(
Confirm with the system administrator in advance whether the operation is performed in the Physical node. If it cannot be confirmed, refer to Maintenance Tool “3.4 Operation determination of the Physical node” (MNTT 03-0110) and determine the operational method.
(
If a cluster is constructed, request the system administrator to failover the Virtual Server to the other node when operating the resource group and Virtual Server of the node that sets the time, and change the “Node Status” of the node that sets the time to “INACTIVE (stopping node) in advance.
For the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”, and for the reference place in User’s Guide describing the details about stopping a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”.
If the system administrator is not present, contact the system administrator, the maintenance personnel acquires the above-mentioned permission and executes the processing.
For the method of executing the processing, refer to Maintenance Tool “3.1 Failover and Node Termination to Execute the OS stop or the OS reboot” (MNTT 03-0000).

(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the clstatus command and check the status of the node with the OS you want to change the setting. Check whether the node status is INACTIVE.
For details about how to check node status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
NOTE:
Step (2) is not necessary when no cluster is created or in the single node configuration.
(3)
Specify the present time in accordance with Figure 2.43.2-1, and then execute the timeset command.
If a message ID other than KAQM05153-Q is displayed, refer to Maintenance Tool “2.43.3 Command termination messages and action to be taken” (MNTT 02-2500).
Perform a propter action and execute the command again.

[image: image177]
Figure 2.43.2-1  Execution Example of the timeset Command
NOTE:
Unless otherwise special instruction, this specifying seconds is not necessary.
(4)
When you perform step (3), the confirmation message (KAQM05153-Q) shown in Figure 2.43.2-2 is displayed. Enter y to execute the processing.
When you enter n, the processing is canceled.
If a message ID is displayed, refer to Maintenance Tool “2.43.3 Command termination messages and action to be taken” (MNTT 02-2500).
Take appropriate action and perform step (3) and later again.

[image: image178]
Figure 2.43.2-2  Confirmation Message (KAQM05153-Q) of executing timeset
(5)
To enable the settings, reboot the OS.
For details about how to reboot the OS, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(6)
After completion of OS reboot, execute timeget command without specifying any option, and then check if the time information that has been set is reflected.
For details about the timeget command, refer to Maintenance Tool “2.42 Acquisition of Time/ Time Zone (timeget)” (MNTT 02-2430).
(7)
If it is performed failover, request the system administrator to set the “Node Status” of the restarted node to “UP” (starting node), and to perform failback the resource group, which has been performed failover to the restarted node.
However, when the system administrator is absent, the maintenance personnel should contact to system administrator and get the permission from him/her to execute this operation. For the execution procedure, refer to Maintenance Tool “3.2 Failback and Start of Node After Starting the OS” (MNTT 03-0030).
NOTE:
Step (7) is not necessary when this command is executed while working.
2.43.3
Command termination messages and action to be taken
When you execute the timeset command, messages might be displayed. Table 2.43.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.43.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05089-E
	This node has not stopped.
	This side node is not in the state of INACTIVE.
(Different message is displayed if the OS version is 2.1.1-XX or earlier.)
	Request the system administrator to make INACTIVE the state of node, and then retry the operation.

	3
	KAQM05112-E
	The entry for the current time is invalid.
	The input value of the specified present time is incorrect.
	Check the contents of the specified present time, and then retry the operation.

	4
	KAQM05153-Q
	If you change the node time, you must then restart the OS on both nodes. Do you want to continue? (y/n)
	The setting information is changed. Do you want to continue?
	If you want to change the setting, enter “y”. If you want to cancel the processing, enter “n”.


Table 2.43.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM14101-E
	In the cluster, nodes that cannot synchronize exist.
	There is a problem in the communication processing between nodes.
	Check if the LAN cable is connected. It is possible to think that the synchronization process could not be completed because the load to the node in the cluster was high. Request the system administrator to check if the load of the node within the cluster returns to the normal status, and then retry the operation.

	6
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	8
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	9
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	11
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.


2.44
This Page is Intentionally Blanked
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.45
Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)
Forced failover is a behavior to prevent the double mount (it leads to destruction of the user data) of the file systems at the time of failover, by executing LU access protection for the cluster management LU and the all user LUs.
This command releases this access protection forcibly.
NOTE:(
This is a command used only when the execution instruction is given during the operation. Please do not use it in other cases or the user data might be broken.

(
This is not supported in the single node configuration.

2.45.1
Command line
This command uses the following command lines.
(
To execute the forced release of the LU access protection:
forcelurelease
(
To display the command format on the standard output:
forcelurelease -h
Table 2.45.1-1 shows the description of each option.

Table 2.45.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	-h
	Specify this option to output the command format to the standard output.
	KAQM14136-I and KAQM06115-I are displayed at the time of execution.


2.45.2
Execution procedure
This subsection describes the procedure for executing the forcelurelease command.
When this procedure is executed, it is assumed that “KAQG72030-E” SIM message is detected in either of the nodes.
(1)
Log in to the node 0 via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the syseventlist command and check if the SIM message ID of “KAQG72030-E” is displayed or not.
For details about how to confirm SIM messages, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
If the message is displayed, log off from the node0 and log in to the node1, and proceed to step (3). For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
If the message is not displayed, proceed to step (3).
(3)
Execute the clstatus command and check if the message of “KAQM06116-E” is displayed while executing a command.
For details about how to confirm the messages, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
If the message is displayed, proceed to step (4).
If it is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
(4)
Execute the forcelurelease command in accordance with the execution example as in Fig. 2.45.2-1.
If a message ID other than KAQM06114-Q is displayed, take measures with reference to Maintenance Tool “2.45.3 Command termination messages and action to be taken” (MNTT 02-2590).
After completing the measures, retry the operation.
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Figure 2.45.2-1  Execution Example of the forcelurelease Command
(5)
When the step (4) is executed, the confirmation message (KAQM06114-Q) is displayed as shown in Figure 2.45.2-2 “Confirmation Message (KAQM06114-Q) of executing forcelurelease”. Enter “y” to start execution. The forced release of the LU access protection starts.
To cancel the execution, enter “n”.
When a message ID other than KAQM06117-I is displayed, refer to Maintenance Tool “2.45.3 Command termination messages and action to be taken” (MNTT 02-2590).
Perform a proper action and repeat the procedure from the step (2).

[image: image180]
Figure 2.45.2-2  Confirmation Message (KAQM06114-Q) 
of executing forcelurelease
(6)
After execution of step (5), the message ID KAQM06117-I is displayed in case of normal termination.
Reboot the OS in accordance with the message. For details about reboot procedure, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
2.45.3
Command termination messages and action to be taken
When you execute the forcelurelease command, messages might be displayed. Table 2.45.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.45.3-1  Message IDs and Action to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06113-E
	Access protection on one or more LUs failed to be forcibly released.
	An error might be occurred on the FC path or on the disk array subsystem.
	Check the status of the FC path. If there is abnormal in the FC path status, recover it and retry the operation.
If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06114-Q
	If you execute this command while the status of the cluster is UNKNOWN or DISABLE or while the status of the other node is UNKNOWN or DOWN, user data might become corrupted. Are you sure you want to forcibly release the access protection on the cluster management LU and the user LUs? (y/n)
	Execute the forced release of the LU protection. Do you want to continue?
	To execute the forced release of the Access LU protection, enter “y”. To cancel it, enter “n”.

	4
	KAQM06115-I
	This command will forcibly release the access protection on one or more LUs. If you execute this command while the status of the cluster is UNKNOWN or DISABLE or while the status of the other node is UNKNOWN or DOWN, user data might become corrupted.
	This command will forcibly release the access protection on one or more LUs. If you execute this command while the status of the cluster is UNKNOWN or DISABLE or while the status of the other node is UNKNOWN or DOWN, user data might become corrupted.
	(


Table 2.45.3-1  Message IDs and Action to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06117-I
	The operation was successful in forcibly releasing the access protection on one or more LUs. Restart the OS of the node to which the KAQG72030-E message was not output.
	The forcibly releasing of the LU access protection was completed successfully. Restart the OS of the node to which the KAQG72030-E message was not output.
	Restart the OS of the node to which the KAQG72030-E message was not output.

	6
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	8
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	9
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	11
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	12
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.46
Confirming the Built-in RAID Controller Firmware Version (internalraidfwget)
This command displays the firmware version information of the built-in RAUD controller.
2.46.1
Command line
This command uses the following command line.
(
To confirm the firmware version:
internalraidfwget
2.46.2
Output format
The output format for the internalraidfwget command execution is shown in Figure 2.46.2-1 “Output Format for internalraidfwget command”.
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Figure 2.46.2-1  Output Format for internalraidfwget Command

Table 2.46.2-1 describes the details about the items in “Figure 2.46.2-1 Output Format for timeget Command”.
Table 2.46.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[Version]
	Displays the firmware version of the built-in RAID controller.


2.46.3
Execution procedure
This subsection describes the procedure for executing the internalraidfwget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.46.3-1 shows an example of executing internalraidfwget command.
If the version is not displayed, or an error message is displayed on the screen, refer to Maintenance Tool “2.46.4 Command termination messages and action to be taken” (MNTT 02-2630).

[image: image182]
Figure 2.46.3-1  Execution Example of the internalraidfwget Command
2.46.4
Command termination messages and action to be taken
When you execute the internalraidfwget command, messages might be displayed. Table 2.46.4-1 lists the action to be taken for each message ID.
Table 2.46.4-1  Message IDs and Action to be Taken
	No.
	Massage
	Description
	Action

	1
	Version is displayed.
	The operation is terminated completely.
	(

	2
	(
Version is not displayed.
(
An error message is displayed. 
	Failed to get the firmware version.
	Check the following contents.
Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.47
Updating the Built-in RAID Controller Firmware (internalraidfwupdate)

This command executes the update of a firmware of built-in RAID controller by using the firmware file provided by the vendor.
2.47.1
Command line
This command uses the following command line.

(
To update the firmware:
internalraidfwupdate firmware file name
Table 2.47.1-1 shows the description of each option.

Table 2.47.1-1  Description of the Options
	No.
	Option
	Description
	Remark

	1
	Firmware file name
	Specifies the file for updating firmware.
	(


2.47.2
Execution procedure
This subsection describes the procedure for executing the internalraidfwupdate command.
NOTE:
Acquire the firmware file for the updating and store it in the maintenance PC beforehand.
(1)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.47.2-1 to upload the firmware file in the home directory (/home/service) for the maintenance personnel.
For details about uploading file, refer to Maintenance Tool “1.3.5 Commands used for transferring files (1) Uploading files to the OS” (MNTT 01-0230).
This section describes an example when using pscp.
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Figure 2.47.2-1  Uploading to the home directory for the maintenance personnel
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Confirm the current firmware version with the internalraidfwget command.
For details about internalraidfwget command, refer to Maintenance Tool “2.46 Confirming the Built-in RAID Controller Firmware Version (internalraidfwget)” (MNTT 02-2610).
(4)
In accordance with Figure 2.47.2-2 Example of executing the internalraidfwupdate command, put the file name uploaded at the step (1) as an option, and then execute internalraidfwupdate command.
When a message is displayed, take measures with reference to Maintenance Tool “2.47.3 Command termination messages and action to be taken” (MNTT 02-2660).
After completing measures, retry the operation from the step (1).
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Figure 2.47.2-2  Execution Example of the internalraidfwupdate Command
(5)
After the completion of the updating, delete the firmware file uploaded at the step (1) as described in Figure 2.47.2-3.
For details about file deletion, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).

[image: image185]
Figure 2.47.2-3  Deleting the uploaded file
(6)
Reboot the OS. For details about rebooting OS, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(7)
After completing the reboot process, confirm that the firmware version is changed with the internalraidfwget command.
For details about the internalraidfwget command, refer to Maintenance Tool “2.46 Confirming the Built-in RAID Controller Firmware Version (internalraidfwget)” (MNTT 02-2610).
If the firmware is not changed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
2.47.3
Command termination messages and action to be taken
When you execute the internalraidfwupdate command, messages might be displayed. Table 2.47.3-1 lists the action to be taken for each message ID.
Table 2.47.3-1  Message IDs and Action to be Taken
	No.
	Message
	Description
	Action

	1
	None
	The firmware update process is terminated completely.
	(

	2
	A error message is displayed.
	Abnormal termination occurs on the firmware update process.
	Check the following contents.
1 Refer to Maintenance Tool “2.47.1 Command line” (MNTT 02-2640), and then check if the specified command line is correct or not.
2 Check if the firmware file to be updated is stored directly under the home directory for the maintenance personnel (/home/service).
3 Check if the specified file name is correct.
4 Retry the operation after confirming the above contents.
If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


$ sudo syslurestore –f  sysbk_FC-GWFBQLNBX_20090508_1020.tgz





$ sudo syslurestore -f sysbk_FC-GWFBQLNBX_20090508_1020.tgz


KAQM13133-Q Processing might take a while. Do you want to restore the settings for the cluster management LU and both of the OS Disks in the cluster by using the saved file (saved date and time = 2009/07/15 00:10)? (y/n) y





$ sudo syslurestore -f sysbk_FC-GWT119000010_20090508_1020.tgz


KAQM13133-Q Processing might take a while. Do you want to restore the system settings by using the specified file (saved date and time = 2009/07/15 00:10)? (y/n) y


System configuration restore starts. (remaining time = 70 seconds)


   Step 1/7 Performing pre-processing.  (remaining time = 70 seconds)


   Step 2/7 Decompression of system backup file. (remaining time = 60 seconds)


   Step 3/7 Initialization of management area-1. (remaining time = 50 seconds)


   Step 4/7 Initialization of management area-2 (remaining time = 40 seconds)


   Step 5/7 Initialization of management area-3 (remaining time = 30 seconds)


   Step 6/7 Restoring the system files. (remaining time = 20 seconds)


   Step 7/7 Performing post-processing. (remaining time = 10 seconds)


KAQM13131-I The settings for the cluster management LU and both OS Disks in the cluster have been restored, and the OSs in the cluster have been restarted. After restarting the OSs, define a cluster.





Progress message





$ sudo mngiflist


Interface	: mng0


node 1(DGBQLNBX)


Fixed IP addr	: 192.168.0.21


Netmask	: 255.255.255.0


node 0(DFBQLNBX)


Fixed IP addr	: 192.168.0.20


Netmask	: 255.255.255.0


MTU	: 1500





$ sudo syslurestore -s osdisk   192.168.0.21





$ sudo syslurestore -s osdisk 192.168.0.21


KAQM13122-Q Processing might take a while. Do you want to restore the OS Disks by using the saved settings (saved date and time = 2009/07/15 00:10)? (y/n) y





$ sudo syslurestore -s cmlu





$ sudo syslurestore -s cmlu


KAQM13123-Q Processing might take a while. Do you want to restore the cluster management LU by using the saved settings (saved date and time = 2009/07/15 00:10)? (y/n) y





$ sudo syslurestore –f sysbk_FC-GWFBQLNBX_20090508_1020.tgz





$ sudo syslurestore -f sysbk_FC-GWFBQLNBX_20090508_1020.tgz


KAQM13133-Q Processing might take a while. Do you want to restore the settings for the cluster management LU and both of the OS Disks in the cluster by using the saved file (saved date and time = 2009/07/15 00:10)? (y/n) y





$ sudo syslurestore -f sysbk_FC-GWFBQLNBX_20090508_1020.tgz


KAQM13133-Q Processing might take a while. Do you want to restore the settings for the cluster management LU and both of the OS Disks in the cluster by using the saved file (saved date and time = 2009/07/15 00:10)? (y/n) y


System configuration restore starts.


   Step 1/7


   Step 2/7


   Step 3/7


   Step 4/7


   Step 5/7


   Step 6/7


   Step 7/7


KAQM13171-I The settings for the cluster management LU and the OS Disk have been restored, and the OS has been restarted.





Progress message





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Offline


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fponline path000-0004-0A





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Offline





$ sudo fponline --hostport fc0005





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fpstatus -v


Path                        Target       HostPort  HostPortWWN         ArrayPort  ArrayPortWWN       Model  Serial         Status


path000-0004-0A   N0-T000  fc0004     10000000c98db65a  0A              50060e801024e8e0  AMS    85010110  Online


path000-0005-1C   N0-T000  fc0005     10000000c98db65b  1C              50060e801024e8e6  AMS    85010110  Offline





1





2





3





$ sudo fponline --arrayport 1C --model AMS --serial 85010110





1





2





3





$ sudo fpstatus -v


Path                        Target       HostPort  HostPortWWN         ArrayPort  ArrayPortWWN       Model  Serial         Status


path000-0004-0A   N0-T000  fc0004     10000000c98db65a  0A              50060e801024e8e0  AMS    85010110  Online


path000-0005-1C   N0-T000  fc0005     10000000c98db65b  1C              50060e801024e8e6  AMS    85010110  Online





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fpoffline path000-0004-0A





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Offline


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Online





$ sudo fpoffline --hostport fc0005





$ sudo fpstatus


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Offline





$ sudo fpstatus -v


Path                        Target       HostPort  HostPortWWN         ArrayPort  ArrayPortWWN       Model  Serial         Status


path000-0004-0A   N0-T000  fc0004     10000000c98db65a  0A              50060e801024e8e0  AMS    85010110  Online


path000-0005-1C   N0-T000  fc0005     10000000c98db65b  1C              50060e801024e8e6  AMS    85010110  Online





1





2





3





$ sudo fponline --arrayport 1C --model AMS --serial 85010110





1





2





3





$ sudo fpstatus -v


Path                         Target        HostPort  HostPortWWN         ArrayPort  ArrayPortWWN        Status


path000-0004-0A    N0-T000   fc0004     10000000c98db65a  0A              50060e801024e8e0   Online


path000-0005-1C    N0-T000   fc0005     10000000c98db65b  1C              50060e801024e8e6   Offline





Output format of mngiflist (In the cluster configuration)





Interface	:	[interface]


[node(Host name)]


[IPv4]


Fixed IP addr	:	[fixedIP1]


Netmask	:	[netmask1]


[IPv6]


 Fixed IP addr	:	[v6fixedIP1]


 Prefix length 	:	[prefixlen1]


[node(Host name)]


[IPv4]


Fixed IP addr	:	[fixedIP2]


Netmask	:	[netmask2]


[IPv6]


 Fixed IP addr	: 	[v6fixedIP2]


 Prefix length	:	[prefixlen2]


MTU	:	[mtu]





Output format of mngiflist (In the single node configuration)





Interface	:	[interface]


[IPv4]


IP address	:	[IPaddress]


Netmask	:	[netmask]


[IPv6]


IP address	:	[v6IPaddress]


Prefix length	:	[prefixlen]


MTU	:	[mtu]





*: Values acquired from the system are displayed within [  ].





$ sudo mngiflist





Interface	:	mng0


node 0(DFBQLNBX)


Fixed IP addr	:	192.168.0.20


Netmask	:	255.255.255.0


node 1(DGBQLNBX)


Fixed IP addr	:	192.168.0.21


Netmask	:	255.255.255.0


MTU	:	1500





$ sudo mngiflist





Interface	:	mng0





node 0(DFBQLNBX)


[IPv4]


Fixed IP addr	:	192.168.0.20


Netmask	:	255.255.255.0


[IPv6]


Fixed IP addr	:	2001:2c0:418:1::1


Prefix length	:	64





node 1(DGBQLNBX)


[IPv4]


Fixed IP addr	:	192.168.0.21


Netmask	:	255.255.255.0


[IPv6]


Fixed IP addr	:	2001:2c0:418:1::2


Prefix length	:	64


MTU	:	1500





$ sudo mngiflist





Interface	:	mng0





Fixed IP addr	:	192.168.0.20


Netmask	:	255.255.255.0


MTU	:	1500





$ sudo mngiflist





Interface		:	mng0





[IPv4]


Fixed IP addr		:	192.168.0.20


Netmask		:	255.255.255.0


MTU		:	1500





$ sudo mngiflist





Interface	:	mng0


IP address	:	192.168.0.20


Netmask	:	255.255.255.0


MTU	:	1500





$ sudo mngiflist





Interface        	:	 mng0


[IPv4]


IP address     	:	192.168.0.20


Netmask      	:	255.255.255.0


[IPv6]


IP address    	:	2001:2c0:418:1::2


Prefix length 	:	64


MTU	:	1500





$ sudo mngiflist


Interface	: mng0(DHCP)


[IPv4]


IP address	: 10.208.136.74


Netmask	: 255.255.255.0


MTU	: 1500





$





$ sudo ownmngifedit -a 192.168.0.20 -n 255.255.255.0





$ sudo ownmngifedit -p v6 -a [3f2:121:1111::1] -n 64





Output format of mngiflist


Mode	:	[mode]


Speed	:	[speed]





*: Values acquired from the system are displayed within [  ].





$ sudo mngnegmodeget


Mode	:	Auto


Speed	:	1000Mb/s





$ sudo mngnegmodeset -m auto





Output format of mngroutelist





[IPv4]


Target           Netmask         Gateway       Method      Type      MSS     Iface


[target1]       [netmask1]     [gateway1]    [method1]  [type1]  [mss1]  [iface1]


[IPv6]


Target                        Gateway                Method     Type     Iface


[v6target1]             [v6gateway1]           [method1] [type1] [iface1]





*1: Values acquired from the system are displayed within [  ].


*2: The routing information is displayed on a single line on an interface basis.





$ sudo mngroutelist


Target          	Netmask         	Gateway         	Method 	Type    	MSS    Iface


192.168.20.0    255.255.255.0   	192.168.10.1    Allow   	net      	-     	mng0


default         	0.0.0.0         	192.168.10.1    Allow  	 default  	-     	mng0





$ sudo mngroutelist


IPv4


Target               Netmask            Gateway          Method    Type    MSS    Iface


192.168.20.0    255.255.255.0   192.168.10.1    Allow       net          -       mng0


default              0.0.0.0               192.168.10.1    Allow       default    -       mng0


IPv6


Target                                 Gateway                                 Method    Type   Iface


fd00:2111:1111:1111:111   fd00:2111:1111:1111:111       Allow       net      mng0


1:2222:1111:1111/64          1:2222:1111:2


default                                 fd00::1                                   Allow       net      mng0





$ sudo mngroutelist –p v4


IPv4


Target               Netmask            Gateway          Method    Type      MSS    Iface


192.168.20.0    255.255.255.0   192.168.10.1    Allow       net           -        mng0


default              0.0.0.0               192.168.10.1    Allow       default     -        mng0





$ sudo mngrouteadd -t net -d 192.168.20.0 -n 255.255.255.0 -g 192.168.10.1





$ sudo mngrouteadd -p v6 -t net -d [2001:c09:418:111::1] -n 64 -g [fd00::4]





$ sudo mngrouteadd -t host -d host01 -g 192.168.10.1





$ sudo mngrouteadd -p v6 -t host -d host02 -g [fd00::4]





$ sudo mngrouteadd -t default –g 192.168.10.1





$ sudo mngrouteadd -p v6 -t default –g [fd00::4]





$ sudo mngroutedel -d 192.168.20.0 -n 255.255.255.0 -g 192.168.10.1





$ sudo mngroutedel -p v6 -d [2001:2c9:418:11::1] -n 64 -g [fd00::4]





$ sudo mngroutedel -d 192.168.20.0 -n 255.255.255.0 -g 192.168.10.1


KAQM05099-Q Do you want to delete the specified routing information? (y/n) y





$ sudo mngroutedel -d host01 -g 192.168.10.1





$ sudo mngroutedel -p v6 -d host02 -g [fd00::4]





$ sudo mngroutedel -d host01 -g 192.168.10.1


KAQM05099-Q Do you want to delete the specified routing information? (y/n) y





$ sudo mngroutedel -d default -g 192.168.10.1





$ sudo mngroutedel -p v6 -d default -g [fd00::4]





$ sudo mngroutedel -d default -g 192.168.10.1


KAQM05099-Q Do you want to delete the specified routing information? (y/n) y





$ sudo bmcctl -a 192.168.0.22:192.168.0.23 -n 255.255.255.0





$ sudo bmcctl -a 10.0.0.40





$ sudo bmcctl  -a 192.168.0.22:192.168.0.23 -n 255.255.255.0


KAQM05226-Q The network configuration will be changed so that the BMC port is connected to the IP switch because the management port and the BMC port have the same network address. Are you sure you want to continue? (y/n) y


$





$ sudo bmcctl -a 10.0.2.22:10.0.2.23 -n 255.255.255.0


KAQM05227-Q The network configuration will be changed so that the BMC port is connected to pm1 because the management port and the BMC port have different network addresses. Are you sure you want to continue? (y/n) y


$





Output format for bmcctl (After configuring a cluster)





Interface : [interface]


[node(Host name)]


Fixed IP addr : [fixedIP1]


Netmask : [netmask1]


Gateway : [gateway1]


[node(Host name)]


Fixed IP addr : [fixedIP2]


Netmask : [netmask2]


Gateway : [gateway2]





Output format for bmcctl (Before configuring a cluster)





Interface : [interface]


Fixed IP addr : [fixedIP1]


Netmask : [netmask1]


Gateway : [gateway1]





Output format for bmcctl (In the single node configuration)





Interface : [interface]


IP address : [IPaddress]


Netmask : [netmask]


Gateway : [gateway1]








*: Values acquired from the system are displayed within [ ].





$ sudo bmcctl





Interface	:	bmc0


node 0(DFBQLNBX)


Fixed IP addr	:	192.168.0.22


Netmask	:	255.255.255.0


Gateway	:	192.168.0.1


node 1(DFBQLNBX)


Fixed IP addr	:	192.168.0.23


Netmask	:	255.255.255.0


Gateway	:	192.168.0.1





$ sudo bmcctl





Interface	:	bmc0


Fixed IP addr	:	192.168.0.22


Netmask	:	255.255.255.0


Gateway	: 192.168.0.1





$ sudo bmcctl





Interface	:	bmc0


IP address	:	10.0.0.40


Netmask	:	255.255.255.0


Gateway	: 192.168.0.1





$ sudo bmcctl --account





$ sudo oslogget





progress=[0/7] Processing started.


progress=[0/7] Processing started.


progress=[1/7] Collecting log files...


progress=[2/7] Collecting log files...


progress=[3/7] Collecting log files...


progress=[4/7] Collecting log files...


progress=[5/7] Collecting log files...


progress=[6/7] Collecting log files...


progress=[7/7] Processing completed.





$ ls -lL /log


total 34504


-rw-r--r-- 1 root root 35331988 2010-03-12 15:01 full_oslog_ FBQLNBX _20100312145803.tar.gz





C:\>pscp -scp -unsafe service@10.0.0.50:/log/* C:\work





$ sudo oslogget





$ ls -lL /log


total 34504


-rw-r--r-- 1 root root 35331988 2010-03-12 15:01 full_oslog_ FBQLNBX _20100312145803.tar.gz





C:\>pscp -scp -unsafe service@10.0.0.50:/log/* C:\work 





$ sudo oslogget





$ grep -c /target /etc/mtab


8





$ sudo dumpset --off





$ sudo dumpset --on





Output format for dumpset


(In case the OS version is earlier than 3.1.0-XX)





[status]





(In case the OS version is 3.1.0-XX or later and no option is specified)





Physical Node    : [status]








*: Values acquired from the system are displayed within [  ]





$ sudo dumpset


on





$ sudo dumpset


Physical Node    : on





A dump file is created





<(1) When dump files are collected by maintenance personnel >





Latest generation A





Because all dump files are deleted by using dumpdel after they are collected, the latest two generations of dump files are always secured.





Latest generation B





Deleted*











: Not collected





Old generation A





Latest generation B





When dump files are not collected and new dump files keep being created, only the latest dump file is always overwritten.





Latest generation A





<(2) When dump files are not collected >





Old generation A





Latest generation C





Old generation A





Latest generation D





*:	Because all the dump files of levels 1 and 4 are to be deleted, you need to work with your system administrator to confirm that all the dump files are collected.





A dump file is created





A dump file is created





A dump file is created





A dump file is created











: Collected





Old generation B





Latest generation D





A dump file is created





Latest generation D





Latest generation E





Deleted*











: Not collected





Latest generation A





Latest generation B





If the system administrator collects dump files by HFSM, the collected dump files are overwritten. Therefore, even of one generation fails to be collected, it remains without being overwritten.





Latest generation A





<(3) When dump files are not collected >





Old generation B





Latest generation C





Latest generation B





Latest generation D





A dump file is created





A dump file is created





A dump file is created











: Collected





A dump file is created





<(1) When dump files are collected by maintenance personnel >





Latest generation A





Because all dump files are deleted by using dumpdel after they are collected, the latest two generations of dump files are always secured.





Latest generation B





Deleted*

















: Unconverted





: Not collected (Converted)





Old generation A





Latest generation B





When dump files are not collected and new dump files keep being created, only the latest dump file is always overwritten.





Latest generation A





<(2) When dump files are not collected >





Old generation A





Latest generation C





Old generation A





Latest generation D





*:	Because all the dump files of levels 1 and 4 are to be deleted, you need to work with your system administrator to confirm that all the dump files are collected.





Deleted


(Dump file conversion starts)





A dump file is created





A dump file is created





A dump file is created





A dump file is created





Old generation A





Latest generation B





Old generation B











: Collected





<(3) When dump files are collected by system administrators >





Latest generation A





When a system administrator collects dump files on the HFSM in the cluster configuration and on the GUI for management in the single node configuration, the unconverted dump files are converted automatically after they are collected.





Latest generation B





Latest generation B





Old generation A





A dump file is created

















: Unconverted





: Not collected (Converted)











: Collected





(Dump file conversion starts)





Latest generation B





$ ls -lL /dump/download/service/dump_20100310213426/


total 168340


-r-------- 1 service service  37595009 2010-03-10 21:35


dump_T019000033_20100310213426.lv1.cz.aa


-r-------- 1 service service 134780390 2010-03-10 21:35


dump_T019000033_20100310213426.lv1.cz.ab





C:\>pscp -r -scp -unsafe service@10.0.0.50:/dump/download/service C:\work





C:\>pscp -r -scp -unsafe service@10.0.0.50:/dump/download/all C:\work





$ ls -lL -k /dump/download/service/dump_20100310213426/


total 168340


-r-------- 1 service service  36714 2010-03-10 21:35 dump_FBQLNBX_20100310213426.lv1.cz.aa


-r-------- 1 service service 131622 2010-03-10 21:35 dump_FBQLNBX_20100310213426.lv1.cz.ab





$sudo dumpdel





$ sudo dumpdel





$ sudo dumpdel


KAQM38004-Q Do you want to delete all converted dump files? (y/n) y





$ sudo dumpdel


KAQM38004-Q Do you want to delete all converted dump files? (y/n) y


KAQM38021-I Dump files will now be converted. Conversion will take about 30 minutes.





$ sudo dumpdel


KAQM38004-Q Do you want to delete all converted dump files? (y/n) y


KAQM38021-I Dump files will now be converted. Conversion will take time.





Output format for dumpcheck





(When the OS version is earlier than 3.1.0-XX)


Unconvert dump file : [existence or not existence of dump files]





(When the OS version is 3.1.0-XX or later)


Unconvert dump file count : [number of unconverted dump files]





*: Values acquired from the system are displayed within [  ].





$ sudo dumpcheck


Unconvert dump file: Exist





$ sudo dumpcheck


Unconvert dump file: Not exist





$ sudo dumpcheck


Unconvert dump file count : 2





$ sudo dumpcheck


Unconvert dump file count : 0





$ sudo dumpconvert


............................................................


...........................





dumpconvert output format


....................................................................................................................................................................................................


....................................................................................................................................................................................................


............................................. [physical node(Date=<date and time of conversion>) result code = <processing result code>]





* The contents inside < > indicate the values acquired from the system.





$ sudo dumpconvert


......................................................... ..............


........................[physical node(Date=20110612211501) result code = 0]





$ sudo bmcselget





C:\>pscp -scp -unsafe service@10.0.0.50:sel_* C:\work





$ sudo rmfile sel_*





[For enabling automatic Online switching of paths]


$ sudo fpctl -e auto-online –-on





[For disabling automatic Online switching of paths]


$ sudo fpctl -e auto-online --off





[For enabling load balancing function (algorithm: minimum number of extended I/Os)]


$ sudo fpctl -e load-balance --on [--type exlio(omissible)]





[For enabling load balancing function (algorithm: round robin)]


$ sudo fpctl -e load-balance --on --type rr





[For enabling load balancing function (algorithm: extended round robin)]


$ sudo fpctl -e load-balance --on --type exrr





[For disabling load balancing system]


$ sudo fpctl –e load-balance --off





$ sudo fpctl -e load-balance --off


KAQM32038-Q Performance might decrease when the load-balance function is disabled. Do you still want to change the setting? (y/n) y





$ sudo fpctl -e health-check-interval 100





Output format for fpctl





For displaying the setting of automatic online switching of paths


$ sudo fpctl -e auto-online


[On/Off]





For displaying the setting of load balancing function


$ sudo fpctl -e load-balance


[On/Off][( load-balancing-algorithm)]





For displaying the interval of path health checking


$ sudo fpctl -e health-check-interval


[time]





*: Values acquired from the system are displayed within [  ].





[The setting of automatic online switching of paths]


$ sudo fpctl -e auto-online


Off





[The setting of load balancing]


$ sudo fpctl -e load-balance


On(extended lio)





[The interval of path health checking]


$ sudo fpctl -e health-check-interval


100





Output format for fchbafwlist





HBA type	:[HBA type]


Portname	:[Portname]


Version	:[Version]





*: Values acquired from the system are displayed within [  ]





Repeat for the number of the ports





$sudo fchbafwlist


HBA type:Emulex


Portname:10:00:00:00:c9:8d:b6:5a


Version:1.11A5 (U3D1.11A5), sli-3





Portname:10:00:00:00:c9:8d:b6:5b


Version:1.11A5 (U3D1.11A5), sli-3





$ sudo fchbafwlist


HBA type:Hitachi


Portname:50:00:08:70:00:53:c1:a0


Version:380468





Portname:50:00:08:70:00:53:c1:a2


Version:380468





C:\>pscp -scp -unsafe C:\work\ud111a5.all service@10.0.0.50:





$sudo fchbafwupdate ud111a5.all





$sudo rmfile ud111a5.all





C:\>pscp -scp -unsafe C:\work\ud111a5.all service@10.0.0.50:





$ sudo fchbafwupdate ud111a5.all





$ sudo rmfile ud111a5.all





o





$ sudo rmfile ssh-key-service.pub





$ sudo rmfile ssh-key-service.pub


KAQM16173-Q Do you want to delete the specified file? (y/n) y





$ sudo nasboot





$ sudo nasshutdown





$ sudo nasshutdown


KAQM25413-Q Do you want to stop the OS? (y/n) y





$ sudo nasreboot





$ sudo nasreboot


KAQM25414-Q Do you want to restart the OS? (y/n) y





$ sudo nncreset





$ sudo nncreset


KAQM38009-Q Do you want to reset the other node in the cluster? (y/n) y





$ sudo nncreset


KAQM38027-Q Do you want to reset this node? (y/n) y





Output format for licenselist





List of Licenses:


The number of licenses([count])


License name	:	[License name]


License ID	:	[License ID]


License kind	:	[License kind]


Available from	:	[Available from]


Available to	:	[Available to]


Capacity	:	[Capacity]





(The above lines are repeated for the number of licenses.)





*: Values acquired from the system are displayed within [  ].





l$ sudo licenselist


List of Licenses:


The number of licenses (1)


License name	:	Base software


License ID	:	P6070


License kind	:	Permanent


Available from	:	2010/01/12


Available to	:	--


Capacity	:	--





C:\>pscp -scp -unsafe C:\work\\ FBQLNBX.plk service@10.0.0.50:





$ sudo licenseset -F \ FBQLNBX.plk





$ sudo licenseset –k 1NO41HDG5SLXYZ0BA3456789ABCDTUVWXYZ0JKLMU2WZ6Z9Y83A





$sudo rmfile FBQLNBX.plk





Output format for licenseanalyze





List of Licenses:


The number of licenses([count])


License name	:	[License name]


License ID	:	[License ID]


License key	:	[License key]


License kind	:	[License kind]


Term	:	[Term]�Capacity	: 	[Capacity]





(The above lines are repeated for the number of licenses.)





*: Values acquired from the system are displayed within [  ].





C:\>pscp -scp -unsafe C:\work\\ FBQLNBX.plk service@10.0.0.50:





$ sudo licenseanalyze -F FBQLNBX.plk


List of License Key Information:


The number of license key information (1)


License name	:	Base software


License ID	:	P6070


License key	:	1NO41HDG5SLXYZ0BA3456789ABCDTUVWXYZ0JKLMU2WZ6Z9Y83A


License kind	:	Permanent


Term	:	--


Capacity	:	--





$ sudo licenseanalyze –k 1NO41HDG5SLXYZ0BA3456789ABCDTUVWXYZ0JKLMU2WZ6Z9Y83A


List of License Key Information:


The number of license key information (1)


License name	:	Base software


License ID	:	P6070


License key	:	1NO41HDG5SLXYZ0BA3456789ABCDTUVWXYZ0JKLMU2WZ6Z9Y83A


License kind	:	Permanent


Term	:	--


Capacity	:	--





$sudo rmfile FBQLNBX.plk





Output format for versionlist





Products Version:


[OS-name]	:	[OS-version]





Output format for versionlist -v





Products Version:


[OS-name] [Zone information]	:	[OS-version]





versionlist --os output format





System Version


[OS-name]	:	[OS-version]





*: Values acquired from the system are displayed within [  ].





$ sudo versionlist


Products Version:


Hitachi Data Ingestor	: 03-01-00-00-00





$sudo versionlist -v


Products Version:


Hitachi Data Ingestor(I)	: 03-01-00-00-00





$ sudo versionlist --os


System Version:


File Operating System	: 03-01-00-00-00





$ sudo versionlist


Products Version:


Hitachi Data Ingestor	: 3.2.0-00





$ sudo versionlist -v


Products Version:


Hitachi Data Ingestor(I)	: 3.2.0-00





$ sudo versionlist --os


System Version


File Operating System	 : 3.2.0-00





Output format for alulist





model                serial            LDEV(  hex)                    port            type                size


[model-name]   [serial-No.]   [internal-LU-No. (hex)]   [port-No.]   [drive-type]   [LU capacity]





(The above line is repeated for the number of LUs.)





*: Values acquired from the system are displayed within [  ].





$ sudo alulist


model         serial        LDEV(   hex)    port    type          size


AMS      85010110             0(  0000)   1A     SATA       70.000GB


AMS       85010110             3(  0003)   1A     SATA       3.000GB





$ sudo alulist -c


AMS:85010110:0:0000:1A:SATA:70.000GB 


AMS:85010110:3:0003:1A:SATA:3.000GB





Output format for peerstatus





[the-other-side-node-information]





*: Values acquired from the system are displayed within [  ].





SHUTDOWN





OFF





STOP or ON





BOOT START





BOOT COMPLETE





DUMP





UNKNOWN





Power indicator is off �(OS is terminated)





Startup or termination processing starts





Power-on� (OS startup processing)





OS boot starts





OS is being booted





OS is running





OS startup is completed





OS shutdown or reboot is performed





OS is being shut down





Power-off �(OS termination processing)





Dumps are being collected





Reboot after dump collection





Dumps are being collected





Termination or reboot processing starts





Status acquisition failed





$sudo peerstatus


BOOT COMPLETE





Output format for tapelist





WWN                  LUN      Status     Model      Type                 Path


------------------------------------------------------------------------------------------


[WWN]               [LUN]   [Status]   [Model]   [device-type]   [path-name]





(The above line is repeated for the number of tape devices.)





*: Values acquired from the system are displayed within [  ].





$ sudo tapelist -d


Mar 16 15:45:50 KAQB11500-I tapelist command execution has started.


Mar 16 15:45:50 KAQB12225-I The list of tape device information will now be displayed.


WWN                        LUN      Status     Model      Type             Path


-----------------------------------------------------------------------------------------------------------------------


100000e0022216cc   0 D,D     Ultrium   3-SCSI   Sequential-Access /dev/100000e0022216cc/nst00


100000e0022216cd   0 D,D     Ultrium   3-SCSI   Sequential-Access /dev/100000e0022216cd/nst00


Mar 16 15:45:50 KAQB11501-I tapelist command has finished.





$ sudo fpioctl --lpfc_hba_queue_depth 512:





$ sudo fpioctl -- hfc_queue_depth 512





Output format for fpioctl





lpfc_hba_queue_depth	:	[HBA_value]


lpfc_lun_queue_depth	:	[LUN_value]


lpfc_devloss_tmo	:	[devloss_value]


lpfc_max_luns	:	[max_lun_value]


scsi_specific_min_tmo	:	[min_tmo_value]





*: Values acquired from the system are displayed within [  ].





Output format for fpioctl





hfc_can_queue		: [HBA_value]


hfc_queue_depth		: [LUN_value]


hfc_link_down		: [devloss_value]


hfc_max_lun		: [max_lun_value]


scsi_specific_min_tmo	: [min_tmo_value]





*: Values acquired from the system are displayed within [  ].





Output format for fpioctl





scsi_specific_min_tmo	: [min_tmo_value]





*: Values acquired from the system are displayed within [  ].





$ sudo fpioctl


lpfc_hba_queue_depth	:	512


lpfc_lun_queue_depth	:	32


lpfc_devloss_tmo	:	30


lpfc_max_luns	:	255


scsi_specific_min_tmo	:	30





$ sudo fpioctl


hfc_can_queue		: 512


hfc_queue_depth		: 32


hfc_link_down		: 30


hfc_max_lun		: 255


scsi_specific_min_tmo	: 30





C:\>pscp -scp -unsafe C:\work\4.00.11_Linux_MegaCLI.zip service@10.0.0.50:





$sudo externalpgminst MegaCLI 4.00.11_Linux_MegaCLI.zip





$sudo rmfile 4.00.11_Linux_MegaCLI.zip





Output format for externalpgmlist





[external-program-name]


Status	:	[installation-status]


Install file	:	[name-of-installed-file]





*: Values acquired from the system are displayed within [  ].





$ sudo externalpgmlist


[HBAnywhere]


Status	:	Installed


Install file	:	elxlinuxcorekit-4.1a36-1.x86_64.rpm





[MegaCLI]


Status	:	Not installed


Install file	:	--





Output format for pmctl (In the cluster configuration)





Interface	:	[interface]


[IPv4]


Fixed IP addr	:	[fixedIP]


Netmask	:	[netmask]


[IPv6]


Fixed IP addr	:	[v6fixedIP]


Prefix length	:	[prefixlen]





Output format for pmctl (In the single node configuration)





Interface	:	[interface]


[IPv4]


IP address	:	[IPaddress]


Netmask	:	[netmask]


[IPv6]


IP address	:	[v6IPaddress]


Prefix length	:	[prefixlen]





*: Values acquired from the system are displayed within [  ].





$ sudo pmctl


Interface	:	pm0


Fixed IP addr	:	10.0.0.100


Netmask	:	255.255.255.0





$ sudo pmctl


Interface	:	pm0


[IPv4]


 Fixed IP addr	:	10.0.0.100


 Netmask	:	255.255.255.0


[IPv6]


 Fixed IP addr	:	fe80::1:50


 Prefix length	:	64





$ sudo pmctl


Interface	:	pm0


IP address	:	10.0.0.100


Netmask	:	255.255.255.0





$ sudo pmctl


Interface	:	pm0


[IPv4]


 IP address	:	10.0.0.100


 Netmask	:	255.255.255.0





$ sudo pmctl -a 10.0.0.100 -n 255.255.255.0 pm0





$ sudo pmctl -p v6 -a [fe80::1:50] -n 64 pm0





Output format for timeget





[Display the present time]


$ sudo timeget


[wday] [Month] [DD] [hh:mm:ss] [ZZZ] [YYYY]]





[Display the information of Time zone]


$ sudo timeget -z


Time zone : [timezone]





[Display UTC]


$ sudo timeget -u


[wday] [Month] [DD] [hh:mm:ss] UTC [YYYY]





*: Values acquired from the system are displayed within [  ].





$ sudo timeget


Fri Feb 12 19:52:10 JST 2010





$ sudo timeget -z


Time zone : Asia/Tokyo





$ sudo timeget


Fri Feb 12 10:52:10 UTC 2010





$sudo timeset 201002181004





$ sudo timeset 201002181004


KAQM05153-Q If you change the node time, you must then restart the OS on both nodes. Do you want to continue? (y/n) y





$ sudo forcelurelease





$ sudo forcelurelease


KAQM06114-Q If you execute this command while the status of the cluster is UNKNOWN or DISABLE or while the status of the other node is UNKNOWN or DOWN, user data might become corrupted. Are you sure you want to forcibly release the access protection on the cluster management LU and the user LUs? (y/n) y





Output format for internalraidfwget





FW Version         : [Version]





*: Values acquired from the system are displayed within [  ].





$ sudo internalraidfwget


FW Version         : 1.22.02-0612





C:\>pscp -scp -unsafe C:\work\RAID_FRMW_LX_R216024.BIN service@10.0.0.50:





$sudo internalraidfwupdate RAID_FRMW_LX_R216024.BIN





$sudo rmfile RAID_FRMW_LX_R216024.BIN
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