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Chapter 3
Maintenance Procedure of Power Supply Failures
The maintenance procedure of power supply failures is described.
The determination process is different by the configuration of a cluster or a single node.
For the cluster configuration, refer to “C.2.3.1.1 Procedure for determining power supply failures in the cluster configuration”, and for the single node configuration, refer to “C.2.3.1.2 Procedure for determining power supply failures in the single node configuration”.
3.1
Maintenance Procedure at the Time of the Dual Failure of the Power Supply
The maintenance procedure at the time of the dual failure of the power supply occurred in the cluster configuration is described in the following.
At the time of dual failure of the power supply, the node where a failure occurred may be in the suspended state and be forcibly performed failover to the other side node. Therefore, after removing the cables for heartbeat port and the maintenance port on the node where the failure occurred, execute the following procedures. 
When both power source lamps indicate error (*) or are turned off, the node is not receiving power. In that case, request the system administrator to check the commercial power supply and if there is no problem on the power supply, replace the two of power supply units or two of AC Cables. To replace the two power units, the replacement is performed with the offline mode.
*:
For the display status of power source lamp, refer to “A.2.2.1 Power source unit.”
For offline replacement of the power supply units, refer to the step (b) and (c) in “D.1.1.1 Replacing the Power Supply Unit (cluster configuration) (2) Replacement procedure while the node is turned off”.
After the replacement, perform the following recovery procedure.
(1)
After completing the power unit replacement, turn on the power button.

(2)
Confirm that the OS startup of the node is completed. Connect the node where power supply units or AC Cables were replaced to KVM or the maintenance PC, and confirm that the logon prompt is displayed on the console window. For the confirmation method, refer to “Set up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)”.
(3)
Check if there are any other failures. Connect the maintenance PC to the maintenance port, and then execute the hwstatus command to confirm that there are no other failures other than “mng0”, “hb0”, “pm1”, and “collection” of “BMC Information”, and execute fpstatus command to confirm that there are no other failures other than the failure on the path status. If there is a failure, contact the support center and execute recovery of the failure part. And then, execute from the step (4).
For the details of hwstatus command, refer to “B.3.1 Displaying the Hardware Status (hwstatus)”, and for the details of fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus) (MNTT 02-0280)”. 

(4)
For the node in which the power source failure occurred, execute the “dumpset --off” command for not to execute the dump collection. For the details about dumpset command, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.
(5)
Execute the “nasshutdown --force” command, and stop the node in which the power source failure occurred. For the details, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(6)
Connect the removed heartbeat cable and the maintenance port cable, and turn the power on. For the details about turning on the power, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.

(7)
After completing the startup, the node is automatically reset from the other side node. 10 minutes later from the power-on operation at the step (6), check that “KAQK39507-E” is output after “KAQK39500-E OS error detail=00 00 03 00, Level=00, Type=0D” and “KAQG72028-W” were output on the other side node. For the details of the confirmation of SIM message, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”. If the above SIMs are not output, contact to the support center.
(8)
Confirm that the OS startup of the node is complete.

Refer to “Set Up ‘1.3 Startup Confirmation of the OS by using KVM’ (SETUP 01-0010)” and confirm that the login prompt window is displayed.
(9)
If a motherboard was replaced when a cable is not connected to heartbeat port and management port of the node which OS has been down, take the following procedures from (a) to (c).
(a)
Set the account of BMC. For the setting of an account, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.

(b)
Check the information of the BMC interface. Check if the information is not changed with the written information before replacing the motherboard.

If the information has been changed, set to the information as the written information before replacing the mother board again.

For the setting of the BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(c)
Execute the timeget command in the both node with no option specifying, and check that the present time matches in the both nodes. For the confirmation of the present time, make sure that the “Year, month, date, hour, and minute” are matched. For the present time confirmation, refer to “Maintenance Tool ‘2.42 Acquisition of Time/Time Zone (timeget)’ (MNTT 02-2430)”.

If they are not matched, set the time with following procedure. Rebooting is required after the time setting. 
To replace the node, refer to “Set Up ‘9.1 UTC-based Time Setting’ (SETUP 09-0000)” and acquire the current time from the node which has not been replaced using the timeset command, and set the value to the maintenance PC.
See the current time of the maintenance PC on the replace node to reset the current time of the node using the timeset command. For the details of the current time setting, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
For the reboot, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.
(10)
Execute “dumpset --on” command for the node in which the power source failure occurred, and execute the dump collection. For the dumpset command, refer to “Maintenance Tool ‘2.20 Setting whether to Collect Dumps (dumpset)’ (MNTT 02-1360)”.
(11)
After restarting the node that was reset, check the “Node Status” of the node and if it shows “INACTIVE”, request the system administrator to set the “Node Status” of that node to “UP”. After confirming “UP” in the “Node Status”, request the system administrator to perform failback the resource group of the node which has been performed failover.
For the details about the confirmation of “Node Status”, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
For the reference place in User’s Guide describing the details about starting a node, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Stopping and starting a node’’ (GENE 00-0040)”, and for the reference place in User’s Guide describing the details about failover/failback of a resource group, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Changing the execution node of a resource group’’ (GENE 00-0040)”.
For the details about starting node, refer to “User’s Guide ‘Stopping and starting a node’”, for the details about failover/failback of the resource group, refer to “User’s Guide ‘Changing the execution node of a resource group’”.
Note that if the system administrator is absent, maintenance personnel should make contact with the system administrator and execute this operation with his/her permission.
For the operation procedure, refer to “Maintenance Tool ‘3.2 Failback and Start of Node after Starting the OS’ (MNTT 03-0030)”.
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