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This page is for editorial purpose only.
A.2
Explanation of Node
A.2.1
Front side
A.2.1.1
Front side of a node

Figure A.2.1.1-1 shows the front side of a node.
When there is an instruction to press the power source button, press Power lamp switch.

An NMI issue is executed by pressing BUZZER STOP switch and SERVICE lamp switch at the same time.


[image: image1]
Figure A.2.1.1-1  The front side of a node
A.2.2
Back side
A.2.2.1
Power source unit

Figure A.2.2.1-1 shows the mounted location of the power source unit. And Table A.2.2.1-1 shows the display status of the power source lamp.


[image: image2]
Figure A.2.2.1-1  Location of the mounted power source unit

Table A.2.2.1-1  Display status of the power source lamp of the power source unit

	#
	Display status of the power source lamp
	Operation status

	1
	Turned off
	No AC power supplied (the power source cord is unconnected.)

	2
	Blinking in green light
	AC power supplied and Stand-by status (the power source code is connected, but the power switch is OFF.)

	3
	Turn on in green
	Power ON and the normal operation (Power switch is ON.)

	4
	Blinking in amber light
	An error occurred. (A failure occurred or the power source code is dropped.)


A.2.2.2
Port arrangement and port names
(1)
Node in the cluster configuration
Figure A.2.2.2-1 shows the port names on the backside of a node.
When the maintenance tool is used, the port name of the diagram is shown. 

‘Table A.2.2.2-1 Confirmation Table for the Port Allocation of Node’ shows the correspondence between the port names displayed on the maintenance CLI (names on the OS) and the actual port positions of a node.
And (a) to (c) show the rear view of the node in each option card mounting pattern (3 patterns). The extension slots from 1 to 3 are fixed.
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Figure A.2.2.2-1  Rear View of the Node (Example)
Table A.2.2.2-1  Confirmation Table for the Port Allocation of Node
	#
	Position
	Port position
	Interface name
	Application
	Remarks

	
	
	
	GbE
	FC
	
	

	1
	On-board
	1
	hb0
	heartbeat port
	

	2
	
	2
	pm0
	Private Maintenance port
	

	3
	
	M
	( (none)
	BMC
	

	4
	Extension slot 1
	1
	mng0
	
	Management port
	PCI-Express 2.0<(4>

	5
	
	2
	pm1
	
	Reserved port
	

	6
	Extension slot 2
	0
	
	fc0002
	Connecting an FC port and the disk array subsystem
	PCI-Express 2.0<(4>

	7
	
	1
	
	fc0003
	Connecting an FC port and the disk array subsystem
	

	8
	Extension slot 3
	1
	
	unused
	

	9
	
	2
	
	
	

	10
	
	3
	
	
	

	11
	
	4
	
	
	

	12
	Extension slot 4
	0
	eth12
	fc0006
	data port
Connecting an FC port and the disk array subsystem
	PCI-Express 2.0<(8>

	13
	
	1
	eth13
	fc0007
	data port
Connecting an FC port and the disk array subsystem
	

	14
	
	2
	eth14
	
	data port
	

	15
	
	3
	eth15
	
	data port
	

	16
	Extension slot 5
	0
	eth16
	
	data port
	PCI-Express 2.0<(8>

	17
	
	1
	eth17
	
	data port
	

	18
	
	2
	eth18
	
	data port
	

	19
	
	3
	eth19
	
	data port
	


The following shows the three built-in patterns by the combination of the option card.
(a)
Mounting 4 port GbE card in the extension slot 4
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Figure A.2.2.2-2  Rear View of the Node (1)
(b)
Mounting 4 port GbE card in the extension slot 4 and the extension slot 5

[image: image5]
Figure A.2.2.2-3  Rear View of the Node (2)

(c)
Mounting 2 port FC card in the extension slot 4 and mounting 4 port GbE card in the extension slot 5


[image: image6]
Figure A.2.2.2-4  Rear View of the Node (3)

(2)
Node in the single node configuration
Figure A.2.2.2-5 shows the port names on the backside of a node.

When maintenance tool is used, the port name of the diagram is shown.

Table A.2.2.2-2 shows the correspondence between the port names displayed on the maintenance CLI (names on the OS) and the actual port positions of a node.
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Figure A.2.2.2-5  Rear View of the Node
Table A.2.2.2-2  Confirmation Table for the Port Allocation of Node
	#
	Position
	Port position
	Interface name
	Application
	Remarks

	1
	On-board
	1
	pm0
	Private Maintenance port
	(

	2
	
	2
	mng0
	Management port
	It is also used for the connection to Front-end LAN.

	3
	
	BMC 
	bmc0
	BMC
	(

	4
	Extension slot 1
	3
	eth0
	data port
	It becomes unused port when the management port connects to Front-end LAN.

	5
	
	4
	eth1
	data port
	


A.2.3
LAN Cable
NOTE:
When using the customer’s management LAN IP-SW, request the customer to connect the connections of #1 to #4 of Management VLAN ports shown in the Figure A.2.3.1-1 to the 4 of 6 ports provided by the customer.

A.2.3.1 In the Case of Cluster Configuration shows the LAN cable connection when it is cluster configuration, and ‘A.2.3.2 In the case of single node configuration’ shows when it is single node configuration.

A.2.3.1
In the case of cluster configuration
Note that No. 9 port of the management LAN IP-SW is unoccupied port because it is an alternative port for No.1 or No.3 port of the Management LAN IP-SW in case when problem occurs.
However, if the No.9 port is occupied with the use of HiTrack, No.8 port is used as an alternative port. 
(1)
Connecting the management system network

Connect the management port (mng) of node0 to port 1 on the management LAN IP-SW, and connect the BMC of node0 to port 2 on the management LAN IP-SW.

Connect the management port (mng) of node1 to port 3 on the management LAN IP-SW, and connect the BMC of node1 to port 4 on the management LAN IP-SW.

Connect the management server to port 7 on the management LAN IP-SW.
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Figure A.2.3.1-1  Connection Diagram for the Management System Network
(2)
Connecting the private maintenance ports
NOTE:
This connection is unnecessary when the customer’s management LAN IP-SW is used.

Connect the private maintenance port (pm) of node0 to port 17 on the management LAN IP-SW.

Connect the private maintenance port (pm) of node1 to port 18 on the management LAN IP-SW.

When you use a maintenance PC, connect it to a free port from ports 19 to 22 on management LAN IP-SW.

[image: image9]
Figure A.2.3.1-2  Private Maintenance Port Connection Diagram
(3)
Connecting the heartbeat ports
Connect the heartbeat ports (hb) of nodes 0 and 1.
For the LAN cable to connect the heartbeat port, the 5E or more categories is required.


[image: image10]
Figure A.2.3.1-3  Heartbeat Port Connection Diagram
(4)
Connecting the management LAN IP-SW and the disk array subsystem
Disk array subsystems are connected to the management LAN only for the AMS2000 series or HUS100 series. They are not necessary to be connected to the management LAN for USP V, USP VM, VSP, VSP G1000, or VSP Gx00/VSP Fx00. If disk array subsystems are connected, connect them to #5 or #6.
Connect ports 5 and 6 on the management LAN IP-SW to the user management port (LAN1) on the disk array subsystem (first unit).

When connecting one more disk array subsystem, connect the disk array subsystem to the port 11 and 12 on the management LAN IP-SW. When connecting third unit of disk array subsystem, apply cascade connection by connecting the disk array subsystem to the port 13 and 14 or add an IP-SW or connect the disk array subsystem to the port 15 and 16 if the port 15 and 16 on the management VLAN are unoccupied.
NOTE:
When using the customer’s management LAN IP-SW, request the customer to connect the connections of #5 to #6 of Management VLAN ports shown in the Figure A.2.3.1-4 to the 2 of 6 ports provided by the customer.

 SHAPE  \* MERGEFORMAT 



(5)
Connecting the front-end LAN
NOTE:
When using the HiTrack in the configuration of HDI for HCP, the customer’s Management LAN IP-SW and front-end LAN are needed to be connected.
Connect port 10 on the management LAN IP-SW to the router.

Connect the router to the front-end LAN.
Router is connected only when the system environment is the configuration of HDI for HCP, and a customer makes a contract of Hi-Track with HDS.


[image: image12]
Figure A.2.3.1-5  Front-end LAN Connection Diagram
(6)
Connecting the HiTrack PC
NOTE:
When using the customer’s management LAN IP-SW, request the customer to connect the HiTrack PC to the customer’s management LAN IP-SW.

Figure A.2.3.1-6 shows the HiTrack PC connection diagram. (Either HiTrack or SNMP is required.)
Connect the HiTrack PC to port 9 on the management LAN IP-SW.

When you use SNMP, connect it to port 8 on the management LAN IP-SW.
HiTrack monitors HDI via the management LAN.

It also monitors the HCP node via the connection with the front-end LAN described in (5).
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Figure A.2.3.1-6  HiTrack PC Connection Diagram
A.2.3.2
In the case of single node configuration
(1)
Connecting the front-end LAN
Figure A.2.3.2-1 shows a case of front-end LAN connection by using the two LAN cable, and Figure A.2.3.2-2 shows a case of front-end LAN by using the one LAN cable.


[image: image14]
Figure A.2.3.2-1  Front-end LAN Connection by using two LAN cables
(Configuration using trunk 2 Data ports)

[image: image15]
Figure A.2.3.2-2  Front-end LAN Connection by using one LAN cable
(Configuration using Management port)
(2)
Connecting the private maintenance ports
Private Maintenance port should be connected directly with a maintenance PC.

A.2.4
Notes on Port when Maintenance Mode is Used
This is unsupported mode in this model.
SERVICE lamp switch





BUZZER STOP switch





Power lamp switch





RESET switch





MAINTENANCE lamp





ERROR lamp





ACCESS lamp





Extension storage bay 1





Extension storage bay 2





Extension storage bay 3





Extension storage bay 4(*1)





Extension storage bay 5(*1)





Extension storage bay 6(*1)





*1:	If the OS version is 3.2.3-XX or later, the number for expansion storage bay will be varied as follows.


( Expansion storage bay “4” is replaced with “5”.


( Expansion storage bay “5” is replaced with “6”


( Expansion storage bay “6” is replaced with “7”


To check the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
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The Port7 and Port8 are used for the connection with the management server and the SNMP PC in general.


In the case of using one management server and SNMP PC to manage multiple clusters by cascading two or more management IP-SWs, the unoccupied port of the port 7and 8 can be used for the cascade connection between the multiple management LAN IP-SWs.





Note that No. 9 port of the management LAN IP-SW is unoccupied port because it is alternative port for No.1 or No.3 port of the management LAN IP-SW in case when a problem occurs.


When No. 9 port is occupied, use No.8 port as an alternative port.











node0





node1





Maintenance PC


(Use a port from ports 19 to 22)
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Connect to the maintenance port of AMS2000 series, HUS100 series, and MSS.


This cable connection is not required when the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM.
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When it is multi array configuration, connect to the maintenance port of the second disk array subsystem.
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*1:	Connection between the disk array subsystem and the maintenance LAN is executed only when the disk array subsystem is the AMS2000 series, the HUS100 series, and the MSS. When the disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, the disk array subsystem and the maintenance LAN is not connected. 


*2:	When connecting three units of disk array subsystems, the connection of the maintenance port side and the IP-SW of disk array subsystem is unnecessary. At the time of maintenance, connect directory the maintenance PC to the maintenance port of the disk array subsystem.
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