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Chapter 4
Maintenance Actions
4.1
Support Ranges
The following figures show the ranges of components supported by HDI.
Figure 4.1-1 shows the support range for HDI in the configuration of HDI for HCP (cluster configuration).
Figure 4.1-2 shows the support range for HDI in the configuration of HDI for Cloud (cluster configuration).
Figure 4.1-3 shows the support range for HDI in the configuration of HDI for HCP (single node configuration).
Figure 4.1-4 shows the support range for HDI in the configuration of HDI for Cloud (single node configuration).
The following figures are examples when the management LAN IP-SW provided by (HDS) is introduced.
If a management LAN IP-SW provided by the customer is introduced, all the devices connected to the management LAN IP-SW are supposed to be connected to the front-end IP-SW owned by the customer. In addition, since the maintenance IP-SW disappears, the maintenance personnel work by directly connecting the maintenance PC to each node.
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Figure 4.1-1  Support Range in the Configuration of HDI for HCP (Cluster configuration)
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Figure 4.1-2  Support Range in the Configuration of HDI for Cloud (Cluster configuration)
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Figure 4.1-3  Support Range in the Configuration of HDI for HCP (Single node configuration)
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Figure 4.1-4  Support Range in the Configuration of HDI for Cloud (Single node configuration)
Note that the figure above shows the supported range in the single node configuration which is not connected to the disk array subsystem. If connected to the disk array subsystem, the disk array subsystem will be included in the supported range.
4.2
Work that the Customer Performs
NOTE:
This section describes information about the cluster configuration.
(1)
Starting and terminating the service of a node
Starting or terminating the service of a node means starting or terminating the various services provided by the node, and is different from the starting or terminating of OS of the node. Because starting or terminating the services of a node is described in the user guide as starting or terminating of a node, be careful when you request the operation to the system administrator.
(2)
Failover/failback methods and node service start/termination methods
There are automatic and manual methods for performing a failover.

When a failure occurred and the service cannot be continued, failover is performed automatically.
While in the normal operation, the system administrator can execute failover or failback manually by using HFSM.
The system administrator also can start or terminate the services of a node manually by using HFSM.

To start the services of a node, it should be done in the order of starting a node and then starting the services of the node, and to terminate the services of a node, it should be done in the order of terminating the services of a node and then terminating the node.
To terminate the node because the parts are required to be replaced when a failure occurred, the maintenance personnel can perform failover, failback, or starting or terminating of services of a node manually.
When a maintenance personnel performs these operations, get a permission from the system administrator, and check the status of the maintenance target node by referring to “Maintenance Tool ‘Chapter 3 Appendix A Cluster operations by the maintenance personnel’ (MNTT 03-0000)” before the operation.
4.3
Maintenance Actions when Linking with HCP
4.3.1
Considerations in the normal operation
Before the HDI resource group is started, HCP must have been started. Before HCP is stopped, the HDI resource group must have been stopped.
If the HDI resource group is started when HCP has stopped, the migration or recall processing fails. Figures 4.3.1-1 and 4.3.1-2 show the schematic figures of the failures.
Note that, although these figures are based on the configuration of HDI for HCP and cluster configuration for explanation, the same logic also applies to the configuration of HDI for Cloud and single node configuration.
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Figure 4.3.1-1  Migration Processing when HCP has Stopped
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Figure 4.3.1-2  Recall Processing when HCP has Stopped
4.3.2
Maintenance actions when a failure occurs
If a failure occurs, it is reported to the HDI or HCP according to the failed part.

Basically, maintenance is performed on the side to which a failure is reported. However, if a failure is reported to both sides of HDI and HCP, maintenance must be performed linking with both sides.

Table 4.3.2-1 shows the failure notices in each failed part in the cluster configuration, and Table 4.3.2-2 shows the failure notices in each failed part in the single node configuration.
Table 4.3.2-1  Failed parts and failure report destinations (In the cluster configuration)
	#
	Failed part
	Failure notice

	1
	HDI node
	A failure is reported to HDI.

	2
	Management LAN IP-SW (*1)
	A failure is reported to HDI.

	3
	Disk array subsystem
	( In the configuration of HDI for HCP, a failure is reported to both HDI and HCP. Maintenance must be performed linking with both the HDI and HCP sides.
( In the configuration of HDI for Cloud, a disk array subsystem failure that occurs on the HDI side is reported to HDI, and a disk array subsystem failure that occurs on the HCP side is reported to HCP.

	4
	FC-SW (a failure is detected as an FC path failure)
	( In the configuration of HDI for HCP, a failure is reported to both HDI and HCP.
( In the configuration of HDI for Cloud, FC-SW at the HDI side reports a failure to the HDI side. 
An FC-SW failure that occurs on the HCP side is reported to HCP.

	5
	front-end LAN
	( In the configuration of HDI for HCP, a failure is reported to both HDI and HCP.
( In the configuration of HDI for Cloud, a front-end LAN failure that occurs on the HDI side is reported to HDI, and a front-end LAN failure that occurs on the HCP side is reported to HCP.

	6
	HCP node
	The failure is reported to HCP.
The failure is not reported to HDI.


*1:
Even in case the management LAN IP-SW prepared by the customer is introduced, the management network (the management port or the BMC) notifies a failure to the HDI side as the conventional process.
Table 4.3.2-2  Failed parts and failure report destinations (In the single node configuration)
	#
	Failed part
	Failure notice

	1
	HDI node
	A failure is reported to HDI.

	2
	Disk array subsystem (*1)
	( A failure that occurs on the HDI side is reported to HDI, and a failure that occurs on the HCP side is reported to HCP.

	3
	FC-SW (a failure is detected as an FC path failure)
	In the configuration of HDI for Cloud, FC-SW at the HDI side reports a failure to the HDI side.
An FC-SW failure that occurs on the HCP side is reported to HCP.

	4
	front-end LAN
	( In the configuration of HDI for HCP, a failure is reported to both HDI and HCP.
( In the configuration of HDI for Cloud, a front-end LAN failure that occurs on the HDI side is reported to HDI, and a front-end LAN failure that occurs on the HCP side is reported to HCP.

	5
	HCP node
	A failure is reported to HCP.
A failure is not reported to HDI.


*1:
A failure will be reported only when the single node configuration connected to the disk array subsystem.
This page is for editorial purpose only.
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