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This page is for editorial purpose only.
B.3
Maintenance CLI

B.3.1
Displaying the Hardware Status (hwstatus)
The hwstatus command displays the hardware status of the node.
B.3.1.1
Command line
The command line of the hwstatus command can use the following options.
hwstatus [-h]
Table B.3.1.1-1 shows the description of the options.
Table B.3.1.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-h
	Displays the format of the command.
	(


B.3.1.2
Output format
The output format at the time of hwstatus command execution is shown in Figure B.3.1.2-1, and the contents of the output format are shown in Table B.3.1.2-1.

[image: image1]
Figure B.3.1.2-1  hwstatus Output Format
Table B.3.1.2-1  Contents of Output Format (1/3)

	No.
	
	Item
	Description
	Remarks

	1
	
	Model Information
	
	

	
	
	HITACHI
	Displays the name of manufacturer.
	HITACHI

	
	
	Compute Rack 210H
	Displays the name of a product.

The product name is shown after the manufacturer.
	Compute Rack 210H

	2
	
	Serial Number Information
	
	

	
	
	XXXXXXXXXX
	Displays the serial number of a model.
	(

	3
	
	Fan Information
	
	

	
	
	 0, 1, (((
	Displays the sequential serial numbers of cooling fan unit. 
	0 to 15

	
	
	 ok, failed
	Displays the availability of failures of cooling fan unit. (*1)
	ok
:
Normal status
failed
:
Abnormal status
Usually everything is “ok”.

	
	
	 -
	Displays the vendor's unique information acquired by the hardware.
	Usually displays a hyphen.

	4
	
	Temperature Information
	
	

	
	
	 0, 1, (((
	Displays the sequential system thermometer of serial numbers.
	0 to 6

	
	
	 ok, failed
	Displays the status of the system temperature. (*1)
	ok
:
Normal status
failed
:
Abnormal status
Usually everything is “ok”.

	
	
	reading:
33_(+/-_1)_degrees_C
	Displays the vendor’s unique information acquired by the hardware.
	The format depends on the vendor. (*2)

	5
	
	Power Supply Information
	
	

	
	
	 0, 1
	Displays the sequential serial numbers of the power supply unit. 
	0 to 1

	
	
	 ok, failed,

not_installed
	Displays the availability of power supply unit failures. (*1)
	ok
:
Normal status
failed
:
Abnormal status
not_installed : Not installed

	
	
	 -
	Displays the vendor’s unique information acquired by the hardware.
	Usually displays a hyphen.

	6
	
	Memory Information
	
	

	
	
	 0, 1, (((
	Displays the sequential serial numbers of Memories. 
	0 to 23

	
	
	 installed, not_installed
	Displays the information of DIMM. (*1)
	installed
:
Installed
not_installed
:
Not installed

	
	
	locator: CPUX_DIMMXX,
size:YYYY_MB
	Displays the vendor’s unique information acquired by the hardware.
	The format depends on the vendor. (*2)

	7
	
	MemoryTotal Information
	
	

	
	
	 0
	Displays the total number of Memory in numerical order.
	0

	
	
	size: xx_GB(yy_GB)
	Displays the vendor’s unique information acquired by the hardware.
	Displays the total sum of Memory in GB.
By the configuration of the system, the total number of memory may display smaller than the installed memory that is displayed in the parentheses.  (*2)


Table B.3.1.2-1  Contents of Output Format (2/3)
	No.
	
	Item
	Description
	Remarks

	8
	
	Internal HDD Information
	
	

	
	
	 0, 1, ...
	Displays the sequential serial numbers of Internal HDD. 
	0 to 1

	
	
	ok, rebuild, failed, not_supported
	Displays the embedded HDD status. (*1)
	ok
:
Normal status
rebuild
:
RAID is being rebuilt
failed
:
A hardware failure was detected in the disk. Some disks have failures or do not exist.
not_supported : information cannot be get due to no installation of MegaCLI.

	
	
	size:XXX.XXX_GB,
raid_level:RAIDX, media_error:X,predictive_failure:X
	Displays the vendor’s unique information acquired by the hardware.
	The format is vendor dependent. (*2)
media_error:X is “1” in the case that the media error count has exceeded the threshold value. And X is “0” in the case that the media error count has been under the threshold value. A hyphen is displayed in case of an information acquisition failure. predictive_failure:X is “1” in the case that S.M.A.R.T. warnings has exceeded the threshold. And X is “0” in the case that S.M.A.R.T. warnings has been under the threshold. A hyphen is displayed in case of an information acquisition failure. (*10)

	9
	
	InternalRAIDBattery Information
	

	
	
	-
	Displays the “-”.
	(

	
	
	-
	Displays the “-”.
	(

	
	
	-
	Displays the “-”.
	(

	10
	
	BMC Information
	
	

	
	
	 status         ok, 

 status         Unknown!
	Displays this side node BMC status.
	ok       : Normal status
Unknown! : Information acquisition of BMC fails

	
	
	 connection     ok, 

 connection     failed, 

 connection     none
	Displays the other side node BMC connection status.
	(*6)

ok     : Normal status
failed : Communication with BMC of the other side node fails.
none   : Cluster is not built


Table B.3.1.2-1  Contents of Output Format (3/3)
	No.
	
	Item
	Description
	Remarks

	11
	
	Network Interface
	
	

	
	
	 mng0, hb0, pm0, pm1, ethX, (((
	Displays the port name. (*3) (*4)
	mng0     : Management port
hb0        : Heartbeat port (*6) (*8)
pm0      : Maintenance port
pm1      : Reset port
ethX      : Data port (1GbE)
xgbeX   : Data port (10GbE)
* X indicates an integer more than or equal to 0. Example: eth1

	
	
	 up, down
	Displays the port status. (*3) (*4)
	up    : LinkUp

down : LinkDown

* The port not connecting the cable displays “down”. (*5)

	
	
	 linkspeed: XXXXBase, 

 linkspeed: Unknown!
	Displays the link speed. (*4)
	10Base     : 10Mbps

100Base   : 100Mbps

1000Base : 1Gbps
10000Base : 10Gbps
Unknown! : Link speed is unknown

	
	
	 mediatype:Copper
	Displays the media type. (*3) (*4)
	Copper  : Copper wire

	
	
	 Management port,
 Heartbeat port, 

 Private maintenance port
	Displays the use. (*4)
	Management port : In case the port name is “mng0”
Heartbeat port : In case the port name is “hb0”
Private Maintenance port : In case the port name is “pm0, pm1”
* The use is not displayed for other ports.

	12
	
	FC Port Information (*9)
	

	
	
	fcXXXX, …
	Displays the Fibre Channel port name in ascending order. (*1)
	X represents an integer greater than or equal to 0. (Hexadecimal)

	
	
	up, down
	Displays the port status. (*1)
	up
: LinkUp

down
: LinkDown

	
	
	wwpn: xxxxxxxxxxxxxxxx
	Displays the host port WWN. (*1)
	(

	
	
	linkspeed:8_Gbit
	Displays the link speed. (*1)
	1_Gbit
: 1Gbps

2_Gblt
: 2Gbps

4_Gbit
: 4Gbps

8_Gbit
: 8Gbps

10_Gbit
: 10Gbps

16_Gbit
: 16Gbps

Unknown! 
: Displayed during LinkDown or for link speeds that are not supported


*1:
In case of an information acquisition failure, a hyphen is displayed. Note that, even in case of an information acquisition failure, the information already acquired is displayed.

*2:
When the vendor’s unique information does not exist, a hyphen is displayed.

*3:
When the acquisition of the statuses of all pots failed, the Network Interface information is displayed in only one row. In this case, a hyphen is displayed for the port name, the port status, and the media type.

*4:
When the acquisition of the status in units of ports fails, the information of the port which failed the acquisition is not displayed.
*5:
Unused (unset) data port also displays “down”. In this case, check if “(Not used)” is displayed just after the name of interface, by using iflist -v command. To execute this operation, refer to “Maintenance Tool ‘2.4 Displaying the Network Status (iflist)’ (MNTT 02-0200)”.

*7:
The number differs depending on the configuration.
*8:
In case of checking the network setting of hb0, specify the “-v” option for the clstatus command and execute. For details, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
*9:
Nothing is shown on the OS version 5.1.0-XX or earlier. For checking the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
*10:
“media_error” and “predictive_failure” is displayed on the OS version 5.2.0-XX or later. For checking the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
B.3.1.3
Execution procedure
This subsection describes the procedure for executing the hwstatus command.

(1)
Log in to the execution node via ssh from the maintenance PC usually. For the login method, refer to “Maintenance Tool ‘1.3 Procedures for Operating Commands’ (MNTT 01-0200)”.
(2)
Execute the hwstatus command by each node. Figure B.3.1.3-1 shows display examples at the time of hwstatus execution.

If the hwstatus command terminated abnormally, the hardware status is not displayed, and the message ID is displayed. In this case, refer to ‘B.3.1.4 Command termination messages and action to be taken’, and take actions.

[image: image2]
Figure B.3.1.3-1  Display Examples at the time of hwstatus Execution (1/2)

[image: image3]
Figure B.3.1.3-1  Display Examples at the time of hwstatus Execution (2/2)
B.3.1.4
Command termination messages and action to be taken
A message may be displayed when the hwstatus command is executed. Actions to be taken against messages are described in Table B.3.1.4-1 “Message IDs and Actions to be Taken”.
Table B.3.1.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	The parameter has an error.
	Specify the correct parameter, and execute it again.

	2
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the common processing of the command.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.

	3
	KAQM14136-I
	Usage: <command-syntax>
	The command format is output.
	Not required to be corresponding.

Displayed when the –h option is specified. Also displayed continuously when KAQM14131-E is displayed.

	4
	KAQM14138-E
	There are too many or too few parameters.
	The parameter has excess or deficiency.
	After confirming the format of the command, specify the correct parameter, and execute it again.

	5
	KAQM14150-E
	An error occurred in the system.
	An error occurred in the system.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.

	6
	KAQM14167-W
	MegaCLI, which is required to acquire internal hard disk and battery information, is not installed.
	Necessary commands to get the information of the built-in disks and batteries are not installed.
	Execute again, by installing necessary commands to get the information of the built-in disks and batteries.


Output format of hwstatus





Model Information


 HITACHI       Compute Rack 210H


SerialNumber Information


 323GQA210HM-TNNN3N000000009


Fan Information


 0	ok	-


 1	failed	-


 (Repeat for the number of cooling fan unit)


Temperature Information


 0	ok	reading:33_(+/-_1)_degrees_C


(Repeat for the number of temperature sensor.)


PowerSupply Information


 0	ok	-


 1	failed	-


Memory Information


 0	installed	locator: CPUX_DIMMXX,size:YYYY_MB


 1	not_installed	locator: CPUX_DIMMXX,size:-


 (Repeat for the number of DIMMs)


MemoryTotal Information


0	-	size: 5.5_GB(6.0_GB)


InternalHDD Information


 0	ok	size:XXX.XXX_GB,raid_level:RAIDX,media_error:0,predictive_failure:0


 1	failed	size:XXX.XXX_GB,raid_level:RAIDX,media_error:0,predictive_failure:0


InternalRAIDBattery Information


 -	-	-


BMC Information


 status	ok


 connection	ok


Network Interface


 mng0	up	linkspeed: XXXXBase,mediatype:Copper,Management port


 hb0	down	linkspeed: XXXXBase,mediatype:Copper,Heartbeat port


 (Repeat for the number of port names)


FC Port Information


 fcXXXX	up	wwpn: xxxxxxxxxxxxxxxx, linkspeed:8_Gbit


 fcXXXX	up	wwpn: xxxxxxxxxxxxxxxx, linkspeed:8_Gbit


(Repeat for the number of port names)
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$ sudo hwstatus


Model Information


 HITACHI       Compute Rack 210H


SerialNumber Information


 323GQA210HM-TNNN3N000000009


Fan Information


 0	ok	-


 1	ok	-


 2	ok	-


 3	ok	-


 4	ok	-


 8	ok	-


 9	ok	-


 10	ok	-


 11	ok	-


 12	ok	-


Temperature Information


 0	ok	reading:45_(+/-_0)_degrees_C


 1	ok	reading:48_(+/-_0)_degrees_C


 2	ok	reading:43_(+/-_0)_degrees_C


 3	ok	reading:54_(+/-_0)_degrees_C


 4	ok	reading:45_(+/-_0)_degrees_C


 5	ok	reading:46_(+/-_0)_degrees_C


 6	ok	reading:34_(+/-_0)_degrees_C


PowerSupply Information


 0	ok	-


 1	ok	-


Memory Information


 0	installed	locator:CPU1_DIMM1,size:4096_MB


 1	not_installed	locator:CPU1_DIMM5,size:-


 2	not_installed	locator:CPU1_DIMM9,size:-


 3	installed	locator:CPU1_DIMM2,size:4096_MB


 4	not_installed	locator:CPU1_DIMM6,size:-


 5	not_installed	locator:CPU1_DIMM10,size:-


 6	installed	locator:CPU1_DIMM3,size:4096_MB


 7	not_installed	locator:CPU1_DIMM7,size:-


 8	not_installed	locator:CPU1_DIMM11,size:-


 9	installed	locator:CPU1_DIMM4,size:4096_MB


 10	not_installed	locator:CPU1_DIMM8,size:-


 11	not_installed	locator:CPU1_DIMM12,size:-


 12	not_installed	locator:CPU2_DIMM1,size:-


 13	not_installed	locator:CPU2_DIMM5,size:-


 14	not_installed	locator:CPU2_DIMM9,size:-


 15	not_installed	locator:CPU2_DIMM2,size:-


 16	not_installed	locator:CPU2_DIMM6,size:-


 17	not_installed	locator:CPU2_DIMM10,size:-


 18	not_installed	locator:CPU2_DIMM3,size:-


 19	not_installed	locator:CPU2_DIMM7,size:-


 20	not_installed	locator:CPU2_DIMM11,size:-


 21	not_installed	locator:CPU2_DIMM4,size:-


 22	not_installed	locator:CPU2_DIMM8,size:-


 23	not_installed	locator:CPU2_DIMM12,size:-


MemoryTotal Information


 0	size:15.4_GB(16.0_GB)





InternalHDD Information


 0	ok	size:279.396_GB,raid_level:RAID1,media_error:0,predictive_failure:0


 1	ok	size:279.396_GB,raid_level:RAID1,media_error:0,predictive_failure:0


InternalRAIDBattery Information


 -	-	-


BMC Information


 status	ok


 connection	ok


Network Interface


 mng0	up	linkspeed: 1000Base,mediatype:Copper,Management port


 hb0	up	linkspeed:  100Base,mediatype:Copper,Heartbeat port


 eth0	up	linkspeed: 1000Base,mediatype:Copper


 eth1	down	linkspeed: Unknown!,mediatype:Copper


 eth2	down	linkspeed: Unknown!,mediatype:Copper


 eth3	down	linkspeed: Unknown!,mediatype:Copper


 pm0	down	linkspeed: Unknown!,mediatype:Copper,Private maintenance port


 pm1	up	linkspeed:  100Base,mediatype:Copper,Private maintenance port


FC Port Information


 fc0004	up	wwpn: 50000870005aab2c, linkspeed:8_Gbit


 fc0005	up	wwpn: 50000870005aab2e, linkspeed:8_Gbit
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