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D.2
Appendix.A  A Node Replacement Procedure
The following are the procedures to replace the previous node of Hitachi Data Ingestor with the new node in a locale.
In the case of the cluster configuration, an operation is continued on the other side of the node because one side performs failover to operate.
In the case of the single node configuration, an operation cannot be continued. Confirm with the customer for the replacement schedule to perform the node replacement.
Table D.2-1 shows the definition of terms used in this chapter.

Table D.2-1  Definition of Terms
	#
	Term
	Meaning

	1
	the previous node
	Node which operation is already running
Node to be removed from the rack

	2
	the new node
	Node which to be run operation newly

Node to be mounted on the rack

	3
	the other side node
	Node not to be replaced in the cluster configuration (#1). The other side of the node that the operation is continued.
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Figure D.2-1  Image of Node Replacement in the Cluster Configuration
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Figure D.2-2  Image of Node Replacement in the Single Node Configuration
D.2.1
Replacing One Side of the Node in the Cluster Configuration
Table D.2.1-1 shows an outline of the work procedure of node replacement.

Table D.2.1-1  Outline of the Work Procedure

	#
	Operator
	Device to be worked
	Work description
	Reference

	
	System administrator
	Maintenance personnel
	
	
	

	1
	
	
	
	Schedule the node replacement.
	‘D.2.1.1 Prerequisites of the Replacement Work’

	2
	
	
	
	Request to ship the node that is the same configuration as the previous node in operation.
	

	3
	(
	(
	the previous node
the other side node
	Confirm the each setting information.

(OS version, BIOS version, Firmware Version,… )
	‘D.2.1.2 Preparation for the previous node replacement’

	4
	(
	(
	
	Confirm that the system setting information is acquired.
	

	5
	(
	(
	
	Confirm that the node to be replaced is failover.
	

	6
	(
	(
	
	Confirm that the node to be replaced is stopped.
	

	7
	(
	(
	
	Stop the power of the node to be replaced.
	

	8
	(
	(
	
	Remove cables of the node to be replaced.
	

	9
	(
	(
	
	Take down the node to be replaced from the rack.
	

	10
	(
	(
	the new node
	Mount the new node on the rack. 
	‘D.2.1.3 Mounting the New Node and Preparing Settings’

	11
	(
	(
	
	Connect power cables.
	

	12
	(
	(
	
	Turn on power.
	

	13
	(
	(
	
	Confirm the OS version.
	

	14
	(
	(
	
	Confirm the hardware configuration.
	

	15
	(
	(
	
	Confirm the security mode and the WWN setting.
Set in the array system.
	

	16
	(
	(
	
	Perform the OS installation.
	

	17
	(
	(
	
	Connect LAN cables and Fibre Channel cables.
	

	18
	(
	(
	the new node
	Check setting information of the new node.

(Confirm that BIOS version, BMC F/W version, BMC information and the shared LU are visible.)
	‘D.2.1.4 Confirming setting information of the new node’

	19
	(
	(
	
	Set time for the new node.
	

	20
	(
	(
	
	Start the replaced node.
	

	21
	(
	(
	
	Reflect system setting information into the node.
	‘D.2.1.5 Reflecting system setting information of the previous node into the new node’

	22
	(
	(
	
	Perform the failback to the replaced node.
	‘D.2.1.6 Confirming resource groups’

	23
	(
	(
	
	Confirm the completion of the failback (confirm the status of the resource group).
	

	24
	(
	(
	
	Confirm I/O of user data.
	‘D.2.1.7 Confirming access to user data’

	25
	(
	(
	
	Check the setting and connection of the HiTrack. 
	None


D.2.1.1
Prerequisites of the Replacement Work 
The following are the prerequisites for node replacement. A work plan must fulfill the following conditions. 
· The new node must have the same model and the hardware configuration as the previous node.
· The BIOS setting for the new node is completed at the shipment.
· To reflect system setting information of the previous node into the new node, the new node has the same OS version of the previous node. 
· The procedure is not supported to replace parts such as memory boards or fans between the new node and previous node.

· The configuration of BMC connection to reset the other side node consists of the BMC and management SW connection configuration and BMC direct connection configuration. However, this work does not change the connection configuration. If the configuration change is required, perform it after completing the node replacement.
· Confirm with the system administrator that the system setting information is backed up.
D.2.1.2
Preparation for the previous node replacement
(1)
Confirm the setting information of the previous node from the other side of the node.
Execute a command to the other side node to output setting information to a file. Then, transfer the output file to the Maintenance PC.
(a)
Check the OS version.

Refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)” to confirm the OS version of the other side node.

(b)
When the setting of host group security mode is enabled, changing of WWN is required after the parts replacement. Therefore, take notes for WWN corresponding to the both FC ports installed in the previous node. When the setting of host group security mode is disabled, go to Step (c).
If BIOS starts up on the previous node, check the setting in the BIOS window. Refer to ‘B.5.1 Acquiring WWNs of Nodes’ to check WWN and record it.
If BIOS does not start up on the previous node, confirm with the customer for the setting of the previous node.
(c)
Execute “sudo bmcctl” to the other side node, and record the interface information of “bmc”.
For the bmcctl command, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(d)
Run “sudo hwstatus” on the other side node and check and record the hardware configuration of the other side node.
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(2)
Confirm with the system administrator that the system setting information is backed up.
(3)
Confirm the resource group status of the previous node.
Confirm with the system administrator for the resource group status, and then turn off the power.
(a)
Confirm with the system administrator that the failover of the resource group on the previous node is complete. If the failover is not performed, ask the system administrator to perform the failover.
However, if the system administrator is in absent, contact the system administrator to get an approval of the above operation, and then the maintenance personnel perform it. For how to perform the operations, refer to “Maintenance Tool ‘3.1 Failover and Node Termination Execute the OS stop or the OS reboot’ (MNTT 03-0000)”.
(b)
Execute “sudo nasshutdown” at “the previous node” to stop the OS of the node.
For the nasshutdown command, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(4)
Removing cables
NOTE:
When removing LAN cables and FC cables, take some measures like labeling so that the ports to which the cables were connected can be judged.
(a)
Request the system administrator to remove the LAN cable connected to the data port of the previous node.
(b)
Remove the LAN cable connected to the management port, heart beat port, and maintenance port of the previous node, and the FC cable connected to the FC port of the previous node.
(5)
Removing the previous node
Get down the previous node from the rack.
D.2.1.3
Mounting the New Node and Preparing Settings
(1)
Mount the new node on the rack.
Put the rack rail on the new node and mount the new node on the rack.
(2)
Connect the power cable to “the new node”.

For the place to connect the power cables, refer to ‘A.2.2 Back side’.
(3)
Turn on power of the new node. 
For how to turn on power, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.
(4)
Confirming OS version of the new node
Check the OS version of the new node, and the other side node.

Refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)” to confirm the OS version of the node.

(5)
Confirm that the hardware configuration of the new node and the previous node is the same.
Run the hwstatus command on the new node and compare with the result of hardware configuration of the other side node (acquired in ‘D.2.1.2 (1) (d)’) to confirm that the items except “Serial Number Information” and the network status (up/down) are identical. For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
If the hardware configuration is different, contact the Technical Support Center.
(6)
When the setting of host group security mode is enabled, take notes for WWN of the new node. When the setting of host group security mode is disabled, go to step (7).

The following two types of WWN acquisition methods are available.
· Determine from [FC Port Information] of the hwstatus command.
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.

· Confirm by BIOS.
Refer to ‘B.5.1 Acquiring WWNs of Nodes’ to confirm WWN.
(7)
When connecting AMS2000 series/HUS100 series, refer to “LUN Manager User’s Guide” of AMS2000 series/HUS100 series, when connecting USP V/USP VM/VSP/VSP G1000/HUS VM, refer to “INSTALLATION SECTION ‘5.3.1.4. LUN Management’” in each maintenance manual, and for VSP Gx00, refer to “System Administrator Guide” to change WWN registered in the connection port on the disk array subsystem.
To change WWN, delete the WWN number noted in ‘D.2.1.2 (1) (b)’ and replace with the WWN number recorded in step (6).
(8)
After completion of step (7), if the FC-SW is not used, skip this step.
If the FC-SW is used, request the system administrator to change the FC-SW WWN zoning by deleting the WWN that you took a note of in step (x:new node’s wwn) and registering the WWN that you took a note of “the previous node”.
(9)
Install the OS in the new node.
Compare the OS versions between the other side node (acquired in ‘D.2.1.2 (1) (a)’) and the new node (acquired in ‘D.2.1.3 (4)’).
(a)
If the OS version installed in the new node is older than the OS version installed in the other side node, go to step (b).
If the OS version installed in the new node is newer than the OS version installed in the other side node, suspend the operation and contact the Technical Support Center.

If the OS version installed in the other side node and the new node is same, go to step (10).
(b)
Perform the update installation of the OS in the new node.
Refer to “Set Up ‘Chapter 2.3 Overview of Update Installation’ (SETUP 02-0040)” to confirm settings after the update installation.
(10)
Connect LAN cables and Fibre Channel cables
(a)
Request the system administrator to connect the LAN cable to the data port of the new node.
(b)
Connect the LAN cable to the management port, heart beat port, BMC port and maintenance port of the new node. Also, connect the FC cable to the FC port.
Refer to ‘A.2.2.2 Port arrangement and port names’.
D.2.1.4
Confirming setting information of the new node
Before reflecting the setting of the previous node into the new node, check setting information of the new node.

(1)
Turn on power of the new node.
For how to turn on power, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.
(2)
Confirm the BIOS version of the new node and record it as a work memo.
For how to confirm, refer to ‘B.2.1 BIOS Version Checking Procedure’.
As the result of the confirmation, if the BIOS version is not the specified version, apply the appropriate version using the tool that changes the version. For the details, contact the Technical Support Center.
(3)
Confirm the BMC firmware version of the new node and record it as a work memo.
For how to confirm, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.
As the result of the confirmation, if the BIOS version is not the specified version, apply the appropriate version using the tool that changes the version. For the details, contact the Technical Support Center.
(4)
Execute “sudo bmcctl” at the new node to confirm BMC interface information.
Compare the setting information with information of the previous node.
When the settings are different, set information of the previous node.
For BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(5)
Execute “sudo hwstatus” at the new node to confirm the hardware status.
Confirm if hardware output results (Fan Information, Temperature Information, Power Supply Information, Memory Information, and Internal HDD Information) are “ok” or “installed”.
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(6)
Execute “sudo hwstatus” at the new node to confirm the BMC connection status. 
Confirm “status” of “BMC information” displayed on screen is “ok” and “connection” is “none”.
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(7)
Execute “sudo fchabafwlist”, and record the version of the Fibre Channel HBA firmware.
For the fchbafwlist command, refer to “Maintenance Tool ‘2.24 Checking the HBA Firmware Version (fchbafwlist)’ (MNTT 02-1600)”.
As the result of the confirmation, if the BIOS version is not the specified version, apply the appropriate version using the tool that changes the version. For the details, contact the Technical Support Center.
(8)
Refer to the time of the previous node configured in the Maintenance PC and execute the timeset command to set time of the new node..
For setting time, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
D.2.1.5
Reflecting system setting information of the previous node into the new node 

Execute syslurestore command, and restore the system LU. Refer to “Maintenance Tool ‘2.8 Recovering the Disk/Cluster Management LU (syslurestore)’(MNTT 02-0460),” and execute the OS restoration.
D.2.1.6
Confirming resource groups
Confirm the failback and the completion of the failback (status confirmation of the resource group).
(1)
Ask the system administrator to change the “Node Status” of the new node to “UP” to perform failback the failover resource group to the new node.
However, if the system administrator is in absent, contact the system administrator to get an approval of the above operation, and then the maintenance personnel perform it. For how to perform the operations, refer to “Maintenance Tool ‘3.2 Failback and Start of Node after Starting the OS’ (MNTT 03-0030)”.
(2)
Run the clstatus command to confirm that the “Node status” of the both nodes is “UP” and the “Resource Group Status” of the both nodes is “(Online/No Error)”.
For the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
(3)
Execute “sudo syseventlist” at the new node to confirm if a failure SIM is not shown.
For the syseventlist command, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
D.2.1.7
Confirming access to user data

Request the system administrator to confirm clusters, resource group status, and access from the client to user data.

NOTE:
Check the setting and connection of the HiTrack.
D.2.2
Replacing the Node in the Single Node Configuration
Table 2.2-1 shows an outline of the work procedure of node replacement.

Table 2.2-1  Outline of the Work Procedure
	#
	Operator
	Device to be worked
	Work description
	Reference

	
	System administrator
	Maintenance personnel
	
	
	

	1
	
	
	
	Schedule the node replacement.
	‘D.2.2.1 Prerequisites of the Replacement Work’

	2
	
	
	
	Request to ship the node that is the same configuration as the previous node in operation.
	

	3
	(
	(
	the previous node
	Collect setting information

(network interface information, BMC information, system time, OS version…).
	‘D.2.2.2 Preparation for the previous node replacement’

	4
	(
	(
	
	Confirm that the system setting information and user data are backed up in HCP.
	

	5
	(
	(
	
	Confirm that the node to be replaced is stopped.
	

	6
	(
	(
	
	Stop the power supply.
	

	7
	(
	(
	
	Remove cables.
	

	8
	(
	(
	
	Remove the node.
	

	9
	(
	(
	the new node
	Mount on the rack.
	‘D.2.2.3 Mounting the New Node and Preparing Settings’

	10
	(
	(
	
	Install the node.
	

	11
	(
	(
	
	Connect power cables.
	

	12
	(
	(
	
	Turn on power.
	

	13
	(
	(
	
	Confirm the OS version.
	

	14
	(
	(
	
	Confirm that the new node has the same hardware configuration as the previous node.
	

	15
	(
	(
	
	Install the OS.
	

	16
	(
	(
	
	Connect LAN cables.
	

	17
	(
	(
	the new node
	Check setting information of the new node.

(BIOS version, BMC F/W version, BMC information)
	‘D.2.2.4 Confirming setting information of the new node’

	18
	(
	(
	
	Set time for the new node.
	

	19
	(
	(
	
	Reflect system setting information and user data into the node (from HCP). 
	‘D.2.2.5 Reflecting system setting information of the previous node into the new node’

	20
	(
	(
	
	Start up the resource group to confirm the status.
	‘D.2.2.6 Confirming resource groups by the maintenance personnel’

	22
	(
	(
	
	Confirm I/O of user data.
	‘D.2.2.7 Confirming access to user data’

	23
	(
	(
	
	Check the setting and connection of the HiTrack.
	None


D.2.2.1
Prerequisites of the Replacement Work

The following are the prerequisites for node replacement. A work plan must fulfill the following conditions.
· The system operation is stopped before starting this work. No access to user data is allowed until this work is completed.

· The new node must have the same model and the hardware configuration as the previous node.
· The OS version supports both the new and previous node.

· The BIOS setting for the new node is completed at the shipment.

· Network information of the maintenance port and management port of the new mode at the shipment is the same setting as the previous node.

· To restore system setting information of the previous node into the new node, the new node has the same or later OS version of the previous node.

· To save system setting information, “Node status” of the previous node is “UP” and “Resource group status” is “Online/No error” or “Offline/No error”.
· Confirm with the system administrator that the system setting information and the user data are backed up in HCP.
D.2.2.2
Preparation for the previous node replacement
(1)
Acquiring setting information of the previous node.
(a)
Check the OS version of the previous node.

Confirm with the customer for the OS version installed in the previous node.
(b)
Check the network information
Confirm with the customer for the information such as the maintenance port/management port/BMC port set in the previous node.
(c)
Check the hardware information
Confirm with the customer for the hardware configuration of the previous node.
(2)
Confirm with the system administrator that the system setting information and the user data are backed up.
(3)
Check the resource group status of the previous node.
Confirm with the system administrator for the resource group status and turn off the power.
If the power is already turned off, go to Step (4).
(a)
Execute “sudo rgstop <resource group name>” to stop the resource group. Stop resource groups.
For the rgstop command, refer to “Maintenance Tool ‘2.53 Stopping Resource group (rgstop)’ (MNTT 02-2950)”.
(b)
Execute “sudo nasshutdown” to stop the OS of the node.
For the nasshutdown command, refer to “Maintenance Tool ‘2.28 Terminating the OS of This Side Node (nasshutdown)’ (MNTT 02-1740)”.
(4)
Removing cables

NOTE:
When removing LAN cables and FC cables, take some measures like labeling so that the ports to which the cables were connected can be judged.

(a)
Request the system administrator to remove the LAN cable connected to the data port of the previous node.
(b)
Remove the LAN cable connected to the management port, heart beat port, and maintenance port of the previous node.

(5)
Removing the previous node

Get down the previous node from the rack.
D.2.2.3
Mounting the New Node and Preparing Settings

(1)
Mount the new node on the rack.
Put the rack rail on the new node and mount the new node on the rack.
(2)
Connect the power cable to “the new node”.

For the place to connect the power cables, refer to “A.2.2 Back side”.
(3)
Turn on power of the new node.

For how to turn on power, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.
(4)
Confirming OS version of the new node.
Check the OS version of the new node.

Refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)” to confirm the OS version of the node.

(5)
Visually confirm that the hardware configuration of the new node and the previous node is the same.
(6)
Install the OS in the new node.
Compare the OS versions between the previous node (acquired in ‘D.2.2.1 (1) (a)’) and the new node (acquired in ‘D.2.2.3 (4)’).
(a)
If the OS version installed in the new node is older than the OS version installed in the previous node, go to Step (b).
If the OS version installed in the new node is newer than the OS version installed in the previous node, suspend the operation and contact the Technical Support Center.
If the OS version installed in the previous node and the new node is same, go to Step (7).
(b)
Install the updated OS to the new node.

Refer to “Set Up ‘Chapter 2.3 Overview of Update Installation’ (SETUP 02-0040)” to confirm settings after the update installation.
(7)
Connect LAN cables
(a)
Request the system administrator to connect the LAN cable to the data port of the new node.
(b)
Connect the LAN cable to the management port, heart beat port, BMC port and maintenance port of the new node.

Refer to ‘A.2.2.2 Port arrangement and port names’.

D.2.2.4
Confirming setting information of the new node
Before reflecting the setting of the previous node into the new node, check setting information of the new node.

For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(1)
Turn on power.
For how to turn on power, refer to “Installation ‘2.1.1 Procedure for turning on the power’ (INST 02-0000)”.
(2)
Confirm the BIOS version of the new node.
If the version is not the specified version as the result of the confirmation, use the tool to change the version.

For the details, contact the Technical Support Center.
(3)
Confirm the BMC firmware version of the new node.
For how to confirm the BMC firmware version installed in the new node, refer to ‘B.2.2 BMC Firmware Version Checking Procedure’.

If the version is not the specified version as the result of the confirmation, use the tool to change the version.

For the details, contact the Technical Support Center.
(4)
Execute “sudo bmcctl” to confirm BMC interface information.
Compare the setting information with “the previous node” information.
When the settings are different, set the same as “the previous node” settings.
For BMC interface information, refer to “Maintenance Tool ‘2.18 Setting BMC LAN Information (bmcctl)’ (MNTT 02-1210)”.
(5)
Execute “sudo hwstatus” to confirm the hardware status.
Confirm if hardware output results (Fan Information, Temperature Information, Power Supply Information, Memory Information, and Internal HDD Information) are “ok” or “installed”.

For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(6)
Execute “sudo hwstatus” to confirm the BMC connection status. 
Confirm “status” of “BMC information” displayed on screen is “ok” and “connection” is “none”.
For the hwstatus command, refer to ‘B.3.1 Displaying the Hardware Status (hwstatus)’.
(7)
Refer to the time of the previous node configured in the Maintenance PC and execute the timeset command to set time.
For setting time, refer to “Maintenance Tool ‘2.43 Time Setting (timeset)’ (MNTT 02-2470)”.
D.2.2.5
Reflecting system setting information of the previous node into the new node 
Restore the recoveries of the system setting information and the user data from HCP collectively.
When the recovery is complete, OS reboots.

For the detailed procedure, refer to “Batch restoration of system configuration information and use data” in “Single Node Troubleshooting Guide” to perform.
In the command dialog and the procedure of the reference guide, perform the cluster redefinition, restoration of the encryption key and startup of the cluster/resource group. For the password and the path phrase prompted during the command dialog, enter the password and the path phrase prepared in “Troubleshooting ‘12.1.6 Preparing password and path phrase of HCP payload encryption function’ (TRBL 12-0191)”.
D.2.2.6
Confirming resource groups by the maintenance personnel
(1)
Execute “sudo rgstatus” to confirm “Resource Group status” is “Online/No error”.
For the rgstatus command, refer to “Maintenance Tool ‘2.63 Resource group Status Display (rgstatus)’ (MNTT 02-3380)”.
(2)
Execute “sudo syseventlist” to confirm if a failure SIM is not shown.
For the syseventlist command, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.
D.2.2.7
Confirming access to user data
Request the system administrator to access from the client to user data.

NOTE:
Check the setting and connection of the HiTrack.
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