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2.48
Starting the Cluster (clstart)
This command activates the cluster and shifts the “Node status” of the both nodes that are belonging to the cluster to “UP”.
NOTE:(
This command is available to execute only when the cluster status is “INACTIVE”.

(
This is not supported in the single node configuration.

(
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.48.1
Command line
This command uses the following command lines.
(
To start the cluster:
clstart
(
To display the command format on the standard output:
clstart -h
Table 2.48.1-1 shows the description of each option.
Table 2.48.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.48.2
Execution procedure
This subsection describes the procedure for executing the clstart command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute starting the cluster. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute clstatus command, and check that “Cluster status” is “INACTIVE”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(3)
Execute clstart command in accordance with Figure 2.48.2-1 Execution example of clstart command.
When a message is displayed, take measures with reference to Maintenance Tool “2.48.3 Command termination messages and action to be taken” (MNTT 02-2690).
After completing the measures, retry the operation from (1).
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Figure 2.48.2-1  Execution Example of the clstart Command
(4)
After executing clstatus command, check that “Cluster Status” becomes “ACTIVE,” and “Node Status” of both nodes becomes “UP”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.48.3
Command termination messages and action to be taken
When you execute the clstart command, messages might be displayed. Table 2.48.3-1 lists the action to be taken for each message ID.
Table 2.48.3-1  Message IDs and Actions to be Taken (1/3)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06003-W
	The product or license is not synchronized in the cluster.
	The product or license is not synchronized in the cluster.
	Request the system administrator to take measures for the warning message, KAQM06025-W, KAQM06027-W, or KAQM06105-W that is displayed on em_alertfile.

	2
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget) ” (MNTT 02-1300).

	4
	KAQM06051-E
	The cluster is not stopped.
	The cluster is not in the state of “INACTIVE”.
	Make sure that the cluster status is “INACTIVE”, and then retry the operation. 


Table 2.48.3-1  Message IDs and Actions to be Taken (2/3)
	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06108-W
	The cluster could be started, but whether licenses are consistent could not be confirmed.
	The cluster could be started, but whether licenses are consistent or not could not be confirmed.
	The communication might have failed because the LAN cable was disconnected or the other side node of the cluster was not running.
Check that the LAN cable is connected or the other side node is in the state of running. After restoring the connection for the other side node, check the consistency of the license of both nodes. 

	6
	KAQM06144-E
	An attempt to update resource information failed.
	Updating resource information fails.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore.
Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	9
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	10
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set (The message is different in the case the OS version is 3.0.1-XX or earlier.)
	Set the license. Either request the system administrator to do it or execute the setting by the command. 
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).


Table 2.48.3-1  Message IDs and Actions to be Taken (3/3)
	No.
	Message ID
	Message
	Description
	Action

	11
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	12
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	13
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	14
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	15
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.49
Stopping the Cluster (clstop)
This command stops a cluster and shifts the “Node status” of the both nodes that are belonging to the cluster to “INACTIVE”.
NOTE:(
This command is available to execute only when the cluster status is “ACTIVE”.

(
Because this command execution stops the service, report it to the system administrator and execute this operation after the system administrator notifies to the end user.

(
This is not supported in the single node configuration.
(
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.49.1
Command line
This command uses the following command lines.
(
To stop the cluster:
clstop [-y]
(
To stop the cluster forcibly:
clstop -f [-y]
(
To display the command format on the standard output:
clstop -h
Table 2.49.1-1 shows the description of each option.
Table 2.49.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-f
	Specifies when the forced stop of a cluster is executed.
When this option is specified, the operation is executed regardless of the cluster status. However, if the cluster status is “INACTIVE”, it ends with an error.
	For the details of cluster status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
Do not add this option unless otherwise instructed to do so.

	2
	-y
	Inhibits the output of confirmation messages.
	Do not add this option unless otherwise instructed to do so.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of execution.


2.49.2
Execution procedure
This subsection describes the procedure for executing the clstop command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute stopping the cluster. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute clstatus command, and check that the status is in the following. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(
“Cluster status” is in “ACTIVE”.
(
“Resource group status” is “Online/No error”, “Offline/No error”, or “Online Maintenance/No error”.
(3)
Execute clstop command in accordance with Figure 2.49.2-1 Execution example of clstop command.
If a message is displayed, take measures with reference to Maintenance Tool “2.49.3 Command termination messages and action to be taken” (MNTT 02-2740).
After completing the measures, retry the operation from (1).
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Figure 2.49.2-1  Execution Example of the clstop Command
NOTE:
Execute by attaching “-f” option only when there is an instruction to stop the cluster forcibly.
(4)
When step (3) is executed, a confirmation message (KAQM06133-Q) is displayed at the time to execute the command. Enter “y” to start execution. Stopping process of a cluster is executed.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.49.3 Command termination messages and action to be taken” (MNTT 02-2740).
Repeat the procedure from the step (2) after completing the action.
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Figure 2.49.2-2  Confirmation Message (KAQM06133-Q)
for the clstop Command Execution
(5)
After executing clstatus command, check that “Cluster status” becomes “INACTIVE,” and “Node status” of both node becomes “INACTIVE”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.49.3
Command termination messages and action to be taken
When you execute the clstop command, messages might be displayed. Table 2.49.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.49.3-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06050-E
	The cluster is not operating.
	The cluster is not in the state of operation. 
	Execute clstatus command, and check that the cluster status is “ACTIVE”, and then retry the operation.
For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

	4
	KAQM06133-Q
	Performing this operation will stop the services on both nodes. Are you sure you want to stop the cluster? (y/n)
	Performing this operation will stop the services on both nodes. Are you sure you want to stop the cluster?
	If you want to stop the OS, enter “y”. If you want to cancel the processing, enter “n”.


Table 2.49.3-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU> is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	7
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	8
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	9
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	11
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	12
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	13
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.50
Node Start Up (ndstart)
This command starts a node.
NOTE:(
This is not supported in the single node configuration.

(
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.50.1
Command line
This command uses the following command lines.
(
To start the node:
ndstart [--] <node name>

(
To display the command format on the standard output:
ndstart -h
Table 2.50.1-1 shows the description of each option.
Table 2.50.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--
	Specifies this option when there is a node name attaching “-“ on the head of the name.
	It must be designated if a node name (“-h” or “-c”) exists.

	2
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.50.2
Execution procedure
This subsection describes the procedure for executing the ndstart command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute starting the node. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the other side node of which starting the node via ssh from the maintenance PC. If node0 is to be started, log in to the node1. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the peerstatus command, and confirm the node status of the other side.
· If [BOOT COMPLETE] is shown, proceed to the step (3).
· If [UNKNOWN] is shown, log off from the node. And log in to the node of which starting the node. Then proceed to the step (3).

· If [BOOT COMPLETE] or [UNKNOWN] is not shown, wait 15 minutes. And execute peerstatus command again. When [BOOT COMPLETE] is shown in second execution result, proceed to step (3). When [BOOT COMPLETE] is not shown in second execution result, collect the OS log of the starting the node and send it to the Support Center. If disable to log in to the node via ssh, collect log files in maintenance mode.
For details about how to check the other side node status, refer to Maintenance Tool “2.36 Displaying the Status of Other Side Node (peerstatus)” (MNTT 02-2130).
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
(3)
Execute clstatus command, and check that “Node status” is “INACTIVE”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(4)
Write down the node name that is in the state of “INACTIVE” in the step (3).
(5)
Specify the node name noted down in the step (4), and execute ndstart command in accordance with the execution example as shown in Figure 2.50.2-1.
If a message is displayed, take measures with reference to Maintenance Tool “2.50.3 Command termination messages and action to be taken” (MNTT 02-2780).
After completing the measures, retry the operation from (1).
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Figure 2.50.2-1  Execution Example of the ndstart Command
(6)
Execute clstatus command on the side of the login node and check that the “Node status” is “UP”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.50.3
Command termination messages and action to be taken
When you execute the ndstart command, messages might be displayed. Table 2.50.3-1 lists the action to be taken for each message ID.
Table 2.50.3-1  Message IDs and Actions to be Taken (1/3)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06055-E
	The specified node does not exist.(node name = <node-name>)
	The specified node name does not exist.
	Check the specified node name, and then retry the operation.

	4
	KAQM06057-E
	The specified node is not stopped.
	The specified node status is not in the state of “INACTIVE”.
	Execute clstatus command, and check that the cluster status is “INACTIVE”, and then retry the operation.
For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).


Table 2.50.3-1  Message IDs and Actions to be Taken (2/3)
	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06069-E
	The specified <item-name> cannot be used because it includes an invalid character. (entered value = <entered-value>)
	A character unusable for the name is used.
	Check the specified resource group name.

Check that a character other than the following is not used:

alphanumeric characters, slash (/), period (.), comma (,), hyphen (-), underscore (_), colon (:), equality sign (=), and at sign (@).

	6
	KAQM06070-E
	The specified <item-name> cannot be used because it exceeds 22 characters. (entered value = <entered-value>)
	The number of characters that exceeds the maximum number was specified.
	Check that the number of characters used for the specified resource group name does not exceed 22.

	7
	KAQM06071-E
	The specified <item-name> cannot be used because it is a reserved word. (entered value = <entered-value>)
	A system-reserved word was specified.
	Check the specified node name.

	8
	KAQM06072-E
	The name “0” cannot be specified for the <item-name>
	An unusable name, “0” was specified.
	

	9
	KAQM06073-E
	The specified <item-name> cannot be used because it begins with an underscore (_). (entered value = <entered-value>)
	A name beginning with the underscore (_) was specified for the resource group name
	

	10
	KAQM06144-E
	An attempt to update resource information failed.
	Updating resource information fails.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore.
Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	12
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.50.3-1  Message IDs and Actions to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	13
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	14
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set (The message is different in the case the OS version is 3.0.1-XX or earlier.)
	Set the license. Either request the system administrator to do it or execute the setting by the command. 
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	15
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	16
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	17
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	18
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	19
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	20
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.51
Node Termination (ndstop)
This command stops a node.
NOTE:(
Report of this command execution to the system administrator and execute it after the system administrator notifies to the end user.

(
This is not supported in the single node configuration.

(
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.51.1
Command line
This command uses the following command lines.
(
To stop the node:
ndstop [-f] [-y] [--] <node name>

(
To display the command format on the standard output:
ndstop -h
Table 2.51.1-1 shows the description of each option.
Table 2.51.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--
	Specifies this option when there is node name attaching “-“ on the head of the name.
	It must be designated if a resource group name (“-h” or “-c”) exists.

	2
	-f
	Specifies when the forced stop of a node is executed.
When this option is specified, the operation is executed regardless of the cluster status. However, if the cluster status is “INACTIVE”, it ends with an error.
	For the details of cluster status, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

Do not add this option unless otherwise instructed to do so.

	3
	-y
	Inhibits the output of confirmation messages.
	Do not add this option unless otherwise instructed to do so.

	4
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.51.2
Execution procedure
This subsection describes the procedure for executing the ndstop command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute stopping the node. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the node of which stopping the node via ssh from the maintenance PC. If node0 is executed stopping, log in to the node0. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute clstatus command, and check that “Node status” is “UP”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(3)
Write down the “node name” that is in the state of “UP” in the step (2).
(4)
Specify the node name noted down in the step (3), and execute ndstop command in accordance with the execution example as shown in Figure 2.51.2-1.

If a message is displayed, take measures with reference to Maintenance Tool “2.51.3 Command termination messages and action to be taken” (MNTT 02-2840).
After completing the measures, retry the operation from (1).

[image: image5]
Figure 2.51.2-1  Execution Example of the ndstop Command
NOTE:
Execute by attaching “-f” option only when there is an instruction to stop the cluster forcibly.
(5)
When step (4) is executed, a confirmation message (KAQM06134-Q) is displayed at the time to execute the command. Enter “y” to start execution. Stopping process of a node is executed.

To cancel the execution, enter “n”.

When a message ID is displayed, refer to Maintenance Tool “2.51.3 Command termination messages and action to be taken” (MNTT 02-2840).
Repeat the procedure from the step (2) after completing the action.

[image: image6]
Figure 2.51.2-2  Confirmation Message (KAQM06134-Q)
for the clstop Command Execution
(6)
Execute clstatus command on the side of the login node and check that the “Node status” becomes “INACTIVE”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
NOTE:
When logging in to the stopped node (“Node status” is “INACTIVE”), the “Node status” of the other side node is displayed as “Unknown”. To check the status of the both nodes, check it after logging in to the other side node.
2.51.3
Command termination messages and action to be taken
When you execute the ndstop command, messages might be displayed. Table 2.51.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.51.3-1  Message IDs and Actions to be Taken (1/3)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06055-E
	The specified node does not exist.(node name = <node-name>)
	The specified node name does not exist.
	Check the specified node name, and then retry the operation.

	4
	KAQM06056-E
	The specified node is not operating.
	The specified node status is not in the state of “UP”.
	Execute clstatus command, and check that the cluster status is “UP”, and then retry the operation.
For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).


Table 2.51.3-1  Message IDs and Actions to be Taken (2/3)
	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06069-E
	The specified <item-name> cannot be used because it includes an invalid character. (entered value = <entered-value>)
	A character unusable for the name is used.
	Check the specified resource group name.

Check that a character other than the following is not used:

alphanumeric characters, slash (/), period (.), comma (,), hyphen (-), underscore (_), colon (:), equality sign (=), and at sign (@).

	6
	KAQM06070-E
	The specified <item-name> cannot be used because it exceeds 22 characters. (entered value = <entered-value>)
	The number of characters that exceeds the maximum number was specified.
	Check that the number of characters used for the specified resource group name does not exceed 22.

	7
	KAQM06071-E
	The specified <item-name> cannot be used because it is a reserved word. (entered value = <entered-value>)
	A system-reserved word was specified.
	Check the specified node name.

	8
	KAQM06072-E
	The name “0” cannot be specified for the <item-name>.
	An unusable name, “0” was specified.
	

	9
	KAQM06073-E
	The specified <item-name> cannot be used because it begins with an underscore (_). (entered value = <entered-value>)
	A name beginning with the underscore (_) was specified for the resource group name
	

	10
	KAQM06134-Q
	Performing this operation might stop the services on node. Are you sure you want to stop the node? (y/n)
	Performing this operation might stop the services on node. Are you sure you want to stop the node?
	If you want to stop the OS, enter “y”. If you want to cancel the processing, enter “n”.

	11
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	12
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.51.3-1  Message IDs and Actions to be Taken (3/3)

	No.
	Message ID
	Message
	Description
	Action

	13
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	14
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	15
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	17
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	18
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	19
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.52
Resource group Starts Up (rgstart)
This command starts a resource group.
NOTE:
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.52.1
Command line
This command uses the following command lines.
(
To start the resource group (in the cluster configuration):
rgstart [--] <node name>

(
To start the resource group (in the single node configuration):
rgstart [-q]
(
To display the command format on the standard output:
rgstart -h
Table 2.52.1-1 shows the description of each option.
Table 2.52.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--
	Specifies this option when there is node name attaching “-” on the head of the name.
	It must be designated if a resource group name (“-h” or “-c”) exists.

	2
	-q
	Inhibits the output of progressing at the time of starting resource group.
	Do not add this option unless otherwise instructed to do so.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.52.2
Execution procedure
This subsection describes the procedure for executing the rgstart command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute starting the resource group. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the node of which about to starting the resource group via ssh from the maintenance PC. If the resource group is about to start on the node0, log in to the node0. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
In the cluster configuration, execute clstatus command, and check that “Node status” of the node that is about to start the resource group is “UP”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
If it is not in the state of “UP”, change the “Node status” to “UP” with reference to Maintenance Tool “2.50 Node Start Up (ndstart)” (MNTT 02-2760), and proceed to the next step.
In the single node configuration, proceed to step (5).
(3)
Execute clstatus command and check that “Resource group status” of a node to be instructed the startup is “Offline/No error” or “Online Ready/No error clstatus”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(4)
Write down the “resource group name” to be started (“Resource group name”) .
(5)
In the cluster configuration, specify the resource group name noted down in the step (4), and execute rgstart command in accordance with the execution example as shown in Figure 2.52.2-1.

In the single node configuration, execute rgstart command in accordance with the execution example as shown in Figure 2.52.2-2. The progress of the resource group is displayed. 
If a message is displayed, take measures with reference to Maintenance Tool “2.52.3 Command termination messages and action to be taken” (MNTT 02-2900).

After completing the measures, retry the operation from (1).
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Figure 2.52.2-1  Execution Example of the rgstart Command 
(In the cluster configuration)

[image: image8]
Figure 2.52.2-2  Execution Example of the rgstart Command 
(in the single node configuration)
(6)
In the cluster configuration, execute clstatus command and check that the “Resource group status” of the specified resource group name becomes “Online/No error”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
In the single node configuration, execute rgstatus command and check that the “Resource group status” becomes “Online/No error”. For the method of this confirmation, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).
2.52.3
Command termination messages and action to be taken
When you execute the rgstart command, messages might be displayed. Table 2.52.3-1 lists the action to be taken for each message ID.
Table 2.52.3-1  Message IDs and Actions to be Taken (1/5)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06053-E
	Processing for the cluster or resource group is currently executing.
	Processing for the cluster or resource group is currently executing.
	Execute clstatus command, and check the status of cluster, node, and resource group, and retry the operation when they are available to operate. For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040). If the problem occurs again, collect the OS Log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.52.3-1  Message IDs and Actions to be Taken (2/5)
	No.
	Message ID
	Message
	Description
	Action

	4
	KAQM06058-E
	A virtual (service) IP address is not set for the specified resource group.
	A virtual IP address is not set for the specified resource group.
(A message displays in the window is different in the OS version 3.1.1-XX or earlier.)
	Request the system administrator to set more than one virtual IP address for the resource group.

	5
	KAQM06059-E
	The specified resource group does not exist. (resource group name = <resource-group-name>)
	The specified resource group does not exist.
	Check the specified resource group, and then retry the operation. 

	6
	KAQM06061-E
	The specified resource group is not stopped.
	The specified resource group is not in the state of stopping. 
	Execute clstatus command, and check the status of cluster, node, and resource group, and retry the operation when they are available to operate. For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040). If the problem occurs again, collect the OS Log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM06062-E
	An attempt to start the resource group failed because the NFS service is not running.
	An attempt to start the resource group failed because the NFS service is not running.
	Stop forcibly the resource group that attempted to start. For the method of stopping the resource group, refer to Maintenance Tool “2.53 Stopping Resource group (rgstop)” (MNTT 02-2950). After that, request the system administrator to remove the cause of this problem. 

	8
	KAQM06069-E
	The specified <item-name> cannot be used because it includes an invalid character. (entered value = <entered-value>)
	A character unusable for the name is used.
	Check the specified resource group name.

Check that a character other than the following is not used:

alphanumeric characters, slash (/), period (.), comma (,), hyphen (-), underscore (_), colon (:), equality sign (=), and at sign (@).

	9
	KAQM06070-E
	The specified <item-name> cannot be used because it exceeds 22 characters. (entered value = <entered-value>)
	The number of characters that exceeds the maximum number was specified.
	Check that the number of characters used for the specified resource group name does not exceed 22.


Table 2.52.3-1  Message IDs and Actions to be Taken (3/5)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM06071-E
	The specified <item-name> cannot be used because it is a reserved word. (entered value = <entered-value>)
	A system-reserved word was specified.
	Check the specified resource group name. 

	11
	KAQM06072-E
	The name “0” cannot be specified for the <item-name>.
	An unusable name, “0” was specified.
	

	12
	KAQM06073-E
	The specified <item-name> cannot be used because it begins with an underscore (_). (entered value = <entered-value>)
	A name beginning with the underscore (_) was specified for the resource group name
	

	13
	KAQM06121-E
	The resource group is not stopped.
	The status of the resource group is not “Offline/No error”.
	Check the status of the resource group. Stop the resource group and retry the operation.
For the resource group termination, refer to Maintenance Tool “2.53 Stopping Resource group (rgstop)” (MNTT 02-2950).

	14
	KAQM06122-E
	An attempt to start the resource group has failed.
	An attempt to start the resource group failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	15
	KAQM06124-E
	An internal error occurred. Processing might be temporarily disabled.
	An attempt to execute the command failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.52.3-1  Message IDs and Actions to be Taken (4/5)
	No.
	Message ID
	Message
	Description
	Action

	16
	KAQM06125-E
	An attempt to start the resource group has failed.
	An attempt to start the resource group failed.
	Check if the SIM of “KAQM35xxx” is displayed. When the SIM of “KAQM35xxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQM35xxx” is not displayed, collect the OS Log and send it to the Support Center. For the method of collecting OS Log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	17
	KAQM06127-E
	The starting of the resource group timed out.
	A time-out error occurs on the starting resource group.
	Stop forcibly the resource group, and then retry the operation. For the method of stopping the resource group forcibly, refer to Maintenance Tool “2.53 Stopping Resource group (rgstop)” (MNTT 02-2950). If this error occurs again, collect the OS Log and send it to the Support Center. For the method of collecting OS Log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	18
	KAQM06131-E
	An attempt to start the resource group failed because the NFS service is not running.
	An attempt to start the resource group failed because the NFS service is not running.
	Request the system administrator to start the NFS service after stopping the resource group forcibly. If this error occurs again, collect the OS Log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	19
	KAQM06132-E
	The management port has not been set.
	A command is started before setting the management port. 
	Execute after the management port is set.

	20
	KAQM06144-E
	An attempt to update resource information failed.
	Updating resource information fails.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore.
Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	21
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.52.3-1  Message IDs and Actions to be Taken (5/5)
	No.
	Message ID
	Message
	Description
	Action

	22
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


	23
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	24
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set (The message is different in the case the OS version is 3.0.1-XX or earlier.)
	Set the license. Either request the system administrator to do it or execute the setting by the command. 
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	25
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	26
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	27
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	28
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	29
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.53
Stopping Resource group (rgstop)
This command stops a service such as NFS share or CIFS share that is provided by the resource group.
NOTE:(
Because this command execution stops the service, report it to the system administrator and execute this operation after the system administrator notifies to the end user.

(
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.53.1
Command line
This command uses the following command lines.
(
To stop the resource group (In the cluster configuration):
rgstop [-f] [-y] [--] <resource group name>

(
To stop the resource group (In the single node configuration):
rgstop [-f] [-y] [-q]
(
To display the command format on the standard output:
rgstop -h
Table 2.53.1-1 shows the description of each option.
Table 2.53.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--
	Specifies this option when there is a resource group name attaching “-“ on the head of the name.
	It must be designated if a resource group name (“-h” or “-c”) exists.

	2
	-f
	Specifies when the forced stop of a resource group is executed.

When this option is specified, the operation is executed regardless of the resource group status.
	Do not add this option unless otherwise instructed to do so.

	3
	-y
	Inhibits the output of confirmation messages.
	Do not add this option unless otherwise instructed to do so.

	4
	-q
	Inhibits the output of progressing at the time of stopping resource group.
	Do not add this option unless otherwise instructed to do so.

	5
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.53.2
Execution procedure
This subsection describes the procedure for executing the rgstop command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute stopping the resource group. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
In the cluster configuration, execute clstatus command, and check that “Node status” is “UP”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
If it is not in the state of “UP”, log in to the other side node, and proceed from the step (2).
In the single node configuration, proceed to step (5).
(3)
Execute clstatus command and check that “Resource group status” to be instructed the stopping is “Online/No error”, “Online Ready/No error”, or “Online Maintenance/No error”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(4)
Write down the “resource group name” to be stopped.
(5)
In the cluster configuration, specify the resource group name noted down in the step (4), and execute rgstop command in accordance with the execution example as shown in Figure 2.53.2-1.
In the single node configuration, execute rgstop command in accordance with the execution example as shown in Figure 2.53.2-2.
If a message is displayed, take measures with reference to Maintenance Tool “2.53.3 Command termination messages and action to be taken” (MNTT 02-2980).
After completing the measures, retry the operation from (1).


[image: image9]
Figure 2.53.2-1  Execution Example of the rgstop Command 
(In the cluster configuration)

[image: image10]
Figure 2.53.2-2  Execution Example of the rgstop Command 
(In the single node configuration)

NOTE:
Execute by attaching “-f” option only when there is an instruction to stop the resource group forcibly.
(6)
When step (5) is executed, a confirmation message (KAQM06135-Q) is displayed at the time to execute the command in the both cluster configuration and the single node configuration. Enter “y” to start execution. Stopping process of a resource group is executed. In the single node configuration, the progress of resource group stopping is displayed as shown in Figure 2.53.2-4.
To cancel the execution, enter “n”.
When a message ID is displayed, refer to Maintenance Tool “2.53.3 Command termination messages and action to be taken” (MNTT 02-2980).
Repeat the procedure from the step (2) after completing the action.

[image: image11]
Figure 2.53.2-3  Confirmation Message (KAQM06135-Q) for the rgstop command execution
[In the cluster configuration]


[image: image12]
Figure 2.53.2-4  Confirmation Message (KAQM06135-Q) for the rgstop command execution
[In the single node configuration]

(7)
In the cluster configuration, execute clstatus command and check that the “Resource group status” becomes “Offline/No error”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
In the single node configuration, execute rgstatus command and check that the “Resource group status” becomes “Offline/No error”. For the method of this confirmation, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).
2.53.3
Command termination messages and action to be taken
When you execute the rgstop command, messages might be displayed. Table 2.53.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.53.3-1  Message IDs and Actions to be Taken (1/5)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06053-E
	Processing for the cluster or resource group is currently executing.
	Processing for the cluster or resource group is currently executing.
	Execute clstatus command, and check the status of cluster, node, and resource group, and retry the operation when they are available to operate. For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040). If the problem occurs again, collect the OS Log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM06059-E
	The specified resource group does not exist. (resource group name = <resource-group-name>)
	The specified resource group does not exist.
	Check the specified resource group, and then retry the operation.


Table 2.53.3-1  Message IDs and Actions to be Taken (2/4)
	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06060-E
	The specified resource group is not operating.
	The specified resource group is not in the state of running.
	The resource group is not in the state of “Online/No error”, “Online Ready/No error”, or “Online Maintenance/No error”. Execute clstatus command, and check that the status of cluster, node, and resource group is normal, and then retry the operation.

For clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).

	6
	KAQM06069-E
	The specified <item-name> cannot be used because it includes an invalid character. (entered value = <entered-value>)
	A character unusable for the name is used.
	Check the specified resource group name.

Check that a character other than the following is not used:

alphanumeric characters, slash (/), period (.), comma (,), hyphen (-), underscore (_), colon (:), equality sign (=), and at sign (@).

	7
	KAQM06070-E
	The specified <item-name> cannot be used because it exceeds 22 characters. (entered value = <entered-value>)
	The number of characters that exceeds the maximum number was specified.
	Check that the number of characters used for the specified resource group name does not exceed 22.

	8
	KAQM06071-E
	The specified <item-name> cannot be used because it is a reserved word. (entered value = <entered-value>)
	A system-reserved word was specified.
	Check the specified resource group name.

	9
	KAQM06072-E
	The name “0” cannot be specified for the <item-name>.
	An unusable name, “0” was specified.
	

	10
	KAQM06073-E
	The specified <item-name> cannot be used because it begins with an underscore (_). (entered value = <entered-value>)
	A name beginning with the underscore (_) was specified for the resource group name
	

	11
	KAQM06120-E
	The resource group is not running.
	The status of the resource group is not “Online/No error”.
	Check that the resource group is in normal status, and then retry the operation. For the method to confirm the resource group, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).


Table 2.53.3-1  Message IDs and Actions to be Taken (3/4)
	No.
	Message ID
	Message
	Description
	Action

	12
	KAQM06123-E
	An attempt to stop the resource group has failed.
	An attempt to stop the resource group failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	13
	KAQM06124-E
	An internal error occurred. Processing might be temporarily disabled.
	An attempt to execute the command failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM06126-E
	An attempt to stop the resource group has failed.
	An attempt to stop the resource group failed.
	Check if the SIM of “KAQM35xxx” is displayed. When the SIM of “KAQM35xxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQM35xxx” is not displayed, collect the OS Log and send it to the Support Center. For the method of collecting OS Log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	15
	KAQM06128-E
	The stopping of the resource group timed out.
	A time-out error occurs on the resource group stopping.
	Stop forcibly the resource group by attaching the “-f” option.

	16
	KAQM06132-E
	The management port has not been set.
	A command is started before setting the management port.
	Execute after the management port is set.

	17
	KAQM06135-Q
	Performing this operation will stop the services. Are you sure you want to stop the resource group? (y/n)
	If this operation is performed, the services will stop. Do you want to stop the resource group?
	If you want to stop the OS, enter “y”. If you want to cancel the processing, enter “n”.

	18
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.53.3-1  Message IDs and Actions to be Taken (4/4)
	No.
	Message ID
	Message
	Description
	Action

	19
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


	20
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	21
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	22
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	23
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	24
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	25
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.54
Changing Resource group Execution node (rgmove)
This command executes changing the execution node of the resource group.
NOTE:(
Because this command execution stops the service temporarily, report it to the system administrator and execute this operation after the system administrator notifies to the end user.

(
This is not supported in the single node configuration.

2.54.1
Command line
This command uses the following command lines.
(
To change the execution node of the resource group:
rgmove [--] [-y] <resource group name>

(
To display the command format on the standard output:
rgmove -h
Table 2.54.1-1 shows the description of each option.
Table 2.54.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--
	Specifies this option when there is a resource group name attaching “-” on the head of the name.
	It must be designated if a resource group name (“-h” or “-c”) exists.

	2
	-y
	Inhibits the output of confirmation messages.
This command can be executed if the OS version is 2.2.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	Do not add this option unless otherwise instructed to do so.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the execution time.


2.54.2
Execution procedure
This subsection describes the procedure for executing the rgmove command.
NOTE:
When the system administrator is absent, get the permission from the system administrator to execute starting the node. Execute in accordance with the following procedures after the system administrator notifies it to the end user.
(1)
Log in to the node of which the target or the source of performing failover via ssh from the maintenance PC. For details about how to log in to a node, Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute clstatus command, and check that the “Node status” of the node to be migrated is “UP”, and the “Resource group status” of the resource group to be migrated is “Online/No error” or “Online Maintenance/No error”. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
(3)
Write down the “resource group name” to be migrated.
(4)
Specify the resource group name noted down in the step (3), and execute rgmove command in accordance with the execution example as shown in Figure 2.54.2-1.
If a message ID is displayed, take measures with reference to Maintenance Tool “2.54.3 Command termination messages and action to be taken” (MNTT 02-3040).
After completing the measures, retry the operation from (2).
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Figure 2.54.2-1  Execution Example of the rgmove Command
(5)
When the OS version is 2.2.1-XX or later, when step (4) is executed, a confirmation message (KAQM06136-Q) is displayed at the time of execute the command. Enter “y” to start execution. Migrating of the node of the resource group is executed.
To cancel the execution, enter “n”.
Note that, when the OS version is 2.1.1-XX, no confirmation message is displayed when the rgmove is executed and the change of the resource group execution node is performed.
For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID is displayed, refer to Maintenance Tool “2.54.3 Command termination messages and action to be taken” (MNTT 02-3040).
Repeat the procedure from the step (2) after completing the action.
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Figure 2.54.2-2  Confirmation Message (KAQM06136-Q)
for the rgmove Command Execution
(6)
Execute clstatus command and check that the execution node of the resource group is changed. For the method of this confirmation, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.54.3
Command termination messages and action to be taken
When you execute the rgmove command, messages might be displayed. Table 2.54.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.54.3-1  Message IDs and Actions to be Taken (1/4)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06018-E
	The processing of the failover function has failed.
	The processing of the failover function has failed.
	Check if the SIM of “KAQG7xxxx” is shown in the both nodes. When the SIM of “KAQG7xxxx” is displayed, take measures in accordance with the message.
When the SIM of “KAQG7xxxx” is not displayed, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06053-E
	Processing for the cluster or resource group is currently executing.
	Processing for the cluster or resource group is currently executing.
	Execute the clstatus command and check the statuses of the cluster, node, and resource group. Then after the executable statuses are achieved, execute the rgmove command again.

For the clstatus command, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)”
(MNTT 02-0040).

If the error occurs again, collect the OS log and send it to the Technical Support Center. For procedures of collecting the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM06059-E
	The specified resource group does not exist. (resource group name = <resource-group-name>)
	A non-existent resource group was specified.
	Check the specified resource group name, and then execute the rgmove command again.


Table 2.54.3-1  Message IDs and Actions to be Taken (2/4)

	No.
	Message ID
	Message
	Description
	Action

	5
	KAQM06060-E
	The specified resource group is not operating.
	The specified resource group is not operating.
	The status of the resource group is not “Online/No error”, “Online Ready/No error”, or “Online Maintenance/No error”. Execute the clstatus command and check that the statuses of the cluster, node, and resource group are appropriate. Then execute the rgmove command again. For the clstatus command, refer to

Maintenance Tool “2.2 Displaying

the Cluster Status (clstatus)”
(MNTT 02-0040).

	6
	KAQM06065-E
	Processing for the cluster or resource group might be currently executing, or a failover might be occurring.
	Processing for the cluster or resource group might be currently executing, or a failover might be occurring.
	Execute the clstatus command and check the statuses of the cluster, node, and resource group. Then after the executable statuses are achieved, execute the rgmove command again.

For the clstatus command, refer to Maintenance Tool “2.2 Displaying

the Cluster Status (clstatus)” (MNTT 02-0040).

If the error occurs again, collect the OS log and send it to the Technical Support Center. For procedures of collecting the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM06066-E
	The node operating the resource group is not running.
	The Node status of the node in which the resource group is operated is not “UP”.
	Set the “Node Status” of the node where the resource group is running to “UP”. For more details, refer to Maintenance Tool “2.50 Node Start Up (ndstart)” (MNTT 02-2760).

	8
	KAQM06067-E
	The node that is the move destination of the resource group is not running.
	The Node status of the node to which the resource group is transferred is not “UP”. 
	Set the “Node Status” of the target node of the resource group to “UP”. For more details, refer to Maintenance Tool “2.50 Node Start Up (ndstart)” (MNTT 02-2760).

	9
	KAQM06068-E
	An attempt to start the resource group failed because the NFS service of the node that is the move destination of the resource group is not running.
	An attempt to start the resource group failed because the NFS service of the node that is the destination of the resource group is not running.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.54.3-1  Message IDs and Actions to be Taken (3/4)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM06069-E
	The specified <item-name> cannot be used because it includes an invalid character. (entered value = <entered-value>)
	A character unusable for the name is used.
	Check the specified resource group name.

Check that a character other than the following is not used:

alphanumeric characters, slash (/), period (.), comma (,), hyphen (-), underscore (_), colon (:), equality sign (=), and at sign (@).

	11
	KAQM06070-E
	The specified <item-name> cannot be used because it exceeds 22 characters. (entered value = <entered-value>)
	The number of characters that exceeds the maximum number was specified.
	Check that the number of characters used for the specified resource group name does not exceed 22.

	12
	KAQM06071-E
	The specified <item-name> cannot be used because it is a reserved word. (entered value = <entered-value>)
	A system-reserved word was specified.
	Check the specified resource group name.

	13
	KAQM06072-E
	The name “0” cannot be specified for the <item-name>.
	An unusable name, “0” was specified.
	

	14
	KAQM06073-E
	The specified <item-name> cannot be used because it begins with an underscore (_). (entered value = <entered-value>)
	A name beginning with the underscore (_) was specified for the resource group name
	

	15
	KAQM06136-Q
	Performing this operation will temporarily stop the services. Are you sure you want to change the execution node of the resource group? (y/n)
	Performing this operation will temporarily stop the services. Are you sure you want to change the execution node of the resource group?
	If you want to change the execution node, enter “y”. If you want to cancel the processing, enter “n”.

	16
	KAQM06144-E
	An attempt to update resource information failed.
	Updating resource information fails.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore.
Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	17
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.54.3-1  Message IDs and Actions to be Taken (4/4)
	No.
	Message ID
	Message
	Description
	Action

	18
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	19
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set (The message is different in the case the OS version is 3.0.1-XX or earlier.)
	Set the license. Either request the system administrator to do it or execute the setting by the command. 
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	20
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	21
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	22
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	23
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	24
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	25
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.55
Embedded RAID Controller Internal Log Acquisition (log.sh)
This command writes the internal log of the embedded RAID controller into a file.
NOTE: This command cannot be executed on the maintenance mode.
2.55.1
Command line
This command uses the following command line.
(
To collect internal logs of the RAID controller:
log.sh
2.55.2
Output format
The output format for the log.sh command execution is shown in Figure 2.55.2-1 Output Format of the log.sh Command.

[image: image15]
Figure 2.55.2-1  Output Format of the log.sh Command
Table 2.55.2-1 describes the details about the items in Figure 2.55.2-1 Output Format of the log.sh Command.
Table 2.55.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[Execution result]
	Displays the failure or success of the command execution result.

	2
	[Exit Code]
	Displays the return value of a command.


2.55.3
Execution procedure
This subsection describes the procedure for executing the log.sh command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.55.3-1 shows an example when log.sh command is executed.
When Exit Code is other than 0x00, refer to Maintenance Tool “2.55.4 Command termination messages and action to be taken” (MNTT 02-3100).

[image: image16]
Figure 2.55.3-1  Execution Example of the log.sh Command
(3)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.55.3-2 to download the log file that is created at the step (2). Specifying only file name is available because the files are stored under the home directory for the maintenance personnel (/home/service). For more details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).
An example of using pscp is described here.

[image: image17]
Figure 2.55.3-2  Log file downloading for the maintenance PC

The log files to be collected are the following.
(
AdapterInfo.log

(
LDPDInfo.log
(
UART.log
(
Event.log

(
CmdTool.log

(
MegaSAS.log

(4)
Delete the log files that downloaded in the step (3) as shown in Figure 2.55.3-3. For more details about file deletion, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.55.3-3  Deletion of files that downloaded
2.55.4
Command termination messages and action to be taken
When you execute the log.sh command, messages might be displayed. Table 2.55.4-1 lists the action to be taken for each message ID.
Table 2.55.4-1  Message IDs and Actions to be Taken
	No.
	Exit Code
	Description
	Action

	1
	0x00
	The operation is terminated normally.
	(

	2
	other than 0x00
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.56
Status Information Acquisition of the Virtual Disk and the Physical Disk (state.sh)
This command acquires the status information of the virtual disk and the physical disk.
2.56.1
Command line
This command uses the following command line.
(
To get the status information of the virtual disk and the physical disk:
state.sh
2.56.2
Execution procedure
This subsection describes the procedure for executing the state.sh command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.56.2-1 shows an example of when state.sh command is executed.
When the message is displayed, refer to Maintenance Tool “2.56.3 Command termination messages and action to be taken” (MNTT 02-3130).

[image: image19]
Figure 2.56.2-1  Execution Example of the state.sh Command
(3)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.56.2-2 to download the log files (state.log, MegaSAS.log) created at the step (2). Specifying only file name is available because the files are stored under the home directory for the maintenance personnel (/home/service). For more details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).
An example of using pscp is described here.
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Figure 2.56.2-2  Log file downloading for maintenance PC

(4)
Delete the log files that downloaded in the step (3) as shown in Figure 2.56.2-3. For the details of deleting a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.56.2-3  Deletion of files that downloaded
2.56.3
Command termination messages and action to be taken
When you execute the state.sh command, messages might be displayed. Table 2.56.3-1 lists the action to be taken for each message ID.
Table 2.56.3-1  Message IDs and Actions to be Taken
	No.
	Massage
	Description
	Action

	1
	None
	The operation is terminated normally.
	(

	2
	An error message is displayed.
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.57
Progress Confirmation of Consistency Checking of the Data in the Virtual Disk (ccchk.sh)
This command executes the progress confirmation of consistency checking of data in the virtual disk.
2.57.1
Command line
This command uses the following command line.
(
To execute the progress confirmation of consistency checking of data in the virtual disk:
ccchk.sh
2.57.2
Output format
The output format for the ccchk.sh command execution is shown in Figure 2.57.2-1 Output Format of the ccchk.sh Command.
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Figure 2.57.2-1  Output Format of the ccchk.sh Command
Table 2.57.2-1 describes the details about the items in Figure 2.57.2-1 Output Format of the ccchk.sh Command.
Table 2.57.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[Progress Situation]
	Displays the progress situation of the data consistency checking.

	2
	[Exit Code]
	Displays the return value of a command.


2.57.3
Execution procedure
This subsection describes the procedure for executing the ccchk.sh command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.57.3-1 shows an example when ccchk.sh is executed.
If the consistency checking of data is in progress, progress information output window is updated periodically (every one minute). If you press ESC or the consistency checking of data for all drives have completed (100%) during  the ccchk.sh command is in progress, outputs the Exit code and return to the command prompt window.
When Exit Code is other than 0x00, refer to Maintenance Tool “2.57.4 Command termination messages and action to be taken” (MNTT 02-3160).
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Figure 2.57.3-1  Execution Example of the ccchk.sh Command 1

Figure 2.57.3-2 shows an example when the consistency checking of data is not in progress.
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Figure 2.57.3-2  Execution Example of the ccchk.sh Command 2

2.57.4
Command termination messages and action to be taken
When you execute the ccchk.sh command, messages might be displayed. Table 2.57.4-1 lists the action to be taken for each message ID.
Table 2.57.4-1  Message IDs and Actions to be Taken
	No.
	Exit Code
	Description
	Action

	1
	0x00
	The operation is terminated normally.
	(

	2
	Other than 0x00
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.58
Confirmation of Rebuilding Progress of Physical Disk (rbldchk.sh)
This command executes the rebuilding progress of the physical disks after replacing the internal drive.
NOTE:
If the OS version is 4.0.0-XX or earlier, this command does not support CR220SM.
To confirm the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS” (MNTT 02-2060).

2.58.1
Command line
This command uses the following command line.
(
To confirm the rebuilding progress of the physical disk:
rbldchk.sh
2.58.2
Output format
The output format for the rbldchk.sh command execution is shown in Figure 2.58.2-1 Output Format of the rbldchk.sh Command.
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Figure 2.58.2-1  Output Format of the rbldchk.sh Command
Table 2.58.2-1 describes the details about the items in Figure 2.58.2-1 Output Format of the rbldchk.sh Command.
Table 2.58.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[Progress Situation]
	Displays the progress situation of the rebuilding of physical disk.

	2
	[Exit Code]
	Displays the return value of a command.


2.58.3
Execution procedure
This subsection describes the procedure for executing the rbldchk.sh command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.58.3-1 shows an example of executing rbldchk.sh command.
After executing the command, the progress of rebuilding is displayed. As shown in the figure below, confirm that the progress is counted up during rebuilding and that Exit Codes for the number of drives are displayed as 0x00 after the progress becomes 100%. If the OS version is 4.0.0-XX or earlier, eight Exit Codes are displayed.
Note that the Exit Code at the time of execution is displayed if you press [ESC] key in process of execution.

When Exit Code is other than 0x00, refer to Maintenance Tool “2.58.4 Command termination messages and action to be taken” (MNTT 02-3190).
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Figure 2.58.3-1  Execution Example of the rbldchk.sh Command
(3)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.58.3-2 to download the log file that is created at the step (2). Specifying a file name is only available because the files are stored under the home directory for the maintenance personnel (/home/service). For more details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).
An example of using pscp is described here.
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Figure 2.58.3-2  Log file downloading for the maintenance PC

(4)
Delete the log file that downloaded in the step (3) as shown in Figure 2.58.3-3. For the details of deleting a file, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.58.3-3  Deletion of file that downloaded
2.58.4
Command termination messages and action to be taken
When you execute the rbldchk.sh command, messages might be displayed. Table 2.58.4-1 lists the action to be taken for each message ID.
Table 2.58.4-1  Message IDs and Actions to be Taken
	No.
	Exit Code
	Description
	Action

	1
	0x00
	The operation is terminated normally.
	(

	2
	Other than 0x00
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.59
Check the Version Information of Hardware Maintenance Agent (miacatget)
This command displays the version of the hardware maintenance agent that is currently installed.
2.59.1
Command line
This command uses the following command line.
(
To confirm the version of the hardware maintenance agent:
miacatget
2.59.2
Output format
The output format for the miacatget command execution is shown in Figure 2.59.2-1 Output Format of the miacatget Command.
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Figure 2.59.2-1  Output Format of the miacatget Command
Table 2.59.2-1 describes the details about the items in Figure 2.59.2-1 Output Format of the miacatget Command.
Table 2.59.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[Version]
	Displays the version of the hardware maintenance agent.


2.59.3
Execution procedure
This subsection describes the procedure for executing the miacatget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.59.3-1 shows an example of executing miacatget command.
When no version is displayed or an error message is displayed, refer to Maintenance Tool “2.59.4 Command termination messages and action to be taken” (MNTT 02-3220).
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Figure 2.59.3-1  Execution Example of the miacatget Command
2.59.4
Command termination messages and action to be taken
When you execute the miacatget command, messages might be displayed. Table 2.59.4-1 lists the action to be taken for each message ID.
Table 2.59.4-1  Message IDs and Actions to be Taken
	No.
	Massage
	Description
	Action

	1
	None
	The operation is terminated normally.
	(

	2
	An error message is displayed.
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.60
Updating the Hardware Maintenance Agent (miacatupdate)
This command executes the updating of hardware maintenance agent by using the updating file obtained in advance.
2.60.1
Command line
This command uses the following command line.
(
To update the hardware maintenance agent:
miacatupdate  file name to be updated
Table 2.60.1-1 shows the description of each option.
Table 2.60.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	file name to be updated
	Specifies the file for updating the hardware maintenance agent.
	(


2.60.2
Execution procedure
This subsection describes the procedure for executing the miacatupdate command.
NOTE:
Acquire the file for updating in advance and store it on the maintenance PC.
(1)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.60.2-1 to upload the file for updating to the home directory for the maintenance personnel (/home/service). For more details about file uploading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230). 
An example of using pscp is described here.
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Figure 2.60.2-1  Uploading to the home directory for the maintenance personnel
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Check the version of current hardware maintenance agent by using miacatget command. For the details of miacatget command, refer to Maintenance Tool “2.59 Check the Version Information of Hardware Maintenance Agent (miacatget)” (MNTT 02-3200).
(4)
Put the file name that uploaded at the step (1) to an option, and execute miacatupdate command in accordance with the execution example of miacatupdate command that is shown in Figure 2.60.2-2.
When a message is displayed, take measures with reference to Maintenance Tool “2.60.3 Command termination messages and action to be taken” (MNTT 02-3260).
After completing the measures, retry the operation from (1).
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Figure 2.60.2-2  Execution Example of the miacatupdate Command
(5)
Check that the version is changed by the miacatget command. For more details about miacatget command, refer to Maintenance Tool “2.59 Check the Version Information of Hardware Maintenance Agent (miacatget)” (MNTT 02-3200).
If the version is not changed, it failed the updating. Therefore, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
(6)
After completing the updating, delete the file for updating that updated at the step (1) as shown in Figure 2.60.2-3. For more details about file deletion, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).
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Figure 2.60.2-3  Deletion of files that uploaded
(7)
Execute MIACAT setting wizard, and set the model code and the product code. For the details of MIACAT setting wizard, refer to Maintenance Tool “2.62 MIACAT Setup Wizard (ast_setup)” (MNTT 02-3340).
2.60.3
Command termination messages and action to be taken
When you execute the miacatupdate command, messages might be displayed. Table 2.60.3-1 lists the action to be taken for each message ID.
Table 2.60.3-1  Message IDs and Actions to be Taken
	No.
	Massage
	Description
	Action

	1
	None
	The update process is terminated completely.
	(

	2
	An error message is displayed.
	Abnormal termination occurs on the update process.
	Check the following contents.
(1) Refer to Maintenance Tool “2.60.1 Command line” (MNTT 02-3230), and then check if the specified command line is correct or not.
(2) Check if the file to be updated is the file of the subject to be updated.
(3) Check if the firmware file to be updated is stored directly under the home directory for the maintenance personnel (/home/service).
(4) Check if the specified file name is correct.
(5) Retry the operation after confirming the above contents.
If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.61
RC Information Acquisition (ccp)
This command acquires and displays the RC information of the node of executing.
2.61.1
Command line
This command uses the following command lines.
(
To display the list of RC:
ccp
(
To acquire the RC information:
ccp assist00
Table 2.61.1-1 shows the description of each option.
Table 2.61.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	assist00
	Execute the command interactively.
	(


2.61.2
Output format
The output format for the ccp command execution is shown in Figure 2.61.2-1 Output Format of the ccp Command.
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Figure 2.61.2-1  Output Format of the ccp Command
Table 2.61.2-1 describes the details about the items in Figure 2.61.2-1 Output Format of the ccp Command.
Table 2.61.2-1  Description of the Items in the Output Format
	No.
	Option
	Description
	Remarks

	1
	[Model Code]
	Displays the model code.
	(

	2
	[Product Serial Number]
	Displays the product serial number.
	(

	3
	[Revision]
	Displays the revision.
	(

	4
	[No]
	Displays as indexed in the order from 1.
	(

	5
	[Date Time]
	Displays date and time of RC information the recorded in the form of YY/MM/DD hh:mm:ss.
	YY: Year, MM: Month, DD: Day, 
hh: Hours, mm: Minutes, ss: Seconds

	6
	[Lv]
	Put ** on the failure RC.
	(

	7
	[RC]
	Displays a RC.
	[RE UID EC Failure Additional] will be the RC.

	8
	[command]
	Enter the command that is displayed on Command Menu.
	Only “sr” is used in the manual.
As for the other contents, refer to the manuals for the target models.


2.61.3
Execution procedure
This subsection describes the procedure for executing the ccp command.
If you do not use an option, refer to “(1) When executing without option”. If you use an option, refer to Maintenance Tool “(2) When executing with an option” (MNTT 02-3300).
(1)
When executing without option
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Figure 2.61.3-1 shows the execution example of ccp command.
When RC is not displayed, or an error message is displayed, refer to Maintenance Tool “2.61.4 Command termination messages and action to be taken” (MNTT 02-3330).
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Figure 2.61.3-1  Execution Example of the ccp Command (without option)
(c)
To quit this operation, pressing “q” returns to the prompt window.
(2)
When executing with an option
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Figure 2.61.3-2 shows the execution example of ccp command.
Input “sr” on the “Select command” on the main menu, and then press [Enter] key.
When it is not displayed, or an error message is displayed, refer to Maintenance Tool “2.61.4 Command termination messages and action to be taken” (MNTT 02-3330).
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Figure 2.61.3-2  Execution Example of the ccp Command (with an option)

(c)
A message of “Save RC LOG” is displayed on the window as shown in Figure 2.61.3-3. Input “y” and press [Enter] key.
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Figure 2.61.3-3  Display window after executing “sr”
(d)
A file name where the RC LOG is stored is displayed in the frame shown in Figure 2.61.3-4. Write down the pull path of the storage destination.
By pressing [Enter] key returns to the window of Figure 2.61.3-2.
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Figure 2.61.3-4  Display window of RC LOG storage destination
(e)
Execute a file transfer command on the command prompt of the maintenance PC with specifying the storage location noted down in step (d) as the source of downloading as shown in Figure 2.61.3-5 to download the RC log file. An example shows a case of downloading the file under (C:\work) as a place to be downloaded. For the information about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).
An example of using pscp is described here.
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Figure 2.61.3-5  RC Log file downloading for Maintenance PC

(f)
Press [Enter] key in the window of step (d), and return to the window as shown in Figure 2.61.3-2.
(g)
Enter “dr” to the “select command”, and then press [Enter] key.
(h)
The “Display RC Menu” is displayed as shown in Figure 2.61.3-6. Enter “2” to select the “2”. RC LOG Erase.”, and then press [Enter] key.  The RC data is deleted.
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Figure 2.61.3-6  Display RC Menu window
(i)
The deletion confirmation message is displayed as shown in Figure 2.61.3-7. Enter “y” and press [Enter] key.
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Figure 2.61.3-7  Deletion Confirmation Message window
(j)
The deletion completion message is displayed as shown in Figure 2.61.3-8. Pressing [Enter] key returns to the Display RC Menu window of step (h).
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Figure 2.61.3-8  Deletion Completion Message window
(k)
Input “q” in the Display RC Menu as shown in Figure 2.61.3-9, and then press [Enter] key.
The window returns to the main menu of step (d).
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Figure 2.61.3-9  Display RC Menu window 
(l)
Input “q” in the “Select command” of the main menu as shown in Figure 2.61.3-10, and then press [Enter] key. The window returns to the command prompt window.
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Figure 2.61.3-10  Main Menu window
2.61.4
Command termination messages and action to be taken
When you execute the ccp command, messages might be displayed. Table 2.61.4-1 lists the action to be taken for each message ID.
Table 2.61.4-1  Message IDs and Actions to be Taken
	No.
	Massage
	Description
	Action

	1
	None
	The operation is terminated normally.
	(

	2
	An error message is displayed.
	The operation is terminated abnormally.
	Check the following contents.
(1) Refer to Maintenance Tool “2.61.1 Command line” (MNTT 02-3270), and then check if the specified command line is correct or not.
(2) Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.62
MIACAT Setup Wizard (ast_setup)
This command uses to set the Mode1 code and Product code after updating the hardware maintenance agent.
NOTE:
Execute this command only when the target model is a HA8000/RS220xK. For the other models, this command is executed automatically during the installation.
2.62.1
Command line
This command uses the following command line.
(
When Model code or Product code is to be set.
/opt/H_Densa/SMAL2/Program/ASSIST/ast_setup assist00
Table 2.62.1-1 shows the description of each option.
Table 2.62.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	assist00
	Execute interactively by displaying a main menu. 
	(


2.62.2
Execution procedure
This subsection describes the executing procedure of ast_setup command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.62.2-1 shows an example when ast_setup command is executed.
When a message is displayed, refer to Maintenance Tool “2.62.3 Command termination messages and action to be taken” (MNTT 02-3370).
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Figure 2.62.2-1  Execution Example of the ast_setup Command
(3)
To set the Model code, input “0” to “(0-8, [q]) :”, and press [Enter] key.
The Model code input window is displayed as in Figure 2.62.2-2. If the mode code has been set already, the current model code is displayed. To set or change the model code, input a model code in “Input ([quit])”, and then press [Enter] key.
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Figure 2.62.2-2  Model code input window
The “Old model code” shows the previous Model code, and the “New model code” shows the new model code as in Figure 2.62.2-3. Input “y” to the “Rewrite Assist set up file. Confirm? (y/[n]) :”.
Model code is changed and the window returns to the window of Figure 2.62.2-1.
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Figure 2.62.2-3  Model code input confirmation window
(4)
To set the Product code, input “1” to “(0-8, [q]) :”, and then press [Enter] key.
The Product code input window is displayed as shown in Figure 2.62.2-4. If the Product code is set already, the current Product code is displayed. To set or change the Product code, input a product code in the “input ([quit])”, and then press [Enter] key.
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Figure 2.62.2-4  Product code input window
The “Old product code” shows the previous product code, and the “New product code” shows the new product code as in Figure 2.62.2-5. Input “y” to the “Rewrite Assist set up file. Confirm? (y/[n]) :”.
Product code is changed and the window returns to the window of Figure 2.62.2-1.
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Figure 2.62.2-5  Product code input confirmation window
(5)
Check the window in Figure 2.62.2-1, and make sure that the value input in the step (3) and (4) are set in the “Model code” and “Product code”.
(6)
Input “q” and press [Enter] key. The setting wizard is terminated.
2.62.3
Command termination messages and action to be taken
When you execute the ast_setup command, messages might be displayed. Table 2.62.3-1 lists the action to be taken for each message ID.
Table 2.62.3-1  Message IDs and Actions to be Taken
	No.
	Massage
	Description
	Action

	1
	None
	The operation is terminated normally.
	(

	2
	An error message is displayed.
	The operation is terminated abnormally.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.63
Resource group Status Display (rgstatus)
This command shows the resource group status.
NOTE:
Use this command only in the single node configuration. In the case of cluster configuration, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040).
2.63.1
Command line
This command uses the following command lines.
(
To display the resource group status:
rgstatus
(
To display the command format on the standard output:
rgstatus -h
Table 2.63.1-1 shows the description of each option.
Table 2.63.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.63.2
Output format
The output format for the rgstatus command execution is shown in Figure 2.63.2-1 Output Format of the rgstatus Command.
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Figure 2.63.2-1  Output Format of the rgstatus Command
Table 2.63.2-1 describes the details about the items in Figure 2.63.2-1 Output Format of the rgstatus Command.
Table 2.63.2-1  Description of the Items in the Output Format
	No.
	Item
	Contents

	1
	[resource group status]
	Displays the resource group status. Refer to Table 2.63.2-2 for the status of resource group to be displayed.

	2
	[error status]
	Displays the error status. Refer to Table 2.63.2-3 for the status of error to be displayed. 


Table 2.63.2-2  Resource group status
	No.
	Item
	Contents

	1
	Online
	The resource group is in operation.

	2
	Online Pending 
	The resource group is in the process of starting.

	3
	Offline
	The resource group is stopping. 

	4
	Offline Pending
	The resource group is in the process of terminating.

	5
	Partial Online
	The resource is partly blocked.


Table 2.63.2-3  Error status
	No.
	Item
	Contents

	1
	No error
	The resource group is operated normally. 

	2
	OS error
	Failed to start/stop of the resource group. The failure cause must be removed by terminating forcibly. 


2.63.3
Execution procedure
This subsection describes the procedure for executing the rgstatus command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.63.3-1 shows an example when rgstatus command is executed.
When a message ID is displayed, take measures with reference to Maintenance Tool “2.63.4 Command termination messages and action to be taken” (MNTT 02-3410).
After completing the measures, retry the operation.
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Figure 2.63.3-1  Execution Example of the rgstatus Command
2.63.4
Command termination messages and action to be taken
When you execute the rgstatus command, messages might be displayed. Table 2.63.4-1 lists the action to be taken for each message ID.
Table 2.63.4-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM06004-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM06124-E
	An internal error occurred. Processing might be temporarily disabled.
	An attempt to execute the command failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM06129-E
	An attempt to stop the resource group has failed.
	Failed to acquire the resource group.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM06145-W
	The resource information update is not complete.
	The resource information update is not completed.
	Execute failover or failback. When an error occurs again, a new installation is needed to restore.
Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	6
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.


Table 2.63.4-1  Message IDs and Actions to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	7
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set (The message is different in the case the OS version is 3.0.1-XX or earlier.)
	Set the license. Either request the system administrator to do it or execute the setting by the command. 
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	8
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM14136-I
	Usage:<command-syntax>
	The output of command format.
	(

	10
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. And then execute the command again.

	11
	KAQM14150-E
	An error occurred in the system.
	Failed the process to determine the execution environment.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.64
Displaying the Free Space Amount and the Whole Capacity Amount of User Disk (diskfreeget)
This command displays the free space and the whole capacity of the User Disk.
NOTE:
Use this command only in the single node configuration. When no volume group exists, or two or more volume groups exist, an error message will be output. You can check the status of two or more volume groups by executing the vgrlist command. For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
2.64.1
Command line
This command uses the following command lines.
(
To display the free space and the whole capacity of a User Disk.
diskfreeget
(
To display the command format on the standard output:
diskfreeget -h
Table 2.64.1-1 shows the description of each option.
Table 2.64.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.64.2
Output format
The output format for the diskfreeget command execution is shown in Figure 2.64.2-1 Output Format of the diskfreeget Command.
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Figure 2.64.2-1  Output Format of the diskfreeget Command
Table 2.64.2-1 describes the details about the items in Figure 2.64.2-1 Output Format of the diskfreeget Command.
Table 2.64.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[A total capacity of User Disk]
	Displays the total capacity of User Disk in the unit of GB. (Integer)

	2
	[A free space of User Disk]
	Displays the free space of User Disk in the unit of GB. (Integer).


2.64.3
Execution procedure
This subsection describes the procedure for executing the diskfreeget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.64.3-1 shows an example of executing diskfreeget command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.64.4 Command termination messages and action to be taken” (MNTT 02-3460).
After completing the measures, retry the operation.


[image: image53]
Figure 2.64.3-1  Execution Example of the diskfreeget Command
2.64.4
Command termination messages and action to be taken
When you execute the diskfreeget command, messages might be displayed. Table 2.64.4-1 lists the action to be taken for each message ID.
Table 2.64.4-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM04242-E
	This operation cannot be performed because a volume group has not been created.
	This operation cannot be performed because a volume group has not been created.
	Request the system administrator to create a volume group and execute the command again.

	2
	KAQM04243-E
	This operation cannot be performed because multiple volume groups exist.
	This operation cannot be performed because multiple volume groups exist.
	Execute the vgrlist command to display the capacity of the multiple volume groups.

	3
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or an internal error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM04181-E
	Information of user disk could not be acquired. 
	Information of user disk could not be acquired. 
	Execute the command again after a while. If the error occurs again, execute “C.2.2 Determination Procedure when a Failure Occurred.”
If you are referring to here from Troubleshooting, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	
	
	Acquisition of volume group information failed. (*)
	*:
When the OS version is 4.0.0-XX or later, the message in the left column will be displayed.

Acquisition of the volume group information failed.
An error may have occurred on the volume group or there may be a problem with the connection to the storage system. 
	


Table 2.64.4-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	6
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	7
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	8
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	10
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(


2.65
User LU Mapping Display (lumaplist)

This command indicates the correspondence between the mapped user LUs and the information of the disk array (model names and serial numbers).
NOTE:(
This command can be executed if the OS version is 3.0.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
When the OS version is 3.2.3-XX or earlier, this command is not supported in the single node configuration.

2.65.1
Command line
This command uses the following command lines.

(
To display the consistency of mapping between the nodes:
lumaplist [-c] --allnode
(
To display the information of a specific user LU:
lumaplist [-c] [-v] -n User LU[,User LU,...]
(
To display the information of a specific model:
lumaplist [-c] [-v] -m model name [-s serial number [-l LDEV[,LDEV,...]]]

(
To display the information of a user LU:
lumaplist [-c] [-v] [-a]
(
To display the command format on the standard output:
lumaplist -h
Table 2.65.1-1 shows the description of each option.
Table 2.65.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	--allnode
	Specify for displaying the consistency between the user LU information and the nodes in the both nodes
	Ignored when specified in the single node configuration.

	2
	-n User LU [,User LU...]
	Specify for displaying the information of a specific User LU. For specifying multiple User LUs, specify by separating by commas.
	(

	3
	-m mode name
	Specify the model of the target disk array.
	The model that can be specified is shown below:
( AMS : DF700XS, DF700S, DF700M, DF700H, DF800S, DF800M, DF800H, DF800ES, DF800EM, DF800EH, or DF800EXC
( AMS or the name of the specified 
model : DF800EXS
( SMS : SA800, SA810
( HUS : DF850XS, DF850S, or DF850MH
( NCS55 : RAID500RK
( USP : RAID500FC
( USP_V : RAID600 FC
( USP_VM : RAID600 RK
( VSP : RAID700
( VSP_G1000 : RAID800
( HUS_VM : HM700
( VSP_Gx00 : HM800 (any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850 (any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)
When this option is specified, LUs on the internal drive are not displayed.

	4
	-s serial number
	Specify the serial number of the model.
	Specify the -m option in item 3 if this option is specified.

	5
	-l [LDEV,[LDEV,...]]
	Specify for displaying the information of a specific LDEV. For specifying multiple LDEVs, specify by separating by commas.
	Specify the -m option in item 3 and the -s option in item 4 if this option is specified.

	6
	-a
	Specify for displaying all User LUs regardless of whether they are mapped or not. The information of all the mapped User LUs is displayed if this option is omitted.
	(

	7
	-c
	Specify for displaying information separated by colons (:).
	(

	8
	-v
	Specify for displaying the function or the status of a User LU as additional information.
	Unless otherwise special instruction, this option should not be set.

	9
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.65.2
Output format
The output format for the lumaplist command execution is shown in Figure 2.65.2-1 Output Format of the lumaplist Command.
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Figure 2.65.2-1  Output Format of the lumaplist Command.
Table 2.65.2-1 describes the details about the items in Figure 2.65.2-1 Output Format of the lumaplist Command.
Table 2.65.2-1  Description of the Items in the Output Format
	No.
	Option
	Description
	Remarks

	1
	[LUN]
	The LU number is displayed in hexadecimal.
	For the OS version 4.2.2-XX and later, the value larger than FF is displayed in four digits.

	2
	[Target]
	The target is displayed.
	(

	3
	[model-name]
	The model of the target disk array is displayed.
	Refer to the remarks of the item 3 in Table 2.65.1-1 for the displayed model.
Internal drive LUs are displayed as “INTERNAL.”

	4
	[product serial number]
	The product serial number of the target disk array is displayed in decimal.
	(

	5
	[LDEV(hex)]
	The LDEV is displayed in decimal notation.

The hexadecimal notation is in the parenthesis.
	(

	6
	[type]
	Displays the type of disk drives making up

the LU.
 “-” is displayed in case of a failure.
	The displayed drive type is

“FC/SAS”, “SATA”, or “SSD”, “SAS7K”.
In case of a path failure, an external disk array, or an LU of USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, HUS VM, and HDP (including HDT), 
“-” is displayed.
When the [model-name] is displayed “INTERNAL” and installed disk is “SSD”, displayed drive type is “SATA”.

	7
	[size]
	The LU size (unit: GB) is displayed in decimal. “-” is displayed in case of a failure.
	(

	8
	Mismatch
	The consistency between the nodes is displayed.
 “-” is displayed for the LU mapped to the both nodes.
 “*” is displayed for the LU mapped only to one of the nodes.
	If “*” is displayed, request the system administrator to map the target LDEV to the both nodes.


2.65.3
Execution procedure
This subsection describes the procedure for executing the lumaplist command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.65.3-1 shows an example of executing the lumaplist command.
Figure 2.65.3-2 shows an execution example in case the numbers of LU paths are not consistent between the nodes
In the status shown in Figure 2.65.3-2, it is necessary to request the system administrator to review the mapping.
If a message ID is displayed, refer to Maintenance Tool “2.65.4 Command termination messages and action to be taken” (MNTT 02-3510).
Perform a propter action and execute the command again.
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Figure 2.65.3-1  Execution Example of the lumaplist Command (in normal status)
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Figure 2.65.3-2  Execution Example of the lumaplist Command (in case of LU path inconsistency)

2.65.4
Command termination messages and action to be taken
When you execute the lumaplist command, messages might be displayed. Table 2.65.4-1 lists the action to be taken for each message ID.
Table 2.65.4-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource used for the required processing is being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU> or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	4
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	5
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	6
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters.

Then execute the command again.

	7
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	8
	KAQM33008-E
	A system error has occurred.
	A system error has occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


Table 2.65.4-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM33026-E
	The specified model name (<model name>) is invalid.
	The specified model name is invalid.
	Confirm the specified name and re-execute.

	10
	KAQM33027-E
	The specified serial number (<serial number>) is outside the valid range.
	The specified product serial number is outside the valid range.
	Confirm the specified product serial number and re-execute.

	11
	KAQM33028-E
	The specified volume (<specified volume>) is invalid.
	The specified volume is invalid.
	Confirm the specified volume and re-execute.

The word "volume" is displayed as "LDEV number" when the OS version is 3.1.0-XX or earlier.

	12
	KAQM33044-E
	An attempt to access the other node in the cluster failed.
	The other node in the cluster might be down or there might be an error occurring in the network.
	Confirm the following items.

1. Confirm that the OS of one node in the cluster is not terminated.
2. Confirm that there is no error occurring in the network.
If the same error is displayed after re-execution, perform the processing described in “C.2.2 Determination Procedure when a Failure Occurred”.


2.66
Saving System Setting Information File (syslusave)

This command comprises the function of saving the system setting information file which is necessary for restoring the OS Disk/cluster management.
NOTE:(
This command can be executed if the OS version is 3.0.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
This command must be executed before installing the updated versions of the OS if the OS version is 3.0.0-XX or later.

2.66.1
Command line
This command uses the following command lines.
(
To save the system setting information file:
syslusave –o [--vup]
(
To display the command format on the standard output:
syslusave -h
Table 2.66.1-1 shows the description of each option.
Table 2.66.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	-o
	Specify for saving the system setting information file
	Saved under /home/service.

	2
	--vup
	Specify for preventing failure to save backup before update/installation.

If this option is not specified or at the time of update/installation when 25 hours or more elapses after executing this option, a message for confirming whether backup was executed or not is displayed.

This option must be specified in case the OS version is 3.1.0-XX or later.

For the details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
	

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.66.2
Execution procedure
This subsection describes the procedure for executing the alulist command.
NOTE:
Acquire permission for execution from the system administrator before executing this command. In addition, also notify that the backup information is updated to the latest status at the time of the execution.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(1-1)
In the case of the cluster configuration, execute clstatus command and check that “Node status” is “UP”, in the case resource group is in operation, check that “Resource group status” is “Online/No error” or “Offline/No error”.
For how to check, refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040) for clstatus command.
This step is not necessary to execute in the case of the single node configuration.
(2)
Figure 2.66.2-1 shows an example of executing the syslusave command in case the OS version is 3.0.1-XX or earlier, and Figure 2.66.2-1-1 shows an example of executing the syslusave command in case the OS version is 3.1.0-XX or later.

For the details of confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
If a message ID is displayed, refer to Maintenance Tool “2.66.3 Command termination messages and action to be taken” (MNTT 02-3560).
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Figure 2.66.2-1  Execution Example of the syslusave Command
(in 3.0.1-XX or earlier version)
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Figure 2.66.2-1-1  Execution Example of the syslusave Command
(in 3.1.0-XX or later version)

(3)
After performing (2), a syslusave completion message (KAQM13128-I) in Fig. 2.66.2-2 is displayed and the file name of the system setting information file enclosed with a thick box is displayed in the message. This must be recorded.
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Figure 2.66.2-2  syslusave completion message (KAQM13128-I)

(4)
Execute a file transfer command on the command prompt of the maintenance PC to download the system setting information file recorded in step (3) as shown in Fig. 2.66.2-3. Note that only the file name can be specified because the file is downloaded under the home directory for the maintenance personnel (/home/service). Refer to Maintenance Tool “1.3.5 Commands used for transferring files (2) Downloading files to the maintenance PC” (MNTT 01-0240) for the details of downloading.

At this step, an example where pscp is used is shown.


[image: image60]
Figure 2.66.2-3  Downloading system setting information file to maintenance PC
(5)
Delete the system setting information file downloaded at (4) as shown in Fig. 2.66.2-4. Refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660) for file deletion.
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Figure 2.66.2-4  Deletion downloaded file
NOTE:
The downloaded system setting information file is used in the restoration operation if the update installation performed after this procedure fails and a new installation becomes necessary.
2.66.3
Command termination messages and action to be taken
When you execute the syslusave command, messages might be displayed. Table 2.65.4-1 lists the action to be taken for each message ID.
Table 2.66.3-1  Message IDs and Actions to be Taken (1/6)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM13019-E
	An attempt to read the management information has failed.
	An attempt to read the management information has failed
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.
However, if “KAQG72026-E” SIM is output in the other node, execute the forcelurelease command from the other node and then re-execute.

Refer to Maintenance Tool “2.45 Forced Release of LU Access Protection for the Cluster Management LU and All Users LU (forcelurelease)” (MNTT 02-2560) for the forcelurelease command and perform the procedure (4) and (5).

	2
	KAQM13037-E
	An attempt to update the management information has failed.
	An attempt to update the management information has failed.
	

	3
	KAQM13065-E
	A timeout occurred during access of management information.
	A timeout occurred during access of management information.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.66.3-1  Message IDs and Actions to be Taken (2/6)

	No.
	Message ID
	Message
	Description
	Action

	4
	KAQM13069-E
	The operation could not be executed because the resource group is not running normally, or the resource group might be failing over.
	The resource group might be in the Offline status or might be performed failover.
	Execute the clstatus command in the cluster configuration, confirm that the cluster, the node, and the resource group are normally started, and perform save manually.

Refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040) for the confirmation.

In the single node configuration, execute the rgstatus command, confirm that the resource group are normally started, and perform save manually.

Refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380) for the confirmation.

	5
	KAQM13071-E
	The operation could not be executed because an attempt to save the OS Disk has failed. (node=<node>)
	There is a node where an error occurred in the OS Disk.
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM13072-E
	The operation could not be executed because there is not enough space on the OS Disk.
	The operation could not be executed because there is not enough space on the OS Disk.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.66.3-1  Message IDs and Actions to be Taken (3/6)

	No.
	Message ID
	Message
	Description
	Action

	7
	KAQM13073-E
	The operation could not be executed because an attempt to create a download file failed. (node=<node>)
	There is a node where an error occurred in the OS Disk.
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM13074-E
	The operation could not be executed because the node cannot communicate.
	The node incapable of communication by the Management port connection exists.
	Confirm the following items.

(Collaborate with the system administrator and confirm that the setting contents of the Management port interface or the routing does not affect the communication between the nodes.

( Confirm that the node is terminated.
( Confirm that no error occurred in the other networks than the Management port.
Refer to “B.3.1 Displaying the Hardware Status (hwstatus)” for the confirmation.
After confirming the items above, re-execute. If an error still occurs, perform “C.2.2 Determination Procedure when a Failure Occurred”.

	9
	KAQM13076-E
	The operation could not be executed because an attempt to save the cluster management LU failed.
	There is a node where an error occurs in the cluster management LU.
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.66.3-1  Message IDs and Actions to be Taken (4/6)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM13080-E
	The operation could not be executed because a timeout occurred while saving the OS Disk. (node=<node>)
	The operation could not be executed because a timeout occurred while saving the OS Disk.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM13081-E
	The operation could not be executed because a timeout occurred while saving the cluster management LU.
	The operation could not be executed because a timeout occurred while saving the cluster management LU.
	

	12
	KAQM13083-E
	An attempt to batch save the system settings has failed.
	Saving the system setting information file failed.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	13
	KAQM13087-E
	The operation could not be executed because an attempt to create a download file failed.
	An error occurred in the OS Disk.
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	14
	KAQM13128-I
	The settings were successfully saved. Transfer the settings file to an external location, and then erase the file stored in the system. (output file = <output file>)
	The setting information is saved.
	(

	15
	KAQM13129-E
	An attempt to batch save the system settings and output files has failed.
	Batch saving of the system setting information and the file output failed.
	Confirm the setting of the OS Disk and the cluster management LU and whether an error exists or not and then re-execute.

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.66.3-1  Message IDs and Actions to be Taken (5/6)

	No.
	Message ID
	Message
	Description
	Action

	16
	KAQM13145-E
	Processing was canceled because there is already a settings file in the output directory.
	A system setting information file exists under (/home/service).
	Re-execute after performing the procedure (4) and (5) in Maintenance Tool “2.66.2 Execution procedure” (MNTT 02-3540) for the existing system information files.

	17
	KAQM13147-E
	The operation could not be performed because there is not enough free space in the output directory.
	The capacity of the output directory might not be enough.
	Delete the unnecessary file under (/home/service) and then re-execute.
Refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660) for file deletion.

	18
	KAQM13169-E
	The operation could not be executed possibly because a resource group is not running normally.
	The resource group might be in the Offline status.
	Execute the clstatus command in the cluster configuration and the rgstatus command in the single node configuration, confirm that the resource group is normally started, and perform save manually.
Refer to Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040) for the confirmation by the clstatus command.

Refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380) for the confirmation by the rgstatus command.

	19
	KAQM13193-E
	The operation could not be executed because the virtual server is not running normally.
	The Virtual Server might not be running normally.
	Execute the vnaslist command, confirm that the Virtual Server is started up normally, and execute manual save.

For the details of confirmation by using the vnaslist command, refer to Maintenance Tool “2.74 List of Virtual Servers (vnaslist)” (MNTT 02-3900).

	20
	KAQM13221-E
	An attempt to save system settings was cancelled because the key used for Data At Rest Encryption might be corrupted.
	Save of the system setting information is aborted as the encryption key may be corrupted..
	Ask the system administrator to restore the previously saved system information. In this case, let the system administrator know that system information changed after the last saved date is not recovered.

	21
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource used for the required processing is being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.66.3-1  Message IDs and Actions to be Taken (6/6)

	No.
	Message ID
	Message
	Description
	Action

	22
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier. When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


	23
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	24
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	25
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	26
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	27
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters.

Then execute the command again.

	28
	KAQM14150-E
	An error occurred in the system.
	An error occurred in the system.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


2.67
Setting for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnset)

This command executes the setting for automatically relearn (discharge-and-charge operation which is regularly performed as the normality check of the internal RAID battery) of the internal RAID battery (battery backup unit installed in the RAID card).
NOTE:(
This command can be executed if the OS version is only 3.0.0-XX. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
To set for automatically relearn in the case of OS version is 3.0.1-XX or later, bburelearnset command can be used to set the same settings. For the detail of bburelearnset command, refer to Maintenance Tool “2.87 Setting Relearn Schedule of Cache Backup Module and Enabling/disabling Schedule Execution (bburelearnset)” (MNTT 02-4530).
(
Do not execute the setting by this command unless specifically instructed.

(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.
2.67.1
Command line
This command uses the following command lines.

(
To automatically relearn perform of the internal RAID battery:
bbuautolearnset --on
(
To not automatically relearn perform of the internal RAID battery:
bbuautolearnset --off
(
To display the command format on the standard output:
bbuautolearnset -h
Table 2.67.1-1 shows the description of each option.
Table 2.67.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	--on
	Specify to automatically relearn perform of the internal RAID battery.
	(

	2
	--off
	Specify to not automatically relearn perform of the internal RAID battery
	(

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.67.2
Execution procedure
This subsection describes the procedure for executing the bbuautolearnset command.
NOTE:
The relearn of the internal RAID battery is set to be automatically performed by default. Do not set the relearn not to be automatically performed unless specifically instructed.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the bbuautolearnset command in accordance with the bbuautolearnset command execution example in Fig. 2.67.2-1.
When the message ID is shown, take measures with reference to Maintenance Tool “2.67.3 Command termination messages and action to be taken” (MNTT 02-3640).

After completing the measures, retry the operation.
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Figure 2.67.2-1  Execution Example of the bbuautolearnset Command
(3)
After the setting is completed, confirm that the setting is successful by the bbuautolearnget command. As for the bbuautolearnget command, refer to Maintenance Tool “2.68 Displaying the Set Value for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnget)” (MNTT 02-3650).
2.67.3
Command termination messages and action to be taken

When you execute the syslusave command, messages might be displayed. Table 2.67.3-1 lists the action to be taken for each message ID.
Table 2.67.3-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter <parameter>.
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters.

Then execute the command again.

	4
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


2.68
Displaying the Set Value for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnget)

This command displays the set value for automatically relearn (discharge-and-charge operation which is regularly performed as the normality check of the internal RAID battery) of the internal RAID battery (battery backup unit installed in the RAID card).
NOTE:(
This command can be executed if the OS version is only 3.0.0-XX. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
To display the set value for automatically relearn in the case of OS version is 3.0.1-XX or later, bburelearnget command can be used to display the same settings. For the detail of bburelearnget command, refer to Maintenance Tool “2.86 Displaying Relearn Schedule of Cache Backup Module and Setting Status (enabled/disabled) of Schedule Execution (bburelearnget)” (MNTT 02-4500).
(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.
2.68.1
Command line
This command uses the following command line.

(
To display the set value for automatically relearn performing of the internal RAID battery:
bbuautolearnget
2.68.2
Output format

The output format for the bbuautolearnget command execution is shown in Figure 2.68.2-1 Output Format of the bbuautolearnget Command.
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Figure 2.68.2-1  Output Format of the bbuautolearnget Command.
Table 2.68.2-1 describes the details about the items in Figure 2.68.2-1 Output Format of the lumaplist Command.
Table 2.68.2-1  Description of the Items in the Output Format

	No.
	Option
	Description

	1
	[Set value]
	Enabled : To automatically relearn perform of the internal RAID battery
Disabled : To not automatically relearn perform of the internal RAID battery


2.68.3
Execution procedure
This subsection describes the procedure for executing the bbuautolearnget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.68.2-1 shows an example of executing the bbuautolearnget command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.68.4 Command termination messages and action to be taken” (MNTT 02-3670).

After completing the measures, retry the operation.
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Figure 2.68.3-1  Execution Example of the bbuautolearnget Command
2.68.4
Command termination messages and action to be taken

When you execute the syslusave command, messages might be displayed. Table 2.68.4-1 lists the action to be taken for each message ID.
Table 2.68.4-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


2.69
Setting the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuset)

This command executes the setting of the cache write mode when the battery level of the internal RAID battery (battery backup unit installed in the RAID card) falls.
NOTE:(
This command can be executed if the OS version is 3.0.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
This command is basically assumed to be executed by the system administrator. Therefore, the management apparatus must not execute this command unless specifically instructed.

(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.
2.69.1
Command line
This command uses the following command lines.

(
To set the cache write mode when the battery level of the internal RAID battery falls to Write Back:
cachedbadbbuset --wb
(
To set the cache write mode when the battery level of the internal RAID battery falls to Write Through:
cachedbadbbuset --wt
(
To display the command format on the standard output:
cachedbadbbuset -h
Table 2.69.1-1 shows the description of each option.
Table 2.69.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	--wb
	The cache write mode when the battery level of the internal RAID battery falls is set to Write Back.
	If power supply to HDI is lost, the data not written to the user disk might be lost.

	2
	--wt
	The cache write mode when the battery level of the internal RAID battery falls is set to Write Through.
	The performance might be deteriorated if the battery level falls.

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.69.2
Execution procedure
This subsection describes the procedure for executing the cachedbadbbuset command.
NOTE:(
The cache write mode when the battery level falls is set to Write Through by default.

(
Confirm the write mode to be set with the system administrator in advance.

(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Confirm the current write mode by the cachedbadbbuget command.
For details about the cachedbadbbuget command, refer to Maintenance Tool “2.70 Displaying the Set Value for the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuget)” (MNTT 02-3710).
(3)
Figure 2.69.2-1 shows the command execution example in the case where the cache write mode is set to Write Back and Figure 2.69.2-2 shows the command execution example in the case where the cache write mode is set to Write Through.

When the message ID is shown, take measures with reference to Maintenance Tool “2.69.3 Command termination messages and action to be taken” (MNTT 02-3700).

After completing the measures, retry the operation.
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Figure 2.69.2-1  Execution Example of the cachedbadbbuset Command 
(when Write Back is set)
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Figure 2.69.2-2  Execution Example of the cachedbadbbuset Command 
(when Write Through is set)

(4)
After the setting is completed, confirm that the setting is successful by the cachedbadbbuget command. For details about the cachedbadbbuget command, refer to Maintenance Tool “2.70 Displaying the Set Value for the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuget)” (MNTT 02-3710).
2.69.3
Command termination messages and action to be taken

When you execute the syslusave command, messages might be displayed. Table 2.69.3-1 lists the action to be taken for each message ID.
Table 2.69.3-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter <parameter>.
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters.

Then execute the command again.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


2.70
Displaying the Set Value for the Cache Write Mode when the Battery Level of the Internal RAID Battery Falls (cachedbadbbuget)

This command displays the set value of the cache write mode when the battery level of the internal RAID battery (battery backup unit installed in the RAID card) falls.
NOTE:(
This command can be executed if the OS version is 3.0.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.

2.70.1
Command line
This command uses the following command lines.

(
To display the set value for the cache write mode:
cachedbadbbuget
(
To display the command format on the standard output:
cachedbadbbuget -h
Table 2.70.1-1 shows the description of each option.
Table 2.70.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.70.2
Output format

The output format for the cachedbadbbuget command execution is shown in Figure 2.70.2-1 Output Format of the cachedbadbbuget Command.
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Figure 2.70.2-1  Output Format of the cachedbadbbuget Command.
Table 2.70.2-1 describes the details about the items in Figure 2.70.2-1 Output Format of the cachedbadbbuget Command.
Table 2.70.2-1  Description of the Items in the Output Format

	No.
	Option
	Description
	Remarks

	1
	[Cache write mode]
	Write Back:

if the cache write mode is Write Back

Write Through:

if the cache write mode is Write Through
	Operates by Write Back shown in Default Cache Policy in the normal operation.
Operates by[cache write mode] shown in Current Cache Policy when the battery level falls

	2
	[Cache write mode when the battery level falls]
	Write Cache OK if Bad BBU:

if the result of setting by the cachedbadbbuset command is Write Back

No Write Cache if Bad BBU:

if the result of setting by the cachedbadbbuset command is Write Through
	For details about the cachedbadbbuset command, refer to Maintenance Tool “2.69 Setting the Cache Write Mode when the Battery Level of the Internal 

RAID Battery Falls (cachedbadbbuset)” (MNTT 02-3680). 


2.70.3
Execution procedure
This subsection describes the procedure for executing the cachedbadbbuget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.70.3-1 shows the cachedbadbbuget command execution example in the case where the cache write mode is set to Write Back, Figure 2.70.3-2 shows the cachedbadbbuget command execution example in the case where the cache write mode is set to Write Through, and Figure 2.70.3-3 shows the cachedbadbbuget command execution example in the case where the cache write mode is set to Write Through and the battery level falls.
When the message ID is shown, take measures with reference to Maintenance Tool “2.70.4 Command termination messages and action to be taken” (MNTT 02-3740).

After completing the measures, retry the operation.
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Figure 2.70.3-1  Execution Example of the cachedbadbbuget Command 
(when Write Back is set)
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Figure 2.70.3-2  Execution Example of the cachedbadbbuget Command 
(when Write Through is set)
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Figure 2.70.3-3  Execution Example of the cachedbadbbuget Command 
(when Write Through is set and the battery level falls)

2.70.4
Command termination messages and action to be taken

When you execute the syslusave command, messages might be displayed. Table 2.70.4-1 lists the action to be taken for each message ID.
Table 2.70.4-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter <parameter>.
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	4
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).


2.71
Operation Confirmation of the Tape Device is Performed (tapetest)

This command is a function for performing read/write for the tape device connected by FC from the node and confirming whether the device operates normally.
NOTE:(
This command can be executed if the OS version is 3.0.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
The division that performs the confirmation is supposed to prepare the tape for performing the write test.

2.71.1
Command line
This command uses the following command lines.

(
To confirm the operation of the tape device:
tapetest [-y] <device file name> [-nomsg]

(
To display the command format on the standard output:
cachedbadbbuget -h
Table 2.71.1-1 shows the description of each option.
Table 2.71.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	-y
	Inhibits the output of the confirmation message.
	Do not perform the operation with this option unless specifically instructed.

	2
	< device file name >
	Specifies the device file name for which the operation confirmation is performed.
	The specified device file name is in the form shown below.
/dev/<WWN>/nst<xx>
<WWN>: tape drive WWN(Alphabetic letters must be lower-case)

<xx>: 2-digit in hex (Alphabetic letters must be capital)

E.g. /dev/100000e00202d78d/nst01

	3
	-nomsg
	Inhibits the standard output and error output of the confirmation message.
	Do not perform the operation with this option unless specifically instructed.

	4
	-h
	Output the command format to the standard output.
	KAQB11708-I is displayed at the time of executing.


2.71.2
Execution procedure
This subsection describes the procedure for executing the tapetest command.
NOTE:(
Confirm the operation is not performed for any tape devices before executing the command.

(
Execute this command per tape drive.

(
Execute this command for one node at a time.
(1)
Confirm with the system administrator whether the connection of the tape device is completed or not.
(2)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(3)
Execute the tapelist -d command as shown in Fig. 2.71.2-1 and record all the [Path]’s whose Status is “D, D”.(Part boxed with a thick frame in the figure below)
For details about the tapelist command, refer to Maintenance Tool “2.37 Displaying the Information of Tape Devices (tapelist)” (MNTT 02-2170).
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Figure 2.71.2-1  Execution Example of the tapelist Command
(4)
Request the system administrator to store a tape in the tape drive for which you want to perform the test.
(5)
Specify the [path] recorded in the procedure (3) and execute the tapetest command as shown in Fig. 2.71.2-2.
When the message ID is shown, take measures with reference to Maintenance Tool “2.71.3 Command termination messages and action to be taken” (MNTT 02-3780).

Take appropriate action and perform step (3) and later again.
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Figure 2.71.2-2  Execution Example of the tapelist Command
(6)
As the confirmation message (KAQB12258-Q) is output as shown in Fig. 2.71.2-3 when (5) is executed, input y and execute. The test command execution start message (KAQB11500-I) is output and the operation confirmation for the tape device is performed.
To cancel the execution, enter “n”.

[image: image73]
Figure 2.71.2-3 Confirmation Message (KAQB12258-Q) of executing tapetest

(7)
If the operation confirmation for the tape device is normally terminated after executing (6), the test command execution completion message (KAQB11501-I) is output as shown in Fig. 2.71.2-4.
If the operation confirmation for the tape device is abnormally terminated, the message ID is output as shown in Fig. 2.71.2-5 and the error information is also output under “--Error detail--”.
If the message ID other than KAQB11501-I is displayed in the part boxed with a thick frame, refer to Maintenance Tool “2.71.3 Command termination messages and action to be taken” (MNTT 02-3780).
Take appropriate action and perform step (3) and later again.
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Figure 2.71.2-4 When the tapetest command is normally terminated

[image: image75]
Figure 2.71.2-5 When the tapetest command is abnormally terminated
(8)
Request the system administrator to remove the tape from the tape drive for which the operation confirmation is completed.
(9)
Repeat the procedure from (4) to (9) for the number of [Path]’s recorded in (3).
(10)
Perform the procedure from (2) to (9) similarly for the other node.
2.71.3
Command termination messages and action to be taken

When you execute the syslusave command, messages might be displayed. Table 2.71.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.71.3-1  Message IDs and Actions to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQB11500-I
	tapetest command execution has started.
	The tapetest command execution is started.
	(

	2
	KAQB11501-I
	tapetest command has finished.
	The tapetest command is normally terminated.
	(

	3
	KAQB11503-E
	An option is incorrect.
	An option is incorrect.
	Specify a correct option and re-execute.

	4
	KAQB11506-E
	The value of the <parameter name> parameter is incorrect.
	The value of the parameter is incorrect.
	Specify the correct parameter and execute the command again.

	5
	KAQB11512-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).

	6
	KAQB11513-E
	There are too many or too few values in the <parameter name> parameter.
	There are too many or too few values in the parameter.
	Specify the correct parameter and execute the command again.

	7
	KAQB12258-Q
	Tape device operation will now be confirmed. Do you want to continue? (y/n)
	Do you want to check the operation of the tape device?
	Input “y” to execute and input “n” to cancel.

	8
	KAQB12259-E
	The device file (<device name>) does not exist.
	The specified device name does not exist.
	Specify a correct option and re-execute.

	9
	KAQB12260-E
	The device file (<device name>) is not a tape drive device file.
	The specified device name is not a device of the tape drive.
	


Table 2.71.3-1  Message IDs and Actions to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQB12261-E
	Operation of the tape device failed to be confirmed. (<error information>)
	The operation check of the tape drive failed.
	Execute the tapelist command and confirm that the FC connection is normal. For the tapelist command, refer to Maintenance Tool “2.37 Displaying the Information of Tape Devices (tapelist)”(MNTT 02-2170). If the tape information is not displayed, check the LED for which FC connection is performed.

If no failure is detected by the check above, request the system administrator to check the tape device and to confirm that the tape device is not powered off, and execute.

If an error occurs again, record the contents under [--Error detail--], collect the OS Logs, and transmit them with the recorded contents to the support center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).

	11
	KAQB12262-E
	Tape is no tape in the tape drive.
	No tape is stored in the tape drive.
	Request the system administrator to store the tape in the tape drive and re-execute.

	12
	KAQB12263-E
	The specified tape drive is connected to and in a status other than the unregistered status.
	The specified tape drive is already connected and is not in the nonregistered status.
	The [Path] whose [Status] is [D, D] must be specified by the tapelist command. Review from the procedure from (3) and re-execute.


2.72
This Page is Intentionally Blanked
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.73
This Page is Intentionally Blanked

This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.74
List of Virtual Servers (vnaslist)

This command lists the information related to all the Virtual Servers existing in the cluster.

NOTE:
HDI does not support Virtual Server.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.75
Startup of Virtual Server (vnasstart)

This command specifies the Virtual Server name and starts up the Virtual Server.

NOTE:
HDI does not support Virtual Server.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.76
Stopping the Virtual Server (vnasstop)

This command specifies a Virtual Server name and stops the Virtual Server.

NOTE:
HDI does not support Virtual Server.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.77
Restart of Virtual Server (vnasrestart)

This command specifies a Virtual Server name and restarts the Virtual Server.

NOTE:
HDI does not support Virtual Server.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.78
Changing the Operation node of the Virtual Server (vnasmove)

This command executes the change of the operation node of the Virtual Server in the operation status. In addition, this command executes the change of the default startup node to a specified node.

NOTE:
HDI does not support Virtual Server.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
2.79
Displaying Network Setting Information (nasnetstat)

This command displays network information. The same type of information as the case the netstat command is executed is displayed.
By executing this command, it can be confirmed whether the network setting is correctly set in the OS of the node.

NOTE:
This command can be executed if the OS version is only 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.79.1
Command line
This command uses the following command lines.

nasnetstat [-r|-g|-i|-s|-M] [-v] [-n] [--numeric-hosts] 
[--numeric-ports] [--numeric-users] 
[--protocol=address family[,address family...]]
[-c] [-e [-e]] [-o] [-p] [-l] [-a] [-F] [-C] [-4|-6]
Table 2.79.1-1 shows the description of each option.

Table 2.79.1-1  Command Options
	No.
	Option
	Description

	1
	-r
	Displays routing table.

	2
	-g
	Displays multicast groups membership information of the IPv4 and the IPv6.

	3
	-i
	Displays information of all the network interfaces.

	4
	-s
	Displays statistical information of each of the protocols.

	5
	-M
	Displays masqueraded connection.

	6
	-v
	Displays in the detail mode.

	7
	-n
	Displays in numeric address instead of such name resolution as host name, port name, and user name.

	8
	--numeric-hosts
	Displays host address in numbers. However, resolution of port name and user name is performed.

	9
	--numeric-ports
	Displays in port number and numbers. However, resolution of host name and user name is performed.

	10
	--numeric-users
	Displays the user ID in numbers. However, resolution of host name and port name is performed.

	11
	--protocol=address family[,address family]
	Displays the connection status of the split address family. As an address family, keywords (inet, unix, ipx, ax25, netrom, ddp) are specified. Note that inet includes raw, udp, tcp protocols.

	12
	-c
	Updates and displays specified information every second.

	13
	-e
	Displays detailed information. If two units of this option are specified, more detailed information is displayed.

	14
	-o
	The information of the networking timer is additionally displayed.

	15
	-p
	Displays the name of the program to which each of the sockets belongs and the PID.

	16
	-l
	Displays the sockets waiting to be connected only.

	17
	-a
	Displays all the sockets in use regardless of the connection status.

	18
	-F
	Displays routing information in FIB.

	19
	-C
	Displays routing information existing in the routing cache.

	20
	-4
	Adopts the IPv4 protocol. If this is specified at the same time as the -6 option, both of the options are valid. However, if the -r option is specified at the same time, the information is displayed for the specified number of times and in order of specification of the -4 and -6 options.

If specification is omitted, both the IPv4 and the IPv6 are adopted, but the IPv4 is adopted if the -r option is specified.

	21
	-6
	Adopts the IPv6 protocol. If this is specified at the same time as the -4 option, both of the options are valid. However, if the -r option is specified at the same time, the information is displayed for the specified number of times and in order of specification of the -4 and -6 options.

If specification is omitted, both the IPv4 and the IPv6 are adopted, but the IPv4 is adopted if the -r option is specified.


2.79.2
Output format

The output format in executing the nasnetstat command is the same type of output format in executing the netstat command. For the details of the output result, refer to “2.79.3 Execution procedure”.

2.79.3
Execution procedure

This subsection describes the procedure for executing the nasnetstat command.
(1)
Log in to the node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Figure 2.79.3-1 shows an execution example of the nasnetstat command in case “-i” is specified (listing network interfaces), and Figure 2.79.3-2 shows an execution example of the nasnetstat command in case “-r” is specified (listing routing tables).

If a message is displayed, take measures with reference to Maintenance Tool “2.79.4 Command termination messages and action to be taken” (MNTT 02-4240).
After completing the measures, retry the operation.


[image: image76]
Figure 2.79.3-1  Execution Example of the nasnetstat Command 
(listing network interfaces)


[image: image77]
Figure 2.79.3-2  Execution Example of the nasnetstat Command 
(listing routing tables)

NOTE:
Refer to interface information with “-br” displayed after the interface name.
2.79.4
Command termination messages and action to be taken

When you execute the nasnetstat command, messages might be displayed. Table 2.79.4-1 lists the action to be taken for each message ID.
Table 2.79.4-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	- *1
	nasnetstat: invalid option – <option> *2
	The parameter is not correct.
	Specify a correct parameter and reexecute.

	2
	- *1
	An internal error occurred. (failed in the lock. errno.)
	An exclusive control error occurred.
	Execute the eraselog command and reexecute. If the error occurs again, collect the OS log and send it to the Support Center.
For details about the eraselog command, refer to Maintenance Tool “2.82 Deleting Logs Created in Executing Commands (eraselog)” (MNTT 02-4320).
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	- *1
	(Other message) 
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


*1:
No message ID is displayed.

*2:
The character specified as a parameter is displayed as the actual <option>.

2.80
Displaying the Route to Reach a Specified Host (nastraceroute)

This command displays the route to reach a specified host. The same type of information as the case where the traceroute command is executed is displayed.
NOTE:
This command can be executed if the OS version is only 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.80.1
Command line
This command uses the following command lines.

nastraceroute [-d] [-F] [-I] [-r] [-n]
[-g gateway[,gateway](((] [-i interface] [-f initial TTL]
[-m maximum TTL] [-p port number] [-q number of times of trial] [-s source address] [-t TOS]
[-w timeout time] host name [packet length]
Table 2.80.1-1 shows the description of each option.

Table 2.80.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-4
	Adopts the IPv4 protocol. If this is specified at the same time as the -6 option, the last specified option is adopted.

If specification is omitted, the IPv4 is adopted.
	(

	2
	-6
	Adopts the IPv6 protocol. If this is specified at the same time as the -4 option, the last specified option is adopted.

If specification is omitted, the IPv4 is adopted.
	(

	3
	-d
	Operates in debug mode.
	(

	4
	-F
	Prohibits split of IP packet.
	(

	5
	-I
	Uses ICMP Echo Request instead of UDP packet.
	(

	6
	-r
	Ignores routing table and directly transfers to host for which packet is specified.
	(

	7
	-n
	Inhibits output to IP address only, without name resolution.
	(

	8
	-g gateway[,gateway]
	Can specify up to eight gateways as the route.
	(

	9
	-i interface
	Executes by using specified interface (network card name).
	(

	10
	-f initial TTL
	Specifies the initial value of the TTL to be used. Displays the gateway from this number of hops.
	(

	11
	-m maximum TTL
	Specifies the maximum value of the TTL to be used. Displays the gateway until this number of hops.
	(

	12
	-p port number
	Specifies the port number of the UDP packet to be used.
	(

	13
	-q number of times of trial
	Specifies the number of times of trial for one gateway. It is tried three times by default.
	(

	14
	-s source address
	Executes from a specified IP address (Source Address).
	(

	15
	-t TOS
	Specifies the TOS (Type Of Service) of the packet.
	(

	16
	-w timeout time
	Specifies timeout time (unit: second). 5 seconds by default, 2 seconds at minimum and thirty seconds at maximum.
	(

	17
	host name
	Specifies the target host name or IP address.
	In case IPv6 is specified, the IP address is displayed in a square bracket “[]”.

	18
	packet length
	Specifies the packet size (unit: byte) to be used for route search.
	(


2.80.2
Output format

The output format in executing the nastraceroute command is the same as the output format of the traceroute command. For the details of the output format, refer to 2.80.3 “Execution procedure”.

2.80.3
Execution procedure
This subsection describes the procedure for executing the nastraceroute command.
(1)
Log in to the node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Specify the IP address to be the target of confirmation and execute the nastraceroute command.

The case where the communication route to the specified IP address is normally set is shown as in Figure 2.80.3-1, and the case an abnormality exists in the communication route is shown as in Figure 2.80.3-2.


[image: image78]
Figure 2.80.3-1  Execution Example of the nastraceroute Command 
(normal communication route)

The figure above indicates that communication is made with “10.213.76.124” by way of “10.213.88.10”, “158.214.125.20”, and “10.213.1.3”.


[image: image79]
Figure 2.80.3-2  Execution Example of the nastraceroute Command 
(abnormal communication route)

The figure above indicates that communication is performed before the gateway “133.144.227.33”, but that the subsequent communication cannot be performed. Since there may be something wrong with the router and other switch devices or the routing setting, review or change the setting.

If a message ID is displayed, refer to Maintenance Tool “2.80.4 Command termination messages and action to be taken” (MNTT 02-4280).

After completing the measures, retry the operation.
2.80.4
Command termination messages and action to be taken

When you execute the nastraceroute command, messages might be displayed. Table 2.80.4-1 lists the action to be taken for each message ID.
Table 2.80.4-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	- *1
	nastraceroute: invalid option – <option> *2
	The parameter is not correct.
	Specify a correct parameter and reexecute.

	2
	- *1
	An internal error occurred. (failed in the lock. errno.)
	An exclusive control error occurred.
	Execute the eraselog command and reexecute. If the error occurs again, collect the OS log and send it to the Support Center.
For details about the eraselog command, refer to Maintenance Tool “2.82 Deleting Logs Created in Executing Commands (eraselog)” (MNTT 02-4320).
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	- *1
	(Other message)
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


*1:
No message ID is displayed.

*2:
The character specified as a parameter is displayed as the actual <option>.

2.81
Displaying IP address-MAC address Correspondence (nasipneigh)

This command confirms the correspondence between the IP address and the MAC address in the specified protocol. The same type of information as the case the neigh option is specified by the ip command is displayed.

NOTE:
This command can be executed if the OS version is only 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.81.1
Command line
This command uses the following command line.

nasipneigh [-4|-6]

Table 2.79.1-1 shows the description of each option.

Table 2.81.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-4
	Adopts the IPv4 protocol. If this is specified at the same time as the 
-6 option, the last specified option is adopted.

If specification is omitted, the IPv4 is adopted.
	(

	2
	-6
	Adopts the IPv6 protocol. If this is specified at the same time as the 
-4 option, the last specified option is adopted.

If specification is omitted, the IPv4 is adopted.
	(


2.81.2
Output format

The output format in executing the nasipneigh command is the same as the output format in the case where the neigh option is specified for the ip command. For the details of the output format, refer to “2.81.3 Execution procedure”.
2.81.3
Execution procedure

This subsection describes the procedure for executing thenasipneigh command.
(1)
Log in to the node via ssh from the maintenance PC. 
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the nasipneigh command.

As shown in Figure 2.81.3-1, if the nasipneigh command is normally terminated, it indicates that the displayed IP addresses and the MAC addresses normally correspond to each other.

Such case as a part in a thick line shown in Fig. 2.81.3-2 is displayed indicates that the correspondence between the target IP address and the MAC address is not settled.
In case of IPv6, “INCOMPLETE” is displayed in the part boxed with a thick frame instead of “FAILED”.
If a message ID is displayed, refer to Maintenance Tool “2.81.4 Command termination messages and action to be taken” (MNTT 02-4310).

After completing the measures, retry the operation.

[image: image80]
Figure 2.81.3-1  Execution Example of the nasipneigh Command (in normal condition)

[image: image81]
Figure 2.81.3-2  Execution Example of the nasipneigh Command (in failed condition)

NOTE:
Refer to interface information with “-br” displayed after the interface name.
2.81.4
Command termination messages and action to be taken

When you execute the nasipneigh command, messages might be displayed. Table 2.81.4-1 lists the action to be taken for each message ID.
Table 2.81.4-1  Message IDs and Actions to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	- *1
	nasipneigh: invalid option – <option> *2
	The parameter is not correct.
	Specify a correct parameter and reexecute.

	2
	- *1
	(Other message) 
	An internal error occurred.
	Execute the eraselog command and reexecute. If the error occurs again, collect the OS log and send it to the Support Center.
For details about the eraselog command, refer to Maintenance Tool “2.82 Deleting Logs Created in Executing Commands (eraselog)” (MNTT 02-4320).
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


*1:
No message ID is displayed.

*2:
The character specified as a parameter is displayed as the actual <option>.

2.82
Deleting Logs Created in Executing Commands (eraselog)

This command deletes the dump files of the log files and packets created in the node at the time of executing the nasping command, the nasnetstat command or the nastraceroute command, and the nasipneigh command.

NOTE:(
This command can be executed if the OS version is only 3.1.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
Do not execute this command unless specifically instructed.
2.82.1
Command line
This command uses the following command line.

eraselog

2.82.2
Execution procedure

This subsection describes the procedure for executing the eraselog command.
(1)
Log in to the node via ssh from the maintenance PC. 
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the eraselog command as shown in Figure 2.82.2-1.

Note that this command is normally terminated without exception.


[image: image82]
Figure 2.82.2-1  Execution Example of the eraselog Command

2.83
Initializing User Disk (userdiskinit)

This command executes the user disk initialization in the single node configuration that is connected with the disk array subsystem. User disk initialization process is in released status by default.
The initialization process is executed at the time of OS reboot.
NOTE:(
Because this command initializes the user data, execute only when there is an instruction to do so from the vendor.
(
This command can be executed only in the single node configuration that is connected with the disk array subsystem.
(
This command can be executed with the OS version is 3.1.0-XX or later and 3.2.2-XX or earlier. To confirm the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS” (MNTT 02-2060). 
2.83.1
Command line
This command uses the following command lines.

(
To set the waiting status of the disk initialization process:
userdiskinit –on

(
To release the waiting status of the disk initialization process:
userdiskinit --off
(
To check the current waiting status of the disk initialization process:
userdiskinit
(
To display the command format to the standard output:
userdiskinit -h
Table 2.83.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--on
	Specify to set the status to be in the user disk initialization process waiting.
	(

	2
	--off
	Specify to release the status of the user disk initialization process waiting.
	(

	3
	-h
	Output the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.83.2
Execution procedure
This subsection describes the procedure for executing the userdiskinit command.
To execute the user disk initialization process, refer to the “(1) When executing the user disk initialization.”
To display the waiting status of user disk initialization process, refer to Maintenance Tool “(2) When displaying the current waiting status of user disk initialization” (MNTT 02-4360).
(1)
When executing the user disk initialization
NOTE:
Do not execute this command unless specifically instructed.
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
To change to the waiting status of user disk initialization process, execute userdiskinit command in accordance with the execution example of userdiskinit in Figure 2.83.2-1.
If it is changed to the waiting status of initialization process by mistake, release the initialization process status as shown in Figure 2.83.2-2 Execution example of the userdiskinit command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.83.3 Command termination messages and action to be taken” (MNTT 02-4370).

After completing the measures, retry the operation.

[image: image83]
Figure 2.83.2-1  Execution Example of the userdiskinit Command 
(To change to the waiting status of the user disk initialization process)


[image: image84]
Figure 2.83.2-2  Execution Example of the userdiskinit Command 
(To release the waiting status of user disk initialization process)

(c)
When changing to the waiting status of the user disk initialization process at the step (b), a confirmation message for the userdiskinit command execution (KAQM33045-Q) as shown in Figure 2.83.2-3 is displayed. Enter “y” to start execution. The status is changed to the waiting status of user disk initialization process.
When releasing the waiting status of user disk initialization process at the step (b), the waiting status of the initialization process is released without any error messages.
When a message ID is displayed, take measures with reference to Maintenance Tool “2.83.3 Command termination messages and action to be taken” (MNTT 02-4370).

After completing the measures, retry the operation.


[image: image85]
Figure 2.83.2-3  Confirmation Message (KAQM33045-Q) 
for the userdiskinit command execution
(d)
Check the current setting status by using userdiskinit command.
For how to confirm the setting information by using the userdiskinit command, refer to Maintenance Tool “(2) When displaying the current waiting status of user disk initialization” (MNTT 02-4360).
(e)
To enable the setting status, reboot the OS. For details about how to reboot the OS, refer to Maintenance Tool “2.29 Rebooting the OS of This Side Node (nasreboot)” (MNTT 02-1790).
(f)
After completion of OS reboot, execute userdiskinit command, and then check if the status is “Off.”
If the status is still “On,” the user disk initialization process might failed by a FC path failure. In this case, execute “C.2.2.2 Failure determination procedure at the single node configuration”.
(2)
When displaying the current waiting status of user disk initialization
The output format for the userdiskinit command execution is shown in Figure 2.83.2-4 Output Format of the userdiskinit Command.

[image: image86]
Figure 2.83.2-4  Output Format of the userdiskinit Command
Table 2.83.2-1 describes the details about the items in Figure 2.83.2-4 Output Format of the userdiskinit command.
Table 2.83.2-1  Description of the Items in the Output Format
	No.
	Option
	Description
	Remarks

	1
	[status]
	Display the current setting information. 
	On: User disk initialization waiting status (the user disk is initialized at the next time OS startup.)
Off: Not in the user disk initialization waiting status.


Execute the userdiskinit command according to the following procedure.
(a)
Log in to the execution node via ssh from the maintenance PC. 
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
By executing the userdiskinit command, current setting information is displayed as shown in Figure 2.83.2-5.
If a message ID is displayed, refer to Maintenance Tool “2.83.3 Command termination messages and action to be taken” (MNTT 02-4370).

Perform a proper action and execute the command again.

[image: image87]
Figure 2.83.2-5  Execution Example of the userdiskinit Command

2.83.3
Command termination messages and action to be taken
When you execute the userdiskinit command, messages might be displayed. Table 2.83.3-1 lists the action to be taken for each message ID.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.83.3-1  Message IDs and Action to be Taken

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	3
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	4
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	5
	KAQM33008-E
	A system error has occurred.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM33045-Q
	Performing this operation will cause the user data to be initialized the next time the node is restarted. Do you want to initialize the user disk? (y/n)
	When executing this command, the user data is initialized at the next time OS startup. Do you really want to initialize the user data?
	To change to the waiting status of initialization process, enter “y”. To cancel the initialization process, enter “n”.


2.84
Displaying the List of Routing Information (routelist)

This command displays the list of routing information for each network interface that is set in this side node.
NOTE:(
This command can be executed if the OS version is only 3.2.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
Do not execute this command unless specifically instructed.
2.84.1
Command line
This command uses the following command lines.
(
To display the routing information of IPv4 and IPv6 addresses:

routelist [-l] [--del delimiter | -c]

(
To display the routing information of IPv4 address:
routelist –p v4 [-l] [--del delimiter | -c]
(
To display the routing information if IPv6 address:
routelist –p v6 [-l] [--del delimiter | -c]
(
To display the command format to the standard output:

routelist -h
Table 2.84.1-1 shows the description of each option.
Table 2.84.1-1  Command options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specifies to display the IPv4 interface information. 
	(

	2
	-p v6
	Specifies to display the IPv6 interface information.
	(

	3
	--del <delimiter>
	Displays the information with delimiter. Output as it is even if there is an IPv6 address. 
	(

	4
	-l
	Displays the enabled routing information. 
	Displays also the routing information created automatically by the OS.

	5
	-c
	Outputs with the colon delimiter.
If there is an IPv6 address, it is output with the delimiter of [].
	(

	6
	-h
	Outputs the command format to the standard output.
	KAQM14136-I is displayed at the time of executing.


2.84.2
Output format
The output format for the routelist command execution is shown in Figure 2.84.2-1.
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Figure 2.84.2-1  Output Format of the routelist Command
Table 2.84.2-1 describes the details about the items in Figure 2.84.2-1 Output format of the routelist Command.
Table 2.84.2-1  Description of the Items in the Output Format
	No.
	Option
	Description
	Remarks

	Display contents of IPv4

	1
	[IPv4]
	The heading of IPv4 routing. This is displayed when there is IPv4 routing information.
	(

	2
	[target1]
	Displays the target of the [iface1] routing. Display the target IP address, the host name or the network name.
	(

	3
	[netmask1]
	Displays the netmask of the [iface1] routing.
	(

	4
	[gateway1]
	Displays the gateway by way of [iface1]. Displays the IP address or the host name of the gateway. 
	(

	5
	[method1]
	Displays when “-l” option is not specified.
Displays if the [iface1] routing is allowed or rejected.

"Allow": Displays when the route is enabled.
"Reject": Displays when the route is rejected.
	(

	6
	[type1]
	Displays when “-l” option is not specified.
Displays how to specify the target of [iface1] routing.

"net": Displays when the target routing is added by specifying "net."

"host": Displays when the target routing is added by specifying "host."

"default": Displays when the target routing is added by specifying "default."
	(

	7
	[flag1]
	Displays when “-l” option is specified.
A: [specified by addrconf]

C: [specified for cache entry]

D: [dynamic specification by the daemon or the replacement]

G: [gateway is specified]

H: [the host is the target]

M: [changed by the route control daemon or the replacement]

R: [dynamic route to be restored]

U: [the route is allowed]

!: [the route is rejected]
	(

	8
	[mss1]
	Displays the maximum segment size of the TCP connection at [iface1] route. If the target routing is the rejected route, or the MSS is by default, ”-” is displayed.
	(

	9
	[iface1]
	Displays the name of interface to be used at the target routing.
	(

	Display contents of IPv6

	10
	[IPv6] 
	The heading of IPv6 routing. This is displayed when there is IPv6 routing information.
	(

	11
	[v6target1]
	Display the target address prefix (format of connecting the IPv6 address and prefix length with “/”) of the [iface1] routing.
Example) ffcc::0/64

The default gateway is shown as “default.”
	“[]”of the IPv6 address specified at the setting is removed when displaying.

	12
	[v6gateway1]
	Displays the gateway by way of [iface1]. Displays the IPv6 address of the gateway.
If it is omitted at the time when setting the routing, “-” is displayed.
	

	13
	[method1]
	This is the same as the item 5.
	(

	14
	[type1]
	This is the same as the item 6.
	(

	15
	[v6flag1]
	Displays one of U, I, G, and H in the item 7.
	(

	16
	[iface1]
	This is the same as the item 9.
	(


2.84.3
Execution procedure
This subsection describes the procedure for executing the routelist command.
(1)
Log in to the execution node via ssh from the maintenance PC. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Figure 2.84.3-1 shows an example of executing the routelist command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.84.4 Command termination messages and action to be taken” (MNTT 02-4420).
After completing the measures, retry the operation.
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Figure 2.84.3-1  Execution Example of the routelist Command
2.84.4
Command termination messages and action to be taken
A message may be displayed when the routelist command is executed. Action to be taken against messages are described in Table 2.84.4-1 Message IDs and Actions to be Taken.
Table 2.84.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again. 

	3
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	6
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	

	8
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	


2.85
Deleting the Routing Information (routedel)

This command deletes the routing information of each network interface.
NOTE:(
This command can be executed if the OS version is 3.2.0-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
Do not execute this command unless specifically instructed.

2.85.1
Command line
This command uses the following command line.
(
To specify the target of the routing to be deleted in IP address (IPv4 address)
routedel [-p v4] -d net-address -n netmask [-g gateway] [-f] [-V] [--nochk] interface

(
To specify the target of the routing to be deleted in host name or IP address (IPv4 address)
routedel [-p v4] -d host-address [-g gateway] [-f] [-V] [--nochk] interface

(
To specify the target of the routing to be deleted in default route (IPv4 address)
routedel [-p v4] -d default [-g gateway] [-f] [-V] [--nochk] interface

(
To delete all of the routing except the management port (IPv4 address)
routedel [-p v4] --all [-f] [-V]

(
To specify the target of the routing to be deleted in IP address (IPv6 address) (3.2.0-XX)
routedel -p v6 -d net-address -n netmask [-g gateway] [-f] [-V] [--nochk] interface

(
To specify the target of the routing to be deleted in host name or IP address (IPv6 address) (3.2.0-XX)
routedel -p v6 -d host-address [-g gateway] [-f] [-V] [--nochk] interface

(
To specify the target of the routing to be deleted in default route (IPv6 address) (3.2.0-XX)
routedel -p v6 -d default [-g gateway] [-f] [-V] [--nochk] interface

(
To delete all of the routing except the management port (IPv6 address) (3.2.0-XX)
routedel -p v6 --all [-f] [-V]

(
To specify the target of the routing to be deleted in IP address (IPv6 address) (3.2.1-XX or later)
routedel [-p v6] -d net-address -n netmask [-g gateway] [-f] [-V] [--nochk] interface
(
To specify the target of the routing to be deleted in host name or IP address (IPv6 address) (3.2.1-XX or later)
routedel [-p v6] -d host-address [-g gateway] [-f] [-V] [--nochk] interface
(
To specify the target of the routing to be deleted in default route (IPv6 address) (3.2.1-XX or later)
routedel [-p v6] -d default [-g gateway] [-f] [-V] [--nochk] interface
(
To delete all of the routing except the management port (IPv6 address) (3.2.1-XX or later)
routedel [-p v6] --all [-f] [-V]
(
To display the command format to the standard output:
routedel -h

Table 2.85.1-1 shows the description of each option.
Table 2.85.1-1  Description of options
	No.
	Option
	Description
	Remarks

	1
	-p v4
	Specifies in the case of deleting the IPv4 routing. This option can be omitted.
	(

	2
	-p v6
	Specifies in the case of deleting the IPv6 routing.
	This option must be specified in case IPv6 is set when the OS version is 3.2.0-XX or earlier.

This option can be omitted when the OS version is 3.2.1-XX or later.

	3
	-d { net-address |host-address|default}
	Specifies the target of the routing to be deleted.

When specifying IPv6 format, put the IP address in brackets “[].”
	Specify any of the following: 

net-address: Specifies by IP address.

host-address: Specifies by IP address or a host name.

default: Specify this to delete the default route.

IPv6 setting example

[2001:c03:1022:1::1]
If the gateway is set, the option shown in the item number 5 in this list is mandatory.

	4
	-n <netmask>
	Specifies the netmask (prefix length if the IPv6 is specified) of the routing to be deleted.

This option is required only when “net” is selected for the “-t” option to add more routing information.

The prefix length, if [Target] of the routing list shows “cd00:111::1/64”, it is “64” after the “/”.
	Check if the routing to be deleted is “net” with reference to “Maintenance Tool ‘2.84 Displaying the List of Routing Information (mngroutelist)’ (MNTT 02-4380).”

	5
	-g <gateway>
	Specifies the gateway of the routing to be deleted.
If the gateway is set, specification is required.
When specifying IPv6 format, put the IP address in brackets “[].”
	(

	6
	-f
	Specifies this to inhibit the output of the confirmation message.
	(

	7
	-V
	Outputs a progress message.
	(

	8
	--nochk
	Specifies this to execute the delete processing even if the interfaces file does not contain the routing to be deleted.
	(

	9
	interface
	Specifies the interface name of the routing to be deleted.
	Specify any of the following:
(Specifying port name 

<port name>

(Specifying VLAN port 

<port name>.<VLAN ID>

	10
	--all
	Specifies this to delete all the routing except Management port.
If an error occurs in the way of deleting process, the processing continues by outputting an alert message.
	(

	11
	-h
	Display the command format to the standard output.
	At the time of output, KAQM14136-I is displayed. 


2.85.2
Execution procedure
This subsection describes the procedure for executing the routedel command.
Here explains when specifying the destination of the routing to be deleted with an IP address.
(1)
Log in to the execution node via ssh from the maintenance PC. For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the routelist command to check that there is routing information to be deleted.
For details about the routelist command, refer to Maintenance Tool “2.84 Displaying the List of Routing Information (routelist)” (MNTT 02-4380).
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Figure 2.85.2-1  Execution Example of the routelist command
(3)
Write down the routing information to be deleted.
Here explains an example to delete the routing information of thick red frame in the Figure 2.85.2-1.
(4)
For deleting the routing information in the IPv4 format, enter the information written down in the step (3) as command options and execute the routedel command in accordance with Figure 2.85.2-2 “Execution Example of routedel command (IPv4 format).”
For deleting the routing information in the IPv6 format, enter the information written down in the step (3) as command options and execute the routedel command in accordance with Figure 2.85.2-3 “Execution Example of routedel command (IPv6 format).” However, when the OS version is 3.2.1-XX or later, “-p v6” option can be omitted. For the confirmation of the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
When a message ID other than “KAQM05099-Q” or “KAQM05100-Q” is displayed, refer to Maintenance Tool “2.85.3 Command termination messages and action to be taken” (MNTT 02-4470).
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Figure 2.85.2-2  Execution Example of the routedel Command (IPv4 format)
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Figure 2.85.2-3  Execution Example of the routedel Command (IPv6 format)

NOTE:
Be careful not to delete different routing information by mistake.

(5)
When the step (4) is executed, a confirmation message is displayed as shown in Figure 2.85.2-4 “Confirmation Message (KAQM05099-Q) for the routedel Command Execution.” Enter “y” to start execution. The routing deletion processing starts. 
To cancel the execution, enter “n.”
The same message is displayed both in the case of IPv4 and Ipv6.
When a message ID is displayed after entering “y”, refer to Maintenance Tool “2.85.3 Command termination messages and action to be taken” (MNTT 02-4470).
However, if “KAQM05209-W” or “KAQM05210-W” is displayed, the deletion of the routing information in this side node is complete, but failed in the other side node. Therefore, execute the routing information deletion in the other side node after executing the step (6).
The above messages are displayed even if the routing information is deleted already and there is no routing information in the other side node. In this case, consider that the operation has been successfully completed.
If the other than above message IDs is displayed, retry the operation from the step (2) after taking measures for the messages.
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Figure 2.85.2-4  Confirmation Message (KAQM050099-Q)
for the routedel Command Execution
(6)
After completion of the deletion, execute the routelist command to check that the specified routing information is deleted.
For details about the routelist command, refer to Maintenance Tool “2.84 Displaying the List of Routing Information (routelist)” (MNTT 02-4380).
2.85.3
Command termination messages and action to be taken
A message may be displayed when the routedel command is executed. Actions to be taken against messages are described in Table 2.85.3-1 Message IDs and Actions to be Taken.
NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.85.3-1  Message IDs and Actions to be Taken (1/3)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05001-E
	A syntax error exists in the entered <item name>.
	The entered content for the target or gateway is invalid.
	Specify the IP address format and execute the command again.

	2
	KAQM05002-E
	A syntax error exists in the entered <item name>.
	The entered content is invalid.
	The displayed content is wrong. Enter the correct content and execute the command again.

	3
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM05018-E
	The specified host name (<host name>) cannot be resolved.
	The specified host name cannot be resolved.
	Specify a different host name or an IP address that can be resolve the name, and then retry the operation.

	5
	KAQM05029-E
	An attempt to set routing information failed.
	Failed to set the routing information.
	Check the entered data. Re-enter the correct data and execute the command again. If the error occurs again, collect the OS log. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM05032-E
	The entry for the VLAN ID is invalid.
	The value of the input VLAN ID is incorrect.
	Check the input data. Re-enter the value, and then retry the operation.

	7
	KAQM05038-E
	The specified interface does not exist. (interface=<interface>)
	There is no specified interface.
	Check the interface to be deleted and specify it again, and then execute the command again.

	8
	KAQM05042-E
	The interface specification is invalid.
	The specified value is incorrect.
	

	9
	KAQM05055-E
	An attempt to read the file to be used for the requested processing has failed.
	Failed to read the file to be used for the requested processing.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM05056-E
	An attempt to write to the file to be used for the requested processing has failed.
	Failed to write the file to be used for the requested processing.
	

	11
	KAQM05095-E
	The specified routing entry does not exist.
	The specified routing settings do not exist.
	Check the current routing information with the routelist command and specify the valid routing information.
For details about the routelist command, refer to Maintenance Tool “2.84 Displaying the List of Routing Information (routelist)” (MNTT 02-4380).


Table 2.85.3-1  Message IDs and Actions to be Taken (2/3)
	No.
	Message ID
	Message
	Description
	Action

	12
	KAQM05099-Q
	Do you want to delete the specified routing information? (y/n)
	Executing this operation deletes the specified routing information. Do you want to delete the routing information?
	To delete the routing information, enter “y”. Otherwise, enter “n.”

	13
	KAQM05100-Q
	Do you want to delete all routing information? (y/n)
	Executing this operation deletes all the routing information except the management port. Do you want to delete the routing information?
	

	14
	KAQM05101-I
	The routing information (<routing-information>) was deleted.
	The routing information was deleted.
	(

	15
	KAQM05103-E
	An attempt to delete the routing information (<routing-information>) has failed, because the host name (<host-name>) could not be resolved.
	The specified routing information contains the host name that cannot be resolved. 
	Request the system administrator to review the setting so that the host name can be resolved, and then retry the operation. 

	16
	KAQM05104-E
	An attempt to delete the routing information has failed. (routing information = <routing-information>).
	Failed to delete the routing information. (Failed routing information)
	Request the system administrator to check the routing information to be deleted.

	17
	KAQM05106-E
	Routing information cannot be deleted because no netmask is specified.
	Netmask is not specified.
	Specify the netmask and then retry the operation. 

	18
	KAQM05114-E
	The interface of the heartbeat port or an internally-used port cannot be specified. (interface = <interface>)
	The interface of the heartbeat LAN port or an internally-used port cannot be specified.
	Specify the interface of the data LAN port or the management LAN port.

	19
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address=<IP address>)
	The format of the specified IP address is invalid.
	Use the correct IP address format.

	20
	KAQM05116-E
	The format of the specified host name or IP address is invalid. (host name or IP address=<host name or IP address>)
	The format of the specified host name or IP address is invalid.
	Use alphanumeric characters, period ( . ), and hyphen ( - ) (the first must be an alphabet and the last must be an alphanumeric character) or the IP address format.

	21
	KAQM05209-W
	Deletion of the routing information ended normally on the processing node, but failed on the other node. (routing information = <routing information>)
	Deletion of the routing information ended normally on the processing node, but failed on the other side node.
(When "--all" option is specified.)
	Request the system administrator to check if the LAN cable is connected, if the lord of the node in the cluster returns to the normal state, if the OS is running in the other side node in the cluster. If there is unnecessary routing information in the other side node in the cluster, retry the operation in that node. 

	22
	KAQM05210-W
	Deletion of the routing information ended normally on the processing node, but failed on the other node.
	Deletion of the routing information ended normally on the processing node, but failed on the other side node in the cluster.
(When "--all" option is not specified.)
	


Table 2.85.3-1  Message IDs and Actions to be Taken (3/3)
	No.
	Message ID
	Message
	Description
	Action

	23
	KAQM05211-E
	The protocol version of the specified IP addresses and netmask (prefix length) do not match.
	The protocol version of the specified IP address or netmask (prefix length) is not unified.
	Check the specified data and unify the protocol version of the data.

	24
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource to be used in the required processing is used by another user.
	Execute the command again after waiting for a while. If the error occurs again, collect the OS Log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	25
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished 
starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	26
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify a correct parameter, and execute the command again.

	27
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	In case of the cluster configuration, ask the system administrator for the cluster construction. In case of the single node configuration, set the management IP address. Then, execute this command again.
If the OS version is 3.2.3-XX or earlier, a message “Management IP address is not set” is not output.

	28
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	29
	KAQM14136-I
	Usage: command-syntax
	Displaying the command format.
	(

	30
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	31
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	32
	KAQM14174-E
	The specified IP address cannot be set. (specified value = <specified value>)
	The specified IP address is a special address that cannot be set.
	Confirm the specified value and execute again.


2.86
Displaying Relearn Schedule of Cache Backup Module and Setting Status (enabled/disabled) of Schedule Execution (bburelearnget)
This command displays the relearn schedule of cache backup module and the setting status (enabled/disabled) of schedule execution.

NOTE:(
This command can be executed if the OS version is 3.0.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
Do not execute the setting by this command unless specifically instructed.

(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.

(
When the target model is CR220KK, read “Cache Backup Module” as “Internal RAID battery.”

2.86.1
Command line

This command uses the following command lines.

(
To display the relearn schedule of cache backup module and the setting status (enabled/disabled) of schedule execution
bburelearnget
(
To display the command format to the standard output:

bburelearnget -h
Table 2.86.1-1 shows the description of each option.

Table 2.86.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-h
	Display the command format to the standard output.
	(


2.86.2
Output format

The output format for the bburelearnget command execution is shown in Figure 2.86.2-1.
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Figure 2.86.2-1  Output Format of the bburelearnget Command

Table 2.86.2-1 describes the details about the items in Figure 2.86.2-1 Output format of the bburelearnget Command.

Table 2.86.2-1  Description of the Items in the Output Format

	No.
	Option
	Description

	1
	[schedule setting status]
	Displays the setting status (enabled/disabled) of schedule execution.
Schedule execution is enabled: Enable

Schedule execution is disabled: Disable
(*: The status in this place is same meaning as “Auto-Learn Mode: [set value]” displayed by bbuautolearnget command(refer to Maintenance Tool “2.68 Displaying the Set Value for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnget)” (MNTT 02-3650).)

	2
	[date]
	Displays the date relearn to be executed with a number 1-31.

	3
	[time]
	Displays the time relearn to be executed in hh:mm format.


2.86.3
Execution procedure

This subsection describes the procedure for displaying the relearn schedule of cache backup module and the setting status (enabled/disabled) of schedule execution by executing the bburelearnget command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Figure 2.86.3-1 shows an example of executing the bburelearnget command.

When the message ID is shown, take measures with reference to Maintenance Tool “2.86.4 Command termination messages and action to be taken” (MNTT 02-4520).
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Figure 2.86.3-1  Execution Example of the bburelearnget Command

2.86.4
Command termination messages and action to be taken
A message may be displayed when the bburelearnget command is executed. Actions to be taken against messages are described in Table 2.86.4-1 Message IDs and Actions to be Taken.

Table 2.86.4-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	6
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM38038-E
	An attempt to read a system file has failed.
	An attempt to read a system file has failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.87
Setting Relearn Schedule of Cache Backup Module and Enabling/disabling Schedule Execution (bburelearnset)
This command sets the relearn schedule of cache backup module and enables/disables the schedule execution.

NOTE:(
This command can be executed if the OS version is 3.0.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

(
Do not execute the setting by this command unless specifically instructed.

(
This command can be executed only in the single node configuration that is not connected with the disk array subsystem.

(
When the target model is CR220KK, read “Cache Backup Module” as “Internal RAID battery.”

The execution cycle of the relearn schedule of cache backup module is once a month. The execution cycle cannot be changed. The execution time can be specified in hours and cannot be specified in minutes. Relearn schedule is executed at 0 minute of the specified hour. 
Schedule information you set remains even when it is disabled, and when you enable the execution schedule again, relearn is executed on the schedule previously set. Schedule execution setting is possible even when it is disabled, but KAQW38037-W is output and the schedule execution is not enabled.

2.87.1
Command line

This command uses the following command lines.

(
To set the relearn schedule of cache backup module
bburelearnset  -S DD-hh
(
To enable the relearn schedule execution of cache backup module
bburelearnset --enable [-S DD-hh]
(
To disable the relearn schedule execution of cache backup module
bburelearnset --disable
(
To display the command format to the standard output:

bburelearnset -h
Table 2.87.1-1 shows the description of each option.

Table 2.87.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-S DD-hh
	Sets the relearn schedule of cache backup module
Specify the schedule in the following format.

[DD]-[hh]
[DD]
Specify the date to execute relearn.

[hh]
Specify the time to execute relearn.
	If you specify 29, 30, or 31 for [DD], the schedule is executed only in the month the day exists.
Specify a two-digit number (1 to 31.)

Default : 1

Specifying a two-digit number (0 to 23) for [hh.]
Default : 0

	2
	--enable
	Enable the relearn schedule execution of cache backup module.
	You can also set a schedule at the same time by specifying –S option.
When –S option is not specified, the previous setting (if there is no setting, default value) is inherited.
Default of schedule execution : Enable

This option is same as “bbuautolearnset --on”.

(Refer to Maintenance Tool “2.67 Setting for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnset)” (MNTT 02-3620).)

	3
	--disable
	Disable the relearn schedule execution of cache backup module.
	This option is same as “bbuautolearnset --off”.

(Refer to Maintenance Tool “2.67 Setting for Automatically Relearn Performing of the Internal RAID Battery (bbuautolearnset)” (MNTT 02-3620).)

	4
	-h
	Display the command format to the standard output.
	(


2.87.2
Execution procedure

This subsection describes the procedure for setting the relearn schedule of cache backup module by executing the bburelearnset command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Confirm the setting status of  the relearn schedule of cache backup module by executing the bburelearnget command. Figure 2.87.2-1 is a display example when the schedule is disabled.

For the bburelearnget command, refer to Maintenance Tool “2.86 Displaying Relearn Schedule of Cache Backup Module and Setting Status (enabled/disabled) of Schedule Execution (bburelearnget)” (MNTT 02-4500).


[image: image96]
Figure 2.87.2-1  Execution Example of the bburelearnget Command (1)
(3)
Enable the relearn schedule by executing the bburelearnset command.

When a message ID is shown, take measures with reference to Maintenance Tool “2.87.3 Command termination messages and action to be taken” (MNTT 02-4560).


[image: image97]
Figure 2.87.2-2  Execution Example of the bburelearnset Command (1)
(4)
Change the relearn schedule to be executed at 12 o’clock on 25th of every month by executing the bburelearnset command.

When a message ID is shown, take measures with reference to Maintenance Tool “2.87.3 Command termination messages and action to be taken” (MNTT 02-4560).


[image: image98]
Figure 2.87.2-3  Execution Example of the bburelearnset Command (2)
(5)
Confirm the settings of  the relearn schedule by executing the bburelearnget command.

For the bburelearnget command, refer to Maintenance Tool “2.86 Displaying Relearn Schedule of Cache Backup Module and Setting Status (enabled/disabled) of Schedule Execution (bburelearnget)” (MNTT 02-4500).


[image: image99]
Figure 2.87.2-4  Execution Example of the bburelearnget Command (2)
2.87.3
Command termination messages and action to be taken
A message may be displayed when the bburelearnset command is executed. Actions to be taken against messages are described in Table 2.87.3-1 Message IDs and Actions to be Taken.

Table 2.87.3-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify the correct parameter and execute the command again.

	4
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	5
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.

	6
	KAQM14178-E
	This operation cannot be performed on the configuration.
	This operation cannot be performed in the current configuration.
	(

	7
	KAQM38003-E
	An unexpected error occurred.
	An unexpected error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300)

	8
	KAQM38036-E
	The contents of the specified schedule are invalid.
	The contents of the specified schedule are invalid.
	Confirm the specified value and execute again.


Table 2.87.3-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM38037-W
	Schedule settings were processed successfully, but relearn is disabled.
	Schedule settings were processed successfully, but relearn is disabled.
	Enable the relearn schedule of BBU or Super capacitor.
For how to enable, refer to Maintenance Tool “2.87 Setting Relearn Schedule of Cache Backup Module and Enabling/disabling Schedule Execution (bburelearnset)” (MNTT 02-4530).

	10
	KAQM38038-E
	An attempt to read a system file has failed.
	An attempt to read a system file has failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	11
	KAQM38039-E
	An attempt to write a system file has failed.
	An attempt to write a system file has failed.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.88
Creating Volume Group (vgrcreate)
This command creates volume groups.

NOTE:(
Do not execute this command before completing the definition of a single node configuration.

(
It is required that the status of the resource group is “online.”
When you execute the command without specifying “volume-group-name” on creating two or more volume groups, single error on creating a volume group will not result in an abortion of the process; creating the rest of the volume groups will be continued. However, each time an error occurs, messages indicating the failed volume group name and indicating the details are output.
When you execute the command without specifying “volume-group-name” and with specifying a LU which meets either of the following conditions, a warning message is output and the creation using the LU will be skipped. If all LUs are skipped, an error message (KAQM04251-E) is output.
( The LU is already assigned to a volume group
( A volume group which corresponds to the frame, drive type, and DP pool already exists.
2.88.1
Command line

This command uses the following command lines.

(
To create a volume group
vgrcreate [-y] [volume-group-name] LU[,LU...]
(
To display the command format to the standard output:

vgrcreate -h
Table 2.88.1-1 shows the description of each option.

Table 2.88.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-y
	Specify this option to suppress the output of confirmation response messages.
	(

	2
	volume-group-name
	Specify a volume group name to be created. The volume group name must start with “vg”, and to be specified in alphanumeric characters and underscores (_) within 16 characters.
	If this option is omitted, a volume group that corresponds to the frame, drive type, and DP pool of the specified LU will be created.

	3
	LU[,LU...]
	Specify a LU name to be assigned to the volume group in the format “luXX” (XX: a hexadecimal number from 00 to FF.) LU names are case-insensitive.
Note that it is not possible to specify a V-VOL of Copy-on-Write Snapshot.

Although two or more LUs can be specified, it is not possible to specify LUs on different frames when specifying a volume group. 

To specify two or more LUs, separate the LU names by a comma (“,”) as in the format “luXX,luXX”.
	If two or more LUs are specified, an error occurs in the following cases.
・Same LUs are specified
・More than 256 LUs are specified
・Specified LU name starts/ends with “,”.

	4
	-h
	Display the command format to the standard output.
	(


2.88.2
Execution procedure

This subsection describes the procedure for creating a volume group using LUs with different drive types by executing the vgrcreate command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Confirm the setting status of volume groups by executing the vgrlist command.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
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Figure 2.88.2-1  Execution Example of the vgrlist Command (1)
(3)
Confirm the LU numbers to be added by executing the lumaplist command and write down them. For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).

[image: image101]
Figure 2.88.2-2  Execution Example of the lumaplist Command

(4)
Create a new volume group with specifying the LU numbers noted in step (3.) Figure 2.88.2-3 shows an execution example of the vgrcreate command.
If drive types of the specified LUs are different, or the specified LUs are on different pools, KAQM04227-Q message will be output. Enter “y” to create a volume group.
KAQM04227-Q message will not be output if LUs with same drive types and pools are specified.
If other message ID is output, refer to Maintenance Tool “2.88.3 Command termination messages and action to be taken” (MNTT 02-4610).
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Figure 2.88.2-3  Execution Example of the vgrcreate Command (KAQM04227-Q)

(5)
Execute the vgrlist command to confirm that a new volume group has been created.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
In the execution example below, the status of “Auto assign” is “disable” because LUs with different drive types are specified for creating a volume group.

[image: image103]
Figure 2.88.2-4  Execution Example of the vgrlist Command (2)
2.88.3
Command termination messages and action to be taken
A message may be displayed when the vgrcreate command is executed. Actions to be taken against messages are described in Table 2.88.3-1 Message IDs and Actions to be Taken.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.
Table 2.88.3-1  Message IDs and Actions to be Taken (1/5)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM04022-E
	An attempt to connect to a device file has failed.
	An attempt to connect to a device file has failed.
	Execute the fpstatus command to check the connection status of the specified device file, and then execute the vgrcreate command again. If the error occurs again, collect the OS log and send it to the Support Center. 
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM04023-E
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM04024-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	

	4
	KAQM04025-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to acquire the device file information from the cluster management LU or the system file has failed.
	

	5
	KAQM04026-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to update the device file information of the cluster management LU or the system file has failed.
	

	6
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or a system error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. 
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM04034-E
	Resource group or virtual server information could not be acquired.
	Resource group or virtual server information could not be acquired. Internal error may have occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM04039-E
	An attempt to register resource information failed.
	An attempt to register resource information failed.
Internal error may have occurred.
	


Table 2.88.3-1  Message IDs and Actions to be Taken (2/5)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM04048-E
	An error was detected while accessing the specified device file.
	An error was detected while accessing the specified device file.
	Check the specified device file, and then execute the command again. If the error occurs again, collect the OS log and send it to the Support Center because a LU failure may have occurred.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM04049-E
	The specified device file does not exist, or the size of the LU allocated to the virtual server was changed.
	The specified device file does not exist, or the size of the LU allocated to the virtual server was changed.
	Check the specified device file, and then execute the command again.

	11
	KAQM04072-E
	Device files of two or more storage systems were specified.
	Device files of two or more storage systems were specified.
	Execute the command again with specifying device files of one storage system.

	12
	KAQM04073-E
	The specified number of device files has exceeded the maximum.
	The specified number of device files has exceeded the maximum.
	Check the specified number of device files and execute the command again.

	13
	KAQM04074-E
	The specified device file name (device-file-name) is invalid.
	The specified device file name (device-file-name) is invalid.
	Specify a correct device file name and execute the command again.

	14
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	15
	KAQM04181-E
	Acquisition of volume group information failed.
	Acquisition of volume group information failed.
	Execute the command again after a while. If the error occurs again, execute “C.2.2 Determination Procedure when a Failure Occurred.”
If you are referring to here from Troubleshooting, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM04227-Q
	LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n)
	LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n)
	Enter “y” to create a volume group in which LUs with different drive types or pools are mixed together (disable automatic allocation).
Enter “n” to cancel.


Table 2.88.3-1  Message IDs and Actions to be Taken (3/5)

	No.
	Message ID
	Message
	Description
	Action

	17
	KAQM04229-W
	The LU (LU-name) is being used by another volume group.
	The LU (LU-name) is being used by another volume group.
	Specify a LU which is not already allocated.

	18
	KAQM04230-W
	The LU (LU-name) was not assigned to the volume group because a volume group already exists that contains an LU in the same storage system and with the same drive type and pool as the specified LU.
	A volume group exists that has LU that is same storage system, same drive type, and same pool number as the LU (LU-name).
	Create a volume group specified in the form of volume group name.

	19
	KAQM04233-E
	The volume group cannot be created or expanded because the resource group or virtual server is not running properly.
	Volume group functions cannot be used because the resource group or virtual server is not operating normally.
	Check the status of the node and resource group, then execute the command again.

	20
	KAQM04235-E
	The specified volume group name (volume-group-name) already exists.
	The input volume group name (volume-group-name) is duplicated.
	Specify another volume group name.

	21
	KAQM04239-E
	The specified LU is already assigned to a volume group.
	The specified LU is being used by another volume group.
	Execute the command again with specifying another LU.

	22
	KAQM04240-E
	Creation of  volume group to assign the LU (LU-name) to failed.
	Create of the volume group which assigned LU(LU-name) failed.
	Take measures by referring to the subsequent message.

	23
	KAQM04249-W
	An error occurred in the LU (LU-name).
	An error occurred in the LU (LU-name).
	Check the LU status and execute the command again. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	24
	KAQM04251-E
	The volume group was neither created nor expanded.
	Creation and expansion of the volume group were not performed.
	Ask the system administrator about the status of creating the volume group, and then execute the command again.

	25
	KAQM04254-E
	A volume group operation failed.
	A volume group operation failed.
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” reboot the OS, and then execute the command again

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	26
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command after a while. If a node stopped while processing, wait about 15 minutes or reboot the stopped node.


Table 2.88.3-1  Message IDs and Actions to be Taken (4/5)

	No.
	Message ID
	Message
	Description
	Action

	27
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	28
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify a correct parameter and execute the command again.

	29
	KAQM14132-E
	No license is set to allow use of basic functionality.
	No license is set to allow use of basic functionality.
	Set a license. Ask the system administrator the setting or set it by executing the licenseset command. For how to set a license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	30
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to set a system management IP address, and then execute the command again.

	31
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=error)
	An error occurred in the shared processing of commands. (Error=error)
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	32
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.


Table 2.88.3-1  Message IDs and Actions to be Taken (5/5)
	No.
	Message ID
	Message
	Description
	Action

	33
	KAQM14155-E
	The value "duplicated-value" is duplicated.
	The value "duplicated-value" is duplicated.
	Delete the duplicated value and execute the command again.

	34
	KAQM14157-E
	The specified parameter "parameter-name" cannot be used because it exceeds maximum-length characters. (specified value = specified-value)
	The specified parameter "parameter-name" cannot be used because it exceeds maximum-length characters. (specified value = specified-value)
	Execute the command again with specifying a value not to exceed the maximum number of characters.

	35
	KAQM14158-E
	The specified parameter "parameter-name" includes an invalid character. (specified value = specified-value)
	The specified parameter "parameter-name" includes an invalid character. (specified value = specified-value)
	Execute the command again with specifying a value in the characters that can be used.

	36
	KAQM14161-E
	A timeout occurred during the resource operation.
	The system may be under a heavy load, or another resource operation may have been executed.
	Check the node status, and execute the command again after a while. If this message is output again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.89
Deleting Volume Group (vgrdelete)
This command deletes volume groups.

NOTE:(
Do not use this command to delete a volume group unless otherwise instructed to do so.
(
Do not execute this command before completing the definition of a single node configuration.
(
A volume group cannot be deleted when a file system or differential-data storage device exists.
(

Operation of the LUs in the deleted volume group will be suspended.
2.89.1
Command line

This command uses the following command lines.

(
To delete a volume group:
vgrdelete [-y] volume-group-name
(
To display the command format to the standard output:
vgrdelete -h
Table 2.89.1-1 shows the description of each option.

Table 2.89.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-y
	Specify this option to suppress output of confirmation response messages.
	(

	2
	volume-group-name
	Specify a volume group name to be deleted. The volume group name must start with “vg”, and to be specified in alphanumeric characters and underscores (_) within 16 characters.
	(

	3
	-h
	Display the command format to the standard output.
	(


2.89.2
Execution procedure

This subsection describes the procedure for deleting a volume group by executing the vgrdelete command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Confirm the setting status of volume groups by executing the vgrlist command.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).

[image: image104]
Figure 2.89.2-1  Execution Example of the vgrlist Command (1)
(3)
Execute the vgrdelete command with specifying a volume group to be deleted. When confirmation message KAQM04244-Q is displayed, enter “y” and press [Enter.]
If other message ID is output, refer to Maintenance Tool “2.89.3 Command termination messages and action to be taken” (MNTT 02-4670).
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Figure 2.89.2-2  Execution Example of the vgrdelete Command

(4)
Confirm that the volume group specified in step (3) has been deleted by executing the vgrlist command.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).

[image: image106]
Figure 2.89.2-3  Execution Example of the vgrlist Command (2)
2.89.3
Command termination messages and action to be taken
A message may be displayed when the vgrdelete command is executed. Actions to be taken against messages are described in Table 2.89.3-1 Message IDs and Actions to be Taken.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.89.3-1  Message IDs and Actions to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify a correct parameter and reexecute.

	2
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.

	3
	KAQM04024-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM04025-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to acquire the device file information from the cluster management LU or the system file has failed.
	

	5
	KAQM04026-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to update the device file information of the cluster management LU or the system file has failed.
	

	6
	KAQM04027-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	

	7
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or an internal error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM04040-E
	Deletion of resource information has failed, either because the node or virtual server is not operating normally or because an internal processing problem exists.
	Deletion of resource information has failed, either because the node or virtual server is not operating normally or because an internal processing problem exists.
	Check the status of the node and resource group, and execute the command again.

When there is no problem with the status, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.89.3-1  Message IDs and Actions to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM04244-Q
	Are you sure you want to delete the specified volume group? (y/n) 
	Are you sure you want to delete the specified volume group? (y/n) 
	Enter “y” to delete the specified volume group. Enter “n” to cancel.

	11
	KAQM04234-E
	The volume group cannot be deleted because a file system or differential-data storage device exists.
	The volume group cannot be deleted because a file system or differential-data storage device exists.
	Delete a file system or differential-data storage device, and then execute the command again.

	12
	KAQM04237-E
	The specified volume group does not exist on an active node or virtual server.
	The specified volume group does not exist in the operating node or the virtual server.
	Execute the vgrlist command (refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770) to check the specified volume group name and execute the command again.

	13
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	14
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to set a system management IP address, and then execute the command again.

	15
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=error)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM14161-E
	A timeout occurred during the resource operation.
	The system may be under a heavy load, or another resource operation may have been executed.
	Check the node status and execute the command again after a while. If this message is output again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.90
Expanding Volume Group (vgrexpand)
This command expands volume groups.

NOTE:(
Do not use this command to delete a volume group unless otherwise instructed to do so.

(
Do not execute this command before completing the definition of a single node configuration.

(
It is required that the status of the resource group is “online.”
When you execute the command without specifying “volume-group-name” on expanding two or more volume groups, single error on expanding a volume group will not result in an abortion of the process; expanding the rest of the volume groups will be continued. However, each time an error occurs, messages indicating the failed volume group name and indicating the details are output.

When you execute the command without specifying “volume-group-name” and with specifying a LU which meets either of the following conditions, a warning message is output and the expansion using the LU will be skipped. If all LUs are skipped, an error message (KAQM04251-E) is output.

(
The LU is already assigned to a volume group

(
No volume group which corresponds to the frame, drive type, and DP pool exists.

(
Two or more volume groups which corresponds to the frame, drive type, and DP pool exist.

2.90.1
Command line

This command uses the following command lines.

(
To expand a volume group:
vgrexpand [-y] [volume-group-name] LU[,LU...]
(
To display the command format to the standard output:
vgrexpand -h
Table 2.90.1-1 shows the description of each option.

Table 2.90.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-y
	Specify this option to suppress output of confirmation response messages.
	(

	2
	volume-group-name
	Specify a volume group name to be expanded. The volume group name must start with “vg”, and to be specified in alphanumeric characters and underscores (_) within 16 characters.
	If this option is omitted, a volume group that corresponds to the frame, drive type, and DP pool of the specified LU will be expanded.

	3
	LU[,LU...]
	Specify a LU name to be assigned to a volume group in the format “luXX” (XX: a hexadecimal number from 00 to FF.) LU names are case-insensitive.

Note that it is not possible to specify a V-VOL of Copy-on-Write Snapshot.

Although two or more LUs can be specified, it is not possible to specify LUs on different frames when specifying a volume group. 

To specify two or more LUs, separate the LU names by a comma (“,”) in the format “luXX,luXX”.
	When two or more LUs are specified, an error occurs in the following cases.

・Same LU is specified

・256 or more LUs are specified

・Specified LU name starts/ends with “,”.

	4
	-h
	Display the command format to the standard output.
	(


2.90.2
Execution procedure

This subsection describes the procedure for expanding a volume group by executing the vgrexpand command.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Confirm the setting status of volume groups by executing the vgrlist command.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).

[image: image107]
Figure 2.90.2-1  Execution Example of the vgrlist Command (1)
(3)
Confirm LU numbers to be added by executing the lumaplist command and write down them. For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).

[image: image108]
Figure 2.90.2-2  Execution Example of the lumaplist Command

(4)
The following shows an execution example to expand a volume group with the vgrexpand command.

(a)
In the case execute the command with specifying a volume group to be expanded

When drive type or pool of the LU to be added is different from that of the specified volume group, KAQM04227-Q message is output. When there is no problem, enter “y” and press [Enter] key. Enter “n” to cancel.

KAQM04227-Q message is not output when the drive type and the pool to be added are same as that of the specified volume group.

If other message ID is output, refer to Maintenance Tool “2.90.3 Command termination messages and action to be taken” (MNTT 02-4730).

[image: image109]
Figure 2.90.2-3  Execution Example of the vgrexpand Command 
(with specifying a volume group)
(b)
In the case execute the command without specifying a volume group to be expanded

An automatic-assignment-enabled volume group of which drive type and pool are same as that of the specified LU will be expanded.

When there is no volume group with same drive type and pool as that of the specified LU, or when there are two or more volume groups with same drive type and pool, or when the specified LU is already allocated to another volume group, KAQM042xx-W and KAQM04251-E messages are output and the command terminates without expanding the volume group.

If other message ID is output, refer to Maintenance Tool “2.90.3 Command termination messages and action to be taken” (MNTT 02-4730).

[image: image110]
Figure 2.90.2-4  Execution Example of the vgrexpand Command 
(without specifying a volume group)
(5)
Confirm that the volume group has been expanded by executing the vgrlist command.

For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
(a)
An execution example of step (4) (a) to expand a volume group “vg1”

[image: image111]
Figure 2.90.2-5  Execution Example of the vgrlist Command (2)
(b)
An execution example of step (4) (b) to expand an automatic-assignment-enabled volume group


[image: image112]
Figure 2.90.2-6  Execution Example of the vgrlist Command (3)
2.90.3
Command termination messages and action to be taken
A message may be displayed when the vgrexpand command is executed. Actions to be taken against messages are described in Table 2.90.3-1 Message IDs and Actions to be Taken.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.90.3-1  Message IDs and Actions to be Taken (1/5)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify a correct parameter and reexecute.

	2
	KAQM04022-E
	An attempt to connect to a device file has failed.
	An attempt to connect to a device file has failed.
	Execute the fpstatus command to check the connection status of the specified device file, and then execute the vgrexpand command again. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM04023-E
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	4
	KAQM04024-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	

	5
	KAQM04025-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to acquire the device file information from the cluster management LU or the system file has failed.
	

	6
	KAQM04026-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to update the device file information of the cluster management LU or the system file has failed.
	

	7
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or a system error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM04034-E
	Resource group or virtual server information could not be acquired.
	Resource group or virtual server information could not be acquired. Internal error may have occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.90.3-1  Message IDs and Actions to be Taken (2/5)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM04048-E
	An error was detected while accessing the specified device file.
	An error was detected while accessing the specified device file.
	(Only when “-lu” option is specified)

Check the specified device file, and then execute the command again. If the error occurs again, collect the OS log and send it to the Support Center because a LU failure may have occurred.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM04049-E
	The specified device file does not exist, or the size of the LU allocated to the virtual server was changed.
	The specified device file does not exist, or the size of the LU allocated to the virtual server was changed.
	Check the specified device file, and then execute the command again.

	11
	KAQM04072-E
	Device files of two or more storage systems were specified.
	Device files of two or more storage systems were specified.
	Execute the command again with specifying a device file of one storage system.

	12
	KAQM04073-E
	The specified number of device files has exceeded the maximum.
	The specified number of device files has exceeded the maximum.
	Check the specified number of device files and execute the command again.

	13
	KAQM04074-E
	The specified device file name (device-file-name) is invalid.
	The specified device file name (device-file-name) is invalid.
	Specify a correct device file name and execute the command again.

	14
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	15
	KAQM04181-E
	Acquisition of volume group information failed.
	Acquisition of volume group information failed.
	Execute the command again after a while. If the error occurs again, execute “C.2.2 Determination Procedure when a Failure Occurred.”
If you are referring to here from Troubleshooting, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	16
	KAQM04227-Q
	LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n)
	LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n)
	Enter “y” when there is no problem that LUs with different drive types or pools are mixed together in a volume group (automatic allocation is disabled.).
Enter “n” to cancel.


Table 2.90.3-1  Message IDs and Actions to be Taken (3/5)

	No.
	Message ID
	Message
	Description
	Action

	17
	KAQM04229-W
	The LU (LU-name) is being used by another volume group.
	The LU (LU-name) is being used by another volume group.
	Specify a LU which is not already allocated.

	18
	KAQM04231-W
	The LU (LU-name) was not assigned to the volume group because no volume groups exist that contain an LU in the same storage system and with the same drive type and pool as the specified LU.
	A volume group does not exist that has LU that is same storage system, same drive type, and same pool number as the LU (LU-name).
	Expand a volume group with specifying an existing volume group name.

	19
	KAQM04232-W
	The LU (LU-name) was not assigned to the volume group because multiple volume groups exist that contain an LU in the same storage system and with the same drive type and pool as the specified LU.
	Multiple volume groups exist that have LU that is same storage system, same drive type, and same pool number as the LU (LU-name).
	Check the volume group name to be expanded again.

	20
	KAQM04233-E
	The volume group cannot be created or expanded because the resource group or virtual server is not running properly.
	Volume group functions cannot be used because the resource group or virtual server is not operating normally.
	Check the status of the node and resource group, and execute the command again.

	21
	KAQM04237-E
	The specified volume group does not exist on an active node or virtual server.
	The specified volume group does not exist in the operating node or the virtual server.
	Execute the vgrlist command (refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770) to check the specified volume group name and execute the command again.

	22
	KAQM04239-E
	The specified LU is already assigned to a volume group.
	The specified LU is being used by another volume group.
	Execute the command again with specifying another LU.

	23
	KAQM04241-E
	Assignment to the volume group (volume-group-name) that already contains the LU (LU-name) failed.
	Expand of the volume group (volume-group-name) which assigned LU(LU-name) failed.
	Take measures by referring to the subsequent message.

	24
	KAQM04249-W
	An error occurred in the LU (LU-name).
	An error occurred in the LU (LU-name).
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” and then execute the command again

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.90.3-1  Message IDs and Actions to be Taken (4/5)

	No.
	Message ID
	Message
	Description
	Action

	25
	KAQM04250-W
	The LU (LU-name) cannot be assigned to the volume group (volume-group-name) because an error occurred with an LU in the volume group.
	Do not perform expand the volume group (volume-group-name) by using the LU (LU-name) because an error occurred in the LU that make up the volume group.
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” and then execute the command again

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	26
	KAQM04251-E
	The volume group was neither created nor expanded.
	Creation and expansion of the volume group were not performed.
	Ask the system administrator about the status of creating the volume group, and then execute the command again.

	27
	KAQM04253-E
	An error occurred with one or more LUs in the specified volume group.
	An error occurred in the LU that make up the specified volume group.
	Check the LU status and execute the command again. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	28
	KAQM04254-E
	A volume group operation failed.
	A volume group operation failed.
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” reboot the OS, and then execute the command again

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.90.3-1  Message IDs and Actions to be Taken (5/5)

	No.
	Message ID
	Message
	Description
	Action

	29
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	29
	KAQM14129-E
	An error occurred in the <Cluster Management LU> or a system file, or access to the <Cluster Management LU> is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute “C.2.2 Determination Procedure when a Failure Occurred.”

	30
	KAQM14132-E
	No license is set to allow use of basic functionality.
	No license is set to allow use of basic functionality.
	Set a license. Ask the system administrator the setting or set it by executing the licenseset command. For how to set a license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	31
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to set a system management IP address, and then execute the command again.

	32
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=error)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	33
	KAQM14138-E
	There are too many or too few parameters.
	The number of specified parameters is invalid.
	Check the command format and specify the correct parameters. Then execute the command again.

	34
	KAQM14155-E
	The value "duplicated-value" is duplicated.
	The value "duplicated-value" is duplicated.
	Delete the duplicated value and execute the command again.


2.91
List of Volume Groups (vgrlist)
This command outputs a list of volume groups.

NOTE:
Do not execute this command before completing the definition of a single node configuration.

If you execute the command with specifying “volume-group-name”, only details of the specified volume group will be output. Volume group names are sorted in ascending order to output the details. Details to be output in a list or separated by colons (:).
When addition of new LU is detected, automatic assignment of a volume group is performed.
2.91.1
Command line

This command uses the following command lines.

(
To output a list of volume groups:
vgrlist [-c] [--list] [--assign {yes|no}] [volume-group-name]

(
To display the command format to the standard output:
vgrlist -h
Table 2.91.1-1 shows the description of each option.

Table 2.91.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-c
	Specify this option to output the result in a colon-separated form.
	(

	2
	--list
	Specify this option to display only a list of volume groups.
If this option is specified, LU information which is newly added will not be output.
	(

	3
	--assign {yes|no}
	Specify this option to suppress output of confirmation response messages for automatic assignment of a volume group.

yes:
Perform an automatic assignment when new LU is added.

no:
Suspend the command processing when new LU is added.
	When both this option and “volume-group-name” are specified, this option will be ignored.

	4
	volume-group-name
	Specify a volume group name to be output. The volume group name must start with “vg”, and to be specified in alphanumeric characters and underscores (_) within 16 characters.
	(

	5
	-h
	Display the command format to the standard output.
	(


2.91.2
Output format

The output format in executing the vgrlist command is shown in Figure 2.91.2-1

(1)
When displaying details (not specifying “-c” option)


[image: image113]
Figure 2.91.2-1  Output Format of the vgrlist Command

Table 2.91.2-1 shows the description of the items in the output format of the vgrlist command.

Table 2.91.2-1  Content of Output Format (1/2)
	No.
	Item
	Description

	1
	LU information
	Repeat the following information for the number of LUs.

	
	
	Device file name
	Displays a device file name (e.g.: /dev/enas/luXX).

	
	
	Drive type
	Displays a drive type.

FC/SAS (in the case of FC, SAS, or a nearline SAS of internal drive) / 
SATA (in the case of SATA, or SSD of internal drive) / SSD (in the case of SSD (or FMD/FMC)) / 
SAS7K (in the case of a nearline SAS) / - (in the case of an external storage or HDP)

	
	
	Device file capacity
	Displays a device file capacity by the GB.

	
	
	Default controller
	Displays a default controller.
CTL0: controller 0
CTL1: controller 1
-: In the case of an internal drive or when it is unidentifiable (‘-’ is displayed except when it is DF700).

	
	
	Target ID
	Displays a target ID.
NX-TYYY (X: 0 or 1, Y: ID (both are decimal numbers))
‘-’ is displayed in the case of an internal drive.

	
	
	Model
	Display a model name of the array the LU belongs.

AMS : any one of DF800S, DF800M, DF800H, DF800EXS, DF800ES, DF800EM, or DF800EH

HUS : any one of DF850XS, DF850S, or DF850MH

USP : RAID500 FC

NSC55 : RAID500 RK

USP_V : RAID600 FC

USP_VM : RAID600 RK

VSP : RAID700
VSP_G1000 : RAID800
HUS_VM : HM700
VSP_Gx00 : HM800 (any of VSP G200, G400, G600, G800, VSP F400, F600, F800)
HM850 (any of VSP G350, G370, G700, G900, VSP F350, F370, F700, F900)

	
	
	Serial number
	Displays a serial number.

	
	
	Dynamic Provisioning information
	Displays the information below
DP: V-VOL of Dynamic Provisioning

-: Other than V-VOL of Dynamic Provisioning

	
	
	DP pool ID
	Displays the information below when the detailed information display function (“-v” option) is enabled.

V-VOL of Dynamic Provisioning: DP pool ID

Other than V-VOL of Dynamic Provisioning: -


Table 2.91.2-1  Content of Output Format (2/2)
	No.
	Item
	Description

	2
	Counter
	Counts up the number of volume groups from 1.

	3
	Items
	Displays the following items in 25 characters with an one-byte leading space.

	
	
	Volume group
	Volume group name

	
	
	Total size(GB)
	Displays the total capacity of the volume group in the GB (in integer.)
If errors occur on all LUs, “-” is displayed.

	
	
	Free size(GB)
	Displays the free capacity of the volume group in the GB (in integer.)
If errors occur on all LUs, “-” is displayed.

	
	
	LU status
	Displays status of the LUs constituting the volume group.
When status of the LUs is normal: normal

When any of the LUs are blocked: error

	
	
	LUs
	Displays the LU names constituting the volume group in ascending order.
[When it is not a real LU] (DP pool ID is not displayed)
luXX (drive type) [ luXX(drive type)...]
[When it is not a virtual LU]
luXX (drive type, DP pool ID) [ luXX (drive type, DP pool ID)…]
[When it is a virtual LU] (If it is an external storage, “#” is displayed after the LU name.)

lu10#(-)

Below are the drive types to be displayed.
In the case of FC/SAS/a nearline SAS of internal drive: FC/SAS
In the case of SATA/SSD of internal drive: SATA
In the case of SSD(or FMD/FMC): SSD

In the case of a nearline SAS: SAS7K

In the case of an external storage/a LU in RAID and HDP (including HDT): -

	
	
	Model
	Displays a model identifier.

	
	
	Serial number
	Displays a serial number. In the case of an internal drive, “-” is displayed.

	
	
	Auto assign
	Displays whether the automatic assignment is enabled or disabled.

In the case the automatic assignment is enabled: enable

In the case the automatic assignment is disabled: disable

	4
	Value
	Displays values of the items in No.3.


(2)
When displaying in a colon-separated form (specifying “-c” option)
Values of the items described in No.3 of Table 2.91.2-1 are displayed in a colon-separated form.
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Figure 2.91.2-1  Output Format of the vgrlist Command

2.91.3
Execution procedure

This subsection describes the execution procedure of the vgrlist command.
(1)
Execution procedure to output the information of all volume groups
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Figure 2.91.3-1 and 2.91.3-2 show an example of executing the vgrlist command.
When a message ID is output, refer to Maintenance Tool “2.91.4 Command termination messages and action to be taken” (MNTT 02-4840).
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Figure 2.91.3-1  Execution Example of the vgrlist Command (with specifying “—list” option)

[image: image116]
Figure 2.91.3-2  Execution Example of the vgrlist Command (with specifying “-c” option)
(2)
Execution procedure for performing the automatic assignment to a volume group
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Figure 2.91.3-3 shows an example of executing the vgrlist command.
When newly added LU(s) exists, information of the added LU and KAQM04226-Q message are output. Enter “y’ and press [Enter] key if you want to perform the automatic assignment. The automatic assignment process will be suspended if you enter “n”.
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Figure 2.91.3-3  Execution Example of the vgrlist Command (KAQM04226-Q)
(c)
Figure 2.91.3-4 shows an output example after performing the automatic assignment to a volume group.
When a message ID is output, refer to Maintenance Tool “2.91.4 Command termination messages and action to be taken” (MNTT 02-4840).

[image: image118]
Figure 2.91.3-4  Execution Example of the vgrlist Command
(when the automatic assignment to a volume group is performed)
2.91.4
Command termination messages and action to be taken
A message may be displayed when the vgrlist command is executed. Actions to be taken against messages are described in Table 2.91.4-1 Message IDs and Actions to be Taken.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.91.4-1  Message IDs and Actions to be Taken (1/4)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM04022-E
	An attempt to connect to a device file has failed.
	An attempt to connect to a device file has failed.
	Execute the fpstatus command to check the connection status of the specified device file, and then execute the vgrexpand command again. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

[Note]

The message may also be output when the file system or LUs have problems. Check the status of file system and LU, check whether a SMNP notification message is output, and if any, take measures by following the message.

	2
	KAQM04023-E
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Collect the OS log and send it to the Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM04024-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	

	4
	KAQM04025-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to acquire the device file information from the cluster management LU or the system file has failed.
	

	5
	KAQM04026-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to update the device file information in the cluster management LU or the system file has failed.
	

	6
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or an internal error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM04034-E
	Resource group or virtual server information could not be acquired.
	Resource group or virtual server information could not be acquired.
Internal error may have occurred.
	Collect the OS log and send it to the Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	8
	KAQM04039-E
	An attempt to register resource information failed.
	An attempt to register resource information failed.
	An internal error may have occurred. Collect the OS log and send it to the Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.91.4-1  Message IDs and Actions to be Taken (2/4)

	No.
	Message ID
	Message
	Description
	Action

	9
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	10
	KAQM04226-Q
	Newly added LUs were detected. When automatic assignment processing is performed, volume groups are automatically created and expanded according to the storage systems the LUs are in, the drive types, and the pools. When automatic assignment processing is not performed, you must manually create and expand the volume groups. Are you sure you want to perform automatic assignment processing? (y/n)
	The newly added LU was detected. When performing the automatic assignment, according to storage system, drive type, and pool number, volume group is automatically created or expanded. When not performing the automatic assignment, the LU will be in operation suspension state and it is necessary to create or expand the volume group manually. Are you sure you want to perform the automatic assignment? (y/n)
	Enter “y” for performing the automatic assignment of the newly added LU.

Enter “n” for not performing the automatic assignment.

	11
	KAQM04232-W
	The LU (LU-name) was not assigned to the volume group because multiple volume groups exist that contain an LU in the same storage system and with the same drive type and pool as the specified LU.
	Multiple volume group exist that has LU that is same storage system, same drive type, and same pool number as the LU (LUname).
	Specify a volume group name to be extended.

	12
	KAQM04233-E
	The volume group cannot be created or expanded because the resource group or virtual server is not running properly.
	Volume group functions cannot be used because the resource group or virtual server is not operating normally.
	Check the status of the node and resource group, and execute the command again. When the status of the resource group is “OFFLINE,” the volume group functions cannot be used.

	13
	KAQM04237-E
	The specified volume group does not exist on an active node or virtual server.
	The specified volume group does not exist in the operating node or the virtual server.
	Execute the vgrlist command (refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770) to check the specified volume group name and execute the command again.

	14
	KAQM04240-E
	Creation of a volume group to assign the LU (LU-name) to failed.
	Create of the volume group which assigned LU(LUname) failed.
	Take measures by referring to the subsequent message.

	15
	KAQM04241-E
	Assignment to the volume group (volume-group-name) that already contains the LU (LU-name) failed.
	Expand of the volume group(volume group name) which assigned LU(LUname) failed.
	Take measures by referring to the subsequent message.

	16
	KAQM04249-W
	An error occurred in the LU (LU-name).
	An error occurred in the device file.
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” and then execute the command again

If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	17
	KAQM04250-W
	The LU (LU-name) cannot be assigned to the volume group (volume-group-name) because an error occurred with an LU in the volume group.
	An error occurred in the device file that makes up the volume group.
	


Table 2.91.4-1  Message IDs and Actions to be Taken (3/4)

	No.
	Message ID
	Message
	Description
	Action

	18
	KAQM04251-E
	The volume group was neither created nor expanded.
	Creation and expansion of the volume group were not performed.
	Ask the system administrator about the status of creating the volume group, and then execute the command again.

	19
	KAQM04254-E
	A volume group operation failed.
	A volume group operation failed.
	Recover the LU failure by executing “C.2.2 Determination Procedure when a Failure Occurred,” reboot the OS, and then execute the command again.
If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	20
	KAQM04256-W
	The LU (<LU-name >) is being used by another volume group.
	The LU is being used by another volume group.
	Check the volume group status.

	21
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.91.4-1  Message IDs and Actions to be Taken (4/4)

	No.
	Message ID
	Message
	Description
	Action

	22
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify a correct parameter and reexecute.

	23
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to set a system management IP address, and then execute the command again.

	24
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands. (Error=<error>)
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300)

	25
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify correct parameters. Then execute the command again.

	26
	KAQM14161-E
	A timeout occurred during the resource operation.
	The system may be under a heavy load, or another resource operation may have been executed.
	Check the node status and execute the command again after a while. If this message is output again, collect the OS log and send it to the Support Center because a LU failure may have occurred.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.92
Repairing Volume Group (vgrrepair)
This command removes failed volume groups. When a volume group not failed is specified, this command terminates normally.

NOTE:(
Do not use this command to delete a volume group unless otherwise instructed to do so.

(
Do not execute this command before completing the definition of a single node configuration.

When “--list” option is specified, a list of failed LUs, or a list of file systems and differential-data storage devices which use the specified LU is output.
If there is a file system or a differential-data storage device which is enabled due to the failure, you cannot repair the volume group. Before repairing a volume group, it is required to delete all file systems and differential-data storage devices which are output by executing the command with “--list” option.
2.92.1
Command line

This command uses the following command lines.

(
To repair volume groups

vgrrepair [--list [--lu LU]] [-y] volume-group-name
(
To display the command format to the standard output:

vgrrepair -h
Table 2.92.1-1 shows the description of each option.

Table 2.92.1-1  Description of options

	No.
	Option
	Description
	Remarks

	1
	-y
	Specify this option to suppress output of confirmation response messages.
	The default value is 180 (3minutes).

	2
	--list
	Specify this option to display a list of failed LUs, or a list of file systems which use the specified LU.
	(

	3
	--lu LU
	Specify this option to display a list of file systems which use the specified LU.
	When this option is omitted, a list of file systems which use failed LUs is displayed.

	4
	volume-group-name
	Specify a volume group name to be repaired. The volume group name must start with “vg”, and to be specified in alphanumeric characters and underscores (_) within 16 characters.
	(

	5
	-h
	Display the command format to the standard output.
	(


2.92.2
Output format

The output format in executing the vgrrepair command is shown in Figure 2.92.2-1
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Figure 2.92.2-1  Output Format of the vgrrepair Command

Table 2.92.2-1 shows the description of the items in the output format of the vgrrepair command.

Table 2.92.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	File system name
	A name of disabled file system

	2
	LU name
	A name of removed LU (luXX)


2.92.3
Execution procedure

This subsection describes the procedure to remove a LU assigned to a volume group by executing the vgrrepair command.
(1)
Execution procedure to remove an unnecessary LU assigned to a volume group by mistake
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Identify the volume group name to which the LU is assigned by mistake.
For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).
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Figure 2.92.3-1  Execution Example of the lumaplist Command (1)
(c)
Check that file systems or differential-data storage devices which use the LU to be removed do not exist in the volume group.
Execute the vgrrepair command to check whether file system names or differential-data storage device names are displayed. If there are any, request the system administrator to remove them.
When a message ID is output, refer to Maintenance Tool “2.92.4 Command termination messages and action to be taken” (MNTT 02-4940).
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Figure 2.92.3-2  Execution Example of the vgrrepair Command (1)
(d)
Request the system administrator to remove paths to the LU to be removed and LDEVs.
Although SIM (KAQK36700-E) is output when LU paths are removed, continue the procedure.
(e)
Execute the vgrrepair command to reconfigure the volume group. Enter “y” and press [Enter] key when KAQM04245-Q message is output.
When a message ID is output, refer to Maintenance Tool “2.92.4 Command termination messages and action to be taken” (MNTT 02-4940).
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Figure 2.92.3-3  Execution Example of the vgrrepair Command (2)
(f)
Execute the lumaplist command to check the volume group assignment.
For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).
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Figure 2.92.3-4  Execution Example of the lumaplist Command (2)
(2)
Execution procedure to recover the failure of some LUs in a volume group
(a)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Execute the vgrlist --list command to check whether errors have occurred on all LUs in the volume group. When errors have occurred on all LUs in the volume group, “-” is output as [Total size(GB)] and [Free size(GB).] When a block has occurred, “error” may be output as [LU status.]
For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
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Figure 2.92.3-5  Execution Example of the vgrlist Command (1)
(c)
Execute the lumaplist command to identify the failed LU. “-” is output as [size] of a failed LU. For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).
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Figure 2.92.3-6  Execution Example of the lumaplist Command (3)
(d)
Check that file systems or differential-data storage devices which use the LU to be removed do not exist in the volume group.
Execute the vgrrepair command to check whether file system names or differential-data storage device names are displayed. If there are any, request the system administrator to remove them.
When a message ID is output, refer to Maintenance Tool “2.92.4 Command termination messages and action to be taken” (MNTT 02-4940).
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Figure 2.92.3-7  Execution Example of the vgrrepair Command (3)
(e)
Request the system administrator to remove paths to the LU to be removed and LDEVs.
Although SIM (KAQK36700-E) is output when LU paths are removed, continue the procedure.
(f)
Execute the vgrrepair command to reconfigure the volume group. Enter “y” and press [Enter] key when KAQM04245-Q message is output.
When a message ID is output, refer to Maintenance Tool “2.92.4 Command termination messages and action to be taken” (MNTT 02-4940).
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Figure 2.92.3-8  Execution Example of the vgrrepair Command (4)
(g)
Execute the lumaplist command to check the volume group assignment.
For details, refer to Maintenance Tool “2.65 User LU Mapping Display (lumaplist)” (MNTT 02-3470).
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Figure 2.92.3-9  Execution Example of the lumaplist Command (4)
(h)
Execute the vgrlist --list command to check the volume group status.
For details, refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770).
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Figure 2.92.3-10  Execution Example of the vgrlist Command (2)
2.92.4
Command termination messages and action to be taken
A message may be displayed when the vgrrepair command is executed. Actions to be taken against messages are described in Table 2.92.4-1 Message IDs and Actions to be Taken.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.92.4-1  Message IDs and Actions to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM04023-E
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Information acquisition of a device file failed because of an unexpected error in internal processing.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM04024-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to access the cluster management LU or the system file has failed.
	

	3
	KAQM04025-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to acquire the device file information from the cluster management LU or the system file has failed.
	

	4
	KAQM04026-E
	An attempt to access the cluster management LU or the system file has failed.
	An attempt to update the device file information of the cluster management LU or the system file has failed.
	

	5
	KAQM04031-E
	A conflict with another system administrator's operation or an internal error may have occurred.
	A conflict with another system administrator's operation or an internal error may have occurred.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM04048-E
	An error was detected while accessing the specified device file.
	An error was detected while accessing the specified device file.
	(Only when “–lu” option is specified)

Check the specified device file, and then execute the command again. If the error occurs again, collect the OS log and send it to the Support Center because a LU failure may have occurred.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM04074-E
	The specified device file name (device-file-name) is invalid.
	The specified device file name (device-file-name) is invalid.
	Specify a correct device file name and execute the command again.

	8
	KAQM04126-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM04236-E
	The volume group contains one or more invalid file systems or differential-data storage devices.
	The volume group contains a disabled file system or differential-data storage device.
	Remove the disabled file system or differential-data storage device, and then execute the command again.


Table 2.92.4-1  Message IDs and Actions to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	10
	KAQM04237-E
	The specified volume group does not exist on an active node or virtual server.
	The specified volume group does not exist in the operating node or the virtual server.
	Execute the vgrlist command (refer to Maintenance Tool “2.91 List of Volume Groups (vgrlist)” (MNTT 02-4770) to check the specified volume group name and execute the command again.

	11
	KAQM04238-E
	Recovery of the volume group failed.
	Repair of the volume group failed.
	Check the FC path status to confirm whether there is a problem with the connection to the storage system. If there is no problem with the connection, execute the command again. If the error occurs again, collect the OS log and send it to the Support Center. 
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	12
	KAQM04245-Q
	Are you sure you want to recover the specified volume group?(y/n)
	Are you sure you want to repair the specified volume group?(y/n)
	Enter “y” to repair the volume group.

To cancel, enter “n.”

	13
	KAQM04246-E
	An error occurred with all the LUs in the volume group.
	An error occurred in all LUs in the volume group.
	Check the error information of LU and recover the failure in cooperate with the system administrator.

Execute “C.2.2 Determination Procedure when a Failure Occurred.”

	14
	KAQM04255-E
	The specified LU is not assigned to the specified volume group.
	The specified LU is not assigned to the specified volume group.
	Specify a LU that is assigned to the specified volume group.

	15
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	16
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter (<parameter>).
	Specify a correct parameter and reexecute.

	17
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to set a system management IP address, and then execute the command again.

	18
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.


2.93
Consistency Checking of the Data in the Virtual Disk (ccstart.sh)

This command executes the consistency checking of data in the virtual disk.
This ccstart.sh command is used to start the consistency checking of the data. Therefore, an error message is not output even if any inconsistency occurred as the result of the checking.

NOTE:(
Do not execute this command on CR220SM.

(
Execute the command after confirming that the rebuilding is not in progress.

(
To execute this command, leave more than 10 hours interval after the new installation.
Initialization of the virtual disk may be executed even after completing the new installation.
(
Even if this command is executed when the consistency checking of the data is in progress, the consistency checking which has already been executed is continued.

(
Confirm that no physical failure occurs on all drives before executing this command.

2.93.1
Command line

This command uses the following command line.

(
To execute consistency checking of data in the virtual disk:
ccstart.sh

2.93.2
Output format

The output format for the ccstart.sh command execution is shown in Figure 2.93.2-1 Output Format of the ccstart.sh Command.
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Figure 2.93.2-1  Output Format of the ccstart.sh Command
Table 2.93.2-1 describes the details about the items in Figure 2.93.2-1 Output Format of the ccchk.sh Command.
Table 2.93.2-1  Description of the Items in the Output Format

	No
	Item
	Description

	1
	[Execution Result]
	Displays the start of the data consistency checking has succeeded or failed..

	2
	[Exit Code]

	Displays the return value of a command.


2.93.3
Execution procedure

This subsection describes the procedure for executing the ccstart.sh command.
(1)
Log into the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Use the hwstatus command to check that no physical failure occurs on the internal drives (“Internal HDD Information” displays [ok]). For the details of the command, refer to Maintenance Tool “2.3 Displaying the hardware Status (hwstatus)” (MNTT 02-0140). 
(3)
Execute the rbldchk.sh command by referring to Maintenance Tool “2.58 Confirmation of Rebuilding Progress of Physical Disk (rbldchk.sh)” (MNTT 02-3170) and confirm that the rebuilding is not in progress.
(4)
Execute the ccchk.sh command by referring to Maintenance Tool “2.57 Progress Confirmation of Consistency Checking of the Data in the Virtual Disk’ (ccchk.sh)” (MNTT 02-3140) and confirm that the Consistency Check has not been started.
(5)
If the OS version is 4.1.1-XX or later, execute the initchk.sh command by referring to Maintenance Tool “2.96 Confirmation of Progress of Virtual Disk Initialization (initchk.sh)” (MNTT 02-5030) and confirm that all virtual disks are not in progress of the initialization.
(6)
Execute the ccstart.sh command. An execution example is shown in Figure 2.93.3-1.
When Exit Code is other than 0x00, refer to Maintenance Tool “2.93.4 Command termination messages and action to be taken”(MNTT 02-4990).
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Figure 2.93.3-1  Execution Example of ccstart.sh Command (1)

However, if the log file shown in the Figure .93-3-2 was output, the conditions stated in the node may not be fulfilled. In this case, execute the above steps from (2) to (5) and confirm that the process has not been performed.

[image: image132]
Figure 2.93.3-2  Execution Example of ccstart.sh Command (2)

· Even though the partial drives display “Success” and an error is appeared for the rest of the drives, the consistence checking is executed for the drives the consistency checking has been succeeded.
(7)
To check the progress status of the consistency checking of data, execute the ccchk.sh command.

For the details, refer to Maintenance Tool “2.57 Progress Confirmation of Consistency Checking of the Data in the Virtual Disk (ccchk.sh)” (MNTT 02-3140) (MNTT 02-3140).

(8)
After confirming that the consistency checking of the data has been completed using the ccchk.sh command,

confirm that the SIM message ((KAQK37528-E) has not been output to make sure the data inconsistency has not been occurred. For how to confirm the SIM message, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
(9)
Execute the log.sh command (refer to Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)” (MNTT 02-3080)) and collect the log.
(10)
Execute a file transfer command on the command prompt of the maintenance PC as shown in Figure 2.93.3-3 to download the log file that is created at the step (9). Specifying only file name is available because the files are stored under the home directory for the maintenance personnel (/home/service). For more details about file downloading, refer to Maintenance Tool “1.3.5 Commands used for transferring files” (MNTT 01-0230).
An example of using pscp is described here.
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Figure 2.93.3-3  Log file about Consistency Check downloading for the maintenance PC

(11)
Delete the log files that downloaded in the step (10) as shown in Figure 2.93.3-4.
For more details about file deletion, refer to Maintenance Tool “2.26 Deleting the Specified File (rmfile)” (MNTT 02-1660).

[image: image134]
Figure 2.93.3-4  Deletion of files that downloaded

(12)
Execute the oslogget command (refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300) to download log files from the command prompt of the maintenance PC using the file transfer command as shown in Figure 2.93.3-5. Note that the log file is stored in the directory under the “/log/” shown below.
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Figure 2.93.3-5  OS Log file downloading for the maintenance PC

2.93.4
Command termination messages and action to be taken
When the ccstart.sh command is executed, Exit Code is displayed. Table 2.93.4-1 shows the Exit Code and the actions to be taken corresponding to each Exit Code.
Table 2.93.4-1  Exit Code and Actions to be Taken
	No.
	Exit Code
	Description
	Action

	1
	0x00
	The operation is terminated normally.
	(
*Note that execute the log.sh command and oslogget command by performing the confirmation of existence of the data inconsistency (confirming the output of SIM message (KAQK37528-E ) to collect the RAID controller log and OS log. 

For how to confirm the SIM message, refer to Maintenance Tool “2.6 Displaying SIMs on This Side (syseventlist)” (MNTT 02-0360).
For the log.sh command, refer to Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh) (MNTT 02-3080) and For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	other than 0x00
	The operation is terminated abnormally.
	Execute the log.sh command and oslogget command to collect the RAID controller log and OS log and send them to the Support Center.

For the log.sh command, refer to Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh) (MNTT 02-3080) and For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.94
OS Boot Check (bootstatus)

This command checks the OS boot status.
Completion status of the OS boot can be confirmed by executing this command.
NOTE:(
This command can be executed if the OS version is 4.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.94.1
Command line

This command uses the following command line.
bootstatus
2.94.2
Execution procedure

Execution procedure of the bootstatus command is as follows.
(1)
Log in to the execution node via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute the bootstatus command.
Figure 2.94.2-1 shows the example for when OS boot is completed, and Figure 2.94.2-2 shows the example for when OS boot is not completed.
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Figure 2.94.2-1  Execution Example of the bootstatus Command (When OS boot is completed)


[image: image137]
Figure 2.94.2-2  Execution Example of the bootstatus Command (When OS boot is not completed)

2.94.3
Command termination messages and action to be taken
If a message is displayed at the time of the bootstatus command execution, this means that OS boot has not been completed.
Table 2.94.3-1 shows the message ID and actions.
Table 2.94.3-1  Message IDs and Actions to be Taken
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14179-W
	Processing to start the OS is not complete. Wait several minutes, and then log in again.
	OS boot process has not been completed.
Log in again a few minutes later.
	Log out and log in again 10 minutes later to confirm that this message is not displayed anymore. If displayed, this means that OS boot has failed.
Refer to “C.2.4 Diagnosis for OS Boot Failure”


2.95
Confirming the Progress of Virtual Disk Initialization (initchk.sh)
This command is used to confirm the progress of the virtual disk initialization which is run in the background.
NOTE:
This command can be executed if the OS version is 4.1.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.95.1
Command line

This command uses the following command line.

(
In case of confirming the progress of the virtual disk initialization:
initchk.sh

2.95.2
Output format

The output format for the initchk.sh command execution is shown in Figure 2.95.2-1.
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Figure 2.95.2-1  Output Format of the initchk.sh Command
Table 2.95.2-1 describes the details about the items in Figure 2.95.2-1 Output format of the initchk.sh Command.
Table 2.95.2-1  Description of the Items in the Output Format
	No.
	Option
	Description

	1
	[Execution Result]
	Displays the progress of the initialization for each virtual disk (VD).

	2
	[Exit Code]

	Displays the return value of a command.


2.95.3
Execution procedure

This subsection describes the procedure for executing the initchk.sh command.
(1)
Log in to the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the initchk.sh command. An execution example is shown in Figure 2.95.3-1.
VD displays “is not in Progress” is not under the initialization. Either the initialization is not executed or the initialization has already been completed.
When Exit Code is other than 0x00, refer to Maintenance Tool “2.95.4 Command termination messages and action to be taken”(MNTT 02-5020).
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Figure 2.95.3-1  Execution Example of initchk.sh Command
2.95.4
Command termination messages and action to be taken

Exit Code is displayed when executing the initchk.sh command. Table 2.95.4-1 shows the Exit Code and the actions to be taken corresponding to each Exit Code.
Table 2.95.4-1  Exit Code and Actions to be Taken
	No.
	Exit Code
	Description
	Action

	1
	0x00
	The operation is terminated normally.
	(

	2
	other than 0x00
	The operation is terminated abnormally.
	Execute the log.sh command and oslogget command to collect the RAID controller log and OS log and send them to the Support Center.

For the log.sh command, refer to Maintenance Tool “2.55 Embedded RAID Controller Internal Log Acquisition (log.sh) (MNTT 02-3080) and For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.96
Displaying the DHCP Setting of the Network Interface (dhcpget)
This command displays the DHCP setting of the network interface.
NOTE:(
This is not supported in the cluster configuration.

(
This command can be executed if the OS version is 4.1.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.96.1
Command line

This command uses the following command lines.

(
In case of displaying the DHCP setting of the network interface:
dhcpget [interface]
(
To display the command format on the standard output:
dhcpget -h

Table 2.96.1-1 shows the description of each option.

Table 2.96.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	interface
	Specify the interface name which confirms the DHCP setting.
	(

	2
	-h
	Output the command format to the standard output.
	(


2.96.2
Output format

The output format for dhcpget command execution is shown in Figure 2.96.2-1 Output Format of the dhcpget Command.
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Figure 2.96.2-1  Output Format of the dhcpget Command

Table 2.96.2-1 describes the details about the items in Figure 2.96.2-1 Output Format of the dhcpget Command.

Table 2.96.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	[interface]
	Dsiplays the interface name.

	2
	[On/Off]
	On:
DHCP setting is enabled (it has been set as the DHCP client)
Off:
DHCP setting is disabled (it has not been set as the DHCP client)

	3
	[(message1)]
	If the DHCP setting is waiting for the reflection, the following message is output. (*1)
(Settings are pending application to the system. (pending settings = <On/Off>))

	4
	[message2]
	The following message is output. (*2)
The settings that are pending application to the system are described below.

	5
	[IP address]
	Displays IPv4 address of [interface]. (*2)

	6
	[netmask]
	Displays netmask of [interface]. (*2)

	7
	[mtu]
	Displays IPv4 address of [interface]. (*2)

	8
	[gateway]
	Displays the gateway which goes through [interface].


*1:
When changing the DHCP setting, this setting will be the pending status if it cannot communicate with the DHCP server. To cancel the pending status to reflect the setting to the system, use the dhcpset command. 
For the details of the dhcpset command, refer to Maintenance Tool “2.97 DHCP Setting of Network Interface (dhcpset)” (MNTT 02-5070).
*2:
It is displayed until the DHCP setting changed from enabled to disabled status and the network information are reflected.
2.96.3
Execution procedure

This subsection describes the procedure for executing the dhcpget command.

(1)
Log in to the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the dhcpget command. Figure 2.96.3-1, Figure 2.96.3-2 and Figure 2.96.3-3 show the execution examples.
When the message ID is shown, take measures with reference to Maintenance Tool “2.96.4 Command termination messages and action to be taken” (MNTT 02-5060).

After completing the measures, retry the operation.
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Figure 2.96.3-1  Execution Example of the dhcpget Command
(When the DHCP Setting is Enabled)
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Figure 2.96.3-2  Execution Example of the dhcpget Command
(When the DHCP Setting is Disabled)
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Figure 2.96.3-3  Execution Example of the dhcpget Command
(When the DHCP Setting is Waiting for Reflection)
2.96.4
Command termination messages and action to be taken

When you execute the dhcpget command, messages might be displayed. Table 2.96.4-1 lists the action to be taken for each message ID.

Table 2.96.4-1  Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM05038-E
	The specified interface does not exist. (interface=<interface>)
	There is no specified interface.
	Specify the valid interface.

	3
	KAQM05042-E
	The interface specification is invalid.
	The specified value is incorrect.
	Check the interface to be deleted and specify it again, and then execute the command again.

	4
	KAQM05048-E
	An attempt to access the cluster management LU has failed.
	Failed to access the cluster management LU.
	Execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	5
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource to be used in the required processing is used by another user.
	Execute the command again after waiting for a while.
If the error occurs again, collect the OS Log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	6
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	7
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter.
	Specify the correct parameter and execute the command again.


Table 2.96.4-1  Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	10
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.

	11
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log, and send it to the support center. To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.97
DHCP Setting of Interface (dhcpset)
This command executes the DHCP setting of the network interface. Note that this command should execute only for mng0.
NOTE:(
This is not supported in the cluster configuration.

(
This command can be executed if the OS version is 4.1.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.97.1
Command line

This command uses the following command lines.

(
To enable the DHCP setting of the network interface:
dhcpset --on interface

(
To disable the DHCP setting of the network interface:
dhcpset --off -a ip_address -n netmask [-g gateway] interface

(
To cancel the setting information which is waiting for the reflection to the system:
dhcpset --cancel interface

(
To display the command format on the standard output:
dhcpset -h

Table 2.97.1-1 shows the description of each option.

Table 2.97.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--on
	Specifies in case of enabling the DHCP client setting.
	(

	2
	--off
	Specifies in case of disabling the DHCP client.
	(

	3
	--cancel
	Specifies in case of cancelling the DHCP setting which is waiting for the reflection to the system.
	(

	4
	-a <ip_address>
	Specifies the fixed IPv4 address information set to the management port interface.

IPv6 address cannot be specified.
	(

	5
	-n <netmask>
	Specify the netmask.
	(

	6
	-g <gateway>
	Specifies the IP address of the gateway which goes through or host name.
	(

	7
	interface
	Specifies the interface name to be set.
	(

	8
	-h
	Output the command format to the standard output.
	(


2.97.2
Execution procedure

This subsection describes the procedure for executing the dhcpset command.

When disabling the DHCP setting of the network interface, see (1) Disabling the DHCP setting.
To cancel the DHCP setting which is waiting for the reflection to the system, refer to Maintenance Tool “2.97.2 (2) Cancelling the DHCP Setting Waiting for the System Reflection” (MNTT 02-5090).
(1)
Disabling the DHCP setting
(a)
Log in to the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(b)
Execute the dhcpget command and confirm that the current DHCP setting is enabled (“On”).
For details, refer to Maintenance Tool “2.96 Displaying the DHCP Setting of the Network Interface (dhcpget)” (MNTT 02-5030).
(c)
Execute the dhcpset command. Figure 2.97.2-1 shows the execution example.
When the message ID is shown, take measures with reference to Maintenance Tool “2.97.3 Command termination messages and action to be taken” (MNTT 02-5100).

After completing the measures, retry the operation.
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Figure 2.97.2-1  Execution Example of the dhcpset Command

(d)
When executing the dhcpset command, the confirmation message (KAQM05271-Q) is displayed. Then, input “y” to execute. To cancel the execution, enter “n”.
When the message ID is shown, take measures with reference to Maintenance Tool “2.97.3 Command termination messages and action to be taken” (MNTT 02-5100).

After completing the measures, retry the operation.


[image: image145]
Figure 2.97.2-2  Confirmation Message when Executing the dhcpset Command
(e)
Execute the dhcpget command and confirm that the DHCP setting is disabled (“Off”).
For details about how to log in to a node, refer to Maintenance Tool “2.96 Displaying the DHCP Setting of the Network Interface (dhcpget)” (MNTT 02-5030).
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Figure 2.97.2-3  Execution Example of the dhcpget Command

(f)
Execute the iflist command and confirm the network information which has been set.
For details about how to log in to a node, refer to Maintenance Tool “2.4 Displaying the Network Status (iflist)” (MNTT 02-0200
(2)
Cancelling the DHCP Setting Waiting for the System Reflection
(a)
Log in to the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(b)
Execute the dhcpget command and confirm that the current DHCP setting is disabled (“Off”) and the message to inform that the DHCP setting is waiting for the reflection to the system is not output.
For details about how to log in to a node, refer to Maintenance Tool “2.96 Displaying the DHCP Setting of the Network Interface (dhcpget)” (MNTT 02-5030).
(c)
Execute the dhcpset command. Figure 2.97.2-4 shows the execution example.
When the message ID is shown, take measures with reference to Maintenance Tool “2.97.3 Command termination messages and action to be taken” (MNTT 02-5100).

After completing the measures, retry the operation.
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Figure 2.97.2-4  Execution Example of the dhcpset Command

(d)
Execute the dhcpget command and confirm that the DHCP setting is disabled (“Off”) and the message to inform that the DHCP setting is waiting for the reflection to the system is not output.
For details about how to log in to a node, refer to Maintenance Tool “2.96 Displaying the DHCP Setting of the Network Interface (dhcpget)” (MNTT 02-5030).

[image: image148]
Figure 2.97.2-5  Execution Example of the dhcpget Command

2.97.3
Command termination messages and action to be taken

When you execute the dhcpset command, messages might be displayed. Table 2.97.3-1 lists the action to be taken for each message ID.

NOTE:
Although KAQMxxxx-Q is a confirmation message, listed on the table as part of a termination message.

Table 2.97.3-1  Message IDs and Actions to be Taken (1/4)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM05002-E
	A syntax error exists in the entered <item name>.
	The entered content is invalid.
	The displayed content is wrong.

Enter the correct content and execute the command again.

	2
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center. 
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	3
	KAQM05018-E
	The specified host name (<host name>) cannot be resolved.
	The specified host name cannot be resolved.
	Specify a different host name that can be resolve the name, and then retry the operation.

	4
	KAQM05019-E
	The specified gateway is not in the network.
	The specified gateway does not exist in the network.
	Specify a gateway of the same network.

	5
	KAQM05028-E
	The specified routing entry already exists.
	The specified routing settings already exist.
	Request the system administrator to check the settings for routing in the cluster. Check if the same settings already exist and if the settings are synchronized within the cluster.

If the same settings exist within the cluster, enter different routing settings.
If unsynchronized settings exist within the cluster, delete the settings and execute the command again.

For details about deleting the routing, request the system administrator or refer to Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100).

	6
	KAQM05034-E
	The specified IP address cannot be used because it is already in use. (IP address = <IP address>)
	The specified IP address is already used.
	Specify another IP address, and then retry the operation.


Table 2.97.3-1  Message IDs and Actions to be Taken (2/4)
	No.
	Message ID
	Message
	Description
	Action

	7
	KAQM05036-E
	The network identified by the specified IP address and netmask cannot be used because it is already in use. (network address = <network address>)
	The network identified by the specified IP address and netmask is already used.
	Check the interface settings.
Specify another IP address or netmask and execute the command again.

	8
	KAQM05038-E
	The specified interface does not exist. (interface=<interface>)
	There is no specified interface.
	Specify the valid interface.

	9
	KAQM05041-E
	The specified port is already being used.
	Specified port is already in use.
	Check the specified port.

	10
	KAQM05042-E
	The interface specification is invalid.
	The specified value is incorrect.
	Check the interface to be deleted and specify it again, and then execute the command again.

	11
	KAQM05048-E
	An attempt to access the cluster management LU has failed.
	Failed to access the cluster management LU.
	Execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	12
	KAQM05051-E
	An attempt to restart the network has failed.
	Failed to reboot the network.
	Check that the OS of a node is not stopped and an error does not occur in the network. If the same error message is displayed after the retry, execute the procedure by referring to “C.2.2 Determination Procedure when a Failure Occurred”.

	13
	KAQM05053-E
	An attempt to set network information has failed.
	Failed to set the network information.
	Check that the resource group is offline and then execute the command again. 
For the checking method, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).
Also check that OS of a node is not stopped and an error does not occur in the network.
If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	14
	KAQM05064-E
	The number of routing information registrations has reached the maximum.
	The number of routing information registrations has reached the maximum.
	Delete unnecessary routing information and execute the command again. 
For details about deleting the routing, refer to Maintenance Tool “2.17 Deleting the Management Port Routing Information (mngroutedel)” (MNTT 02-1100).


Table 2.97.3-1  Message IDs and Actions to be Taken (3/4)
	No.
	Message ID
	Message
	Description
	Action

	15
	KAQM05115-E
	The format of the specified IP address is invalid. (IP address= ＜IP address＞)
	The format of the specified IP address is invalid.
	Use the correct IP address format.

	16
	KAQM05116-E
	The format of the specified host name or IP address is invalid. (host

name or IP address= <host name or IP address>)
	The format of the specified host name or IP address is invalid.
	Use alphanumeric characters, period ( . ), and hyphen ( - ) (the first must be an alphabet and the last must by an alphanumeric character) or the IP address format.

	17
	KAQM05119-E
	An attempt to acquire the resource group status has failed.
	Hardware failure may have occurred.
	Execute the “C.2.2 Determination Procedure when a Failure Occurred”.

	18
	KAQM05129-E
	The resource group status is invalid.
	Resource group is not the status of Online/No error, Offline/No error or Online Maintenance/No error.
	Try again after confirming the resource group status.
For the checking method, refer to Maintenance Tool “2.63 Resource group Status Display (rgstatus)” (MNTT 02-3380).

	19
	KAQM05221-E
	The same IP address was specified more than once. (IP address = <IP address>)
	Specified IP address is duplicated.
	Specify the IP address with avoiding the duplication.

	20
	KAQM05267-E
	The specified interface cannot use DHCP because the interface is configured with an IPv6 address.
	IPv6 address set interface cannot use DHCP.
	Check that the specified interface is correct.

	21
	KAQM05271-Q
	Changes to the DHCP settings will be applied to the system. If you proceed, the node might become disconnected. Are you sure you want to apply the changes to the DHCP settings? (y/n)
	(
	Input “y” or “n”.

	22
	KAQM05273-I
	The node might be disconnected because the network settings were changed. If the node is disconnected, wait a few minutes, and then log in again.
	Connection with the node may be disconnected as the network setting has been changed.
	Log in again after a while.

	23
	KAQM05274-E
	The specified interface has DHCP settings that are pending application to the system. Settings that differ from the pending settings cannot be specified.
	Process has suspended because the value which is different from the setting information held to reflect to the system has been specified.
	Check the DHCP setting.
If you want to cancel the DHCP setting information which was held to reflect to the system, specify the --cancel option.

	24
	KAQM05275-E
	Failed to change the DHCP settings.
	There is a problem with the communication with the DHCP server or the setting on the DHCP server.
	Confirm with the system administrator whether the setting of the DHCP server is correct and the DHCP server is operating normally.

Retry after checking that no failure occurs in the network.
If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


Table 2.97.3-1  Message IDs and Actions to be Taken (4/4)
	No.
	Message ID
	Message
	Description
	Action

	25
	KAQM05277-I
	The DHCP settings that were pending application to the system

were canceled.
	(
	(

	26
	KAQM05280-I
	The DNS settings changed. You must restart the OS.
	(
	(

	27
	KAQM05283-E
	The specified interface is not using DHCP.
	DHCP is not used in the specified interface.
	Check the setting of the specified interface.

	28
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	The resource to be used in the required processing is used by another user.
	Execute the command again after waiting for a while. If the error occurs again, collect the OS Log, and send it to the support center. 
To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	29
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier.
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	30
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	A syntax error exists in the parameter.
	Specify the correct parameter and execute the command again.

	31
	KAQM14133-E
	The command cannot be used because a cluster configuration is not defined.
	The command started in the status that the cluster is not configured.
	Ask the system administrator to configure the cluster, and then execute the command again.

	32
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error = <error>)
	An error occurred in the shared processing of commands.
	Collect the OS log, and send it to the support center. 
To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	33
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(

	34
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.

	35
	KAQM14150-E
	An error occurred in the system.
	A system error occurred.
	Collect the OS log, and send it to the support center. 
To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.98
Displaying Settings of I/O Scheduler and Reloading Settings (luioschedulectl)

This command displays the settings of an I/O scheduler or reload the settings.

NOTE:
This command can be executed if the OS version is 5.0.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).

2.98.1
Command line

This command uses the following command lines.

(
To displays the settings of the I/O scheduler:
luioschedulectl

(
To reload the settings of the I/O scheduler:
luioschedulectl --reload

(
To set an I/O scheduler (for system administrators):
luioschedulectl --set {cfq|noop} dev-name[,dev-name...]

(
To display the command format on the standard output:
luioschedulectl -h

Table 2.98.1-1 shows the description of each option.

Table 2.98.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	--reload
	Reloads the settings of the I/O scheduler to all device files that the OS recognizes.
	(

	2
	--set
	Sets an I/O scheduler on the specified device files.

cfq
: Setting CFG scheduler

noop
: Setting NOOP scheduler
	This option is for system administrators.

	3
	dev-name
	Specifies the device file name in the format of luXX. (XX are hexadecimal numbers within the ranges shown below.)

- Cluster configuration: 0000 - 03FF

- Single node configuration: 00 - FF

To specify two or more device files, separate the device file names by a comma (,) in the format of “luXX, luXX”.

The maximum number of device files that can be specified is 256.

A comma cannot be used at the beginning or end of a device file name. The same device file name cannot be assigned to different files if multiple device files are specified.
	This option is for system administrators.

Maintenance personnel must not use this option.

	4
	-h
	Display the command format to the standard output.
	At the time of output, KAQM14136-I is displayed. 


2.98.2
Output format

The output format for luioschedulectl command execution is shown in Figure 2.98.2-1 Output Format of the luioschedulectl Command.
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Figure 2.98.2-1  Output Format of the luioschedulectl Command

Table 2.98.2-1 describes the details about the items in Figure 2.98.2-1 Output Format of the luioschedulectl Command.

Table 2.98.2-1  Description of the Items in the Output Format
	No.
	Item
	Description

	1
	Device file
	Displays all device file names that the OS recognizes one line at a time.

If the values of [Configuration] and [Active] are different, “*” is added at the beginning of the device file name. (e.g., *lu01)

	2
	Configuration
	The settings of the I/O scheduler of [Device file] are displayed by using “cfg” or “noop”.

	3
	Active
	The settings of the I/O scheduler currently applied to [Device file] are displayed by using cfg”, “noop”, or “unknown.” If the settings cannot be acquired normally, “unknown” is output.


2.98.3
Execution procedure

This subsection describes the procedure for reloading the settings of an I/O scheduler.
Execute the luioschedulectl command on node0 and then node1.
First, execute the following steps from (1) to (4) for node0, and then repeat the same operation for node1.

(1)
Log in to the execution node via ssh from the maintenance PC.

For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(2)
Execute the luioschedulectl command to reload the settings of the I/O scheduler.

When the message ID is shown, take measures with reference to Maintenance Tool “2.98.4 Command termination messages and action to be taken” (MNTT 02-5170).
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Figure 2.98.3-1  Execution Example of the luioschedulectl Command (Reloading)

(3)
Execute the luioschedulectl command to verify the reloading status of the I/O scheduler.

When the message ID is shown, take measures with reference to Maintenance Tool “2.98.4 Command termination messages and action to be taken” (MNTT 02-5170).
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Figure 2.98.3-2  Execution Example of the luioschedulectl Command (Verification)

(4)
Verify that “*” is not displayed at the beginning of the device file name as shown in Figure 2.98.3-3.


[image: image152]
Figure 2.98.3-3  Example of Success in Reloading

If “*” is displayed at the beginning of the device file name as shown in Figure 2.98.3-4, wait for a while, execute step (2) and (3) again, and then verify that “*” is no longer displayed. If it is still displayed somehow, collect the OS Log and send it to the Support Center. 
To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).
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Figure 2.98.3-4  Example of Unsuccess in Reloading

(5)
Execute the steps from (1) to (4) for node1 after executing these steps for node0.

2.98.4
Command termination messages and action to be taken 

When you execute the luioschedulectl command, messages might be displayed. Table 2.98.4-1 lists the action to be taken for each message ID.
Table 2.98.4-1 Message IDs and Actions to be Taken (1/2)
	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14105-E
	Some of the resources to be used for the requested processing are being used by another user.
	Some of the resources to be used for the requested processing are being used by another user.
	Execute the command again after a while. If the error occurs again, collect the OS log and send it to the Support Center. For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	2
	KAQM14129-E
	An error occurred in the cluster management LU or a system file, or access to the cluster management LU is being suppressed because a resource group was forcibly failed over.
	An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.
This message displayed when the OS version is 4.2.0-XX or earlier. 
When the OS version is 3.2.3-XX or earlier, the latter half of the message will not be displayed.

	
	
	The operation could not be performed because access to the cluster management LU is being suppressed.
	The OS might not have finished starting. If the OS is running, one of the following might apply:
An error occurred in the Cluster Management LU or a system file, or the Cluster Management LU is blocked. Or the access to the Cluster Management LU is being suppressed because a resource group was forcibly failed over.
	Execute the procedure described in “C.2.2 Determination Procedure when a Failure Occurred”.

	3
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	4
	KAQM14132-E
	No license is set to allow use of basic functionality.
	No license is set to allow use of basic functionality.
	Set a license. Ask the system administrator the setting or set it by executing the licenseset command. For how to set a license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	5
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.

	6
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	7
	KAQM14136-I
	Usage:<command-syntax>
	The command format is output.
	(


Table 2.98.4-1 Message IDs and Actions to be Taken (2/2)
	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify the correct parameters. Then execute the command again.

	9
	KAQM33008-E
	A system error has occurred.
	A system error has occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)”(MNTT 02-1300).

	10
	KAQM33054-E
	Configuration of the I/O scheduler setting failed.
	The setting of the I/O scheduler failed.
	Verify the FC path status and whether there is no problem in the connection to the disk array. If there is no problem, execute the command again. If the error occurs again, collect the OS Log, and send it to the Support Center.
To collect the OS log, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


2.99
Check the IP address conflict of the Management port (arping)
This command check whether the IP address conflict of the Management port with other devices connected to the management LAN.
NOTE:
This command can be executed if the OS version is 3.1.0-00 or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
2.99.1
Command line
This command uses the following command lines.
(
To check the IP address conflict of Management port:
arping -D -w 5 -I mng0-br destination
(
To display the command format on the standard output:
arping -h

Table 2.99.1-1  Command Options
	No.
	Option
	Description
	Remarks

	1
	-D
	Operate in the mode confirming whether specified IP address was already used at the other interface.
	(

	2
	-w
	Specify time-out value (sec.) of the command execute time.

Specify 5 seconds herein.
	(

	3
	-I
	Specifies the interface to be used to send ARP REQUEST.
Specify interface (mng0-br) that IP address to confirm whether it is conflicted.
	(

	4
	destination
	Specifies the target IP address.
Specify IP address of the management port herein.
	(

	5
	-h
	Output the command format to the standard output.
	(

	6
	-f
	Stop the sending ARP REQUEST, when ARP REPLY was received.
	Do not use.

	7
	-q
	Quiet output. Nothing is displayed.
	

	8
	-b
	Send only MAC level broadcasts.
	

	9
	-A
	Using ARP REQUEST, update forcibly ARP caches of the target IP address.
	

	10
	-U
	Using ARP REPLY, update forcibly ARP caches of the target IP address.
	

	11
	-V
	Output version of the program to the standard output.
	

	12
	-c
	Specifies number of times to send the ARP REQUEST.
	

	13
	-s
	Specifies the IP address to send ARP REQUEST.
	


2.99.2
Execution procedure
The following shows the procedure to check whether IP address of the management port conflicts with other devices.

In the case of the cluster configuration, execute the command on the node to which management port confirming that there is conflict belongs.
(1)
Log in to the node to be confirmed the conflict via ssh from the maintenance PC.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(2)
Execute mngiflist command and check the IP address of the management port for checking the conflict.
For details about the mngiflist command, refer to Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800).
Confirm the IP address setting, and write down the IP address.
(3)
Confirm MAC address of the management port.
Execute “ip addr show mng0-br”.
The address information is displayed as shown Figure 2.99.2-1. Confirm IP address is same that of writing down in the step (2).
Write down the MAC address and proceed to step (4).
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Figure 2.99.2-1  Execution Example to confirm MAC address
(4)
Execute arping command.
“arping -D -w 5 -I mng0-br <IP address of the management port >”
(5)
Confirm whether conflict of IP address occurred from result of the arping command execution.
In the case of the value of “Received” is “0” as Figure 2.99.2-2, there is no conflict of the management IP address.
When the value of “Received” is more than “1” as Figure 2.99.2-3, confirm displayed MAC address.
In the case the MAC address except MAC address of the management port that wrote down in step(3) are displayed, there is conflict between the interface of which displayed MAC address and the management IP address. 
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Figure 2.99.2-2 Execution Example of confirming IP address conflict .
 [there is no conflict]

[image: image156]
Figure 2.99.2-3 Execution Example of confirming IP address conflict .
 [there is conflict]
2.100

Settings of enabling/disabling the secure shell (secureshellfullctl)

This command configures and displays the settings of enabling/disabling the secure shell (that confines the command executable with ‘nasroot’ account only to some commands). 

NOTE:(
Do not execute the setting by this command unless specifically instructed.
(
This command can be executed if the OS version is from 5.4.1-XX to 5.7.0-XX, or if the OS version is 6.1.1-XX or later. For confirming the OS version, refer to Maintenance Tool “2.34 Displaying the Version of the OS (versionlist)” (MNTT 02-2060).
(
In the cluster configuration, confirm the node booted, not only for the node that you execute this command, but also for the opposite node. The command fails if the nodes have not booted.

(
The setting by this command is applied to the ‘nasroot’ account that log in after executing this command. It is not applied to the ‘nasroot’ account that has logged in before executing this command.

2.100.1
Command line

This command uses the following command lines.

(
To display the settings of secure shell:
secureshellfullctl

(
To enable/disable the secure shell:
secureshellfullctl --enable | --disable

(
To display the command format on the standard output:
secureshellfullctl -h

Table 2.100.1-1  Command Options

	No.
	Option
	Description
	Remarks

	1
	--enable
	Enable the secure shell.
	(

	2
	--disable
	Disable the secure shell.
	(

	3
	-h
	Output the command format to the standard output.
	(


2.100.2
Output format

The output format for secureshellfullctl command execution is shown in Figure 2.100.2-1 Output Format of the secureshellfullctl Command.
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Figure 2.100.2-1  Output Format of the secureshellfullctl Command

Table 2.100.2-1 describes the details about the items in Figure 2.100.2-1 Output Format of the secureshellfullctl Command.
Table 2.100.2-1  Description of the Items in the Output Format

	No.
	Option
	Description
	Remarks

	1
	[setting status]
	Enabled : secure shell confine the command.
Disabled: secure shell do not confine the command.
	(


2.100.3
Execution procedure

This subsection describes the procedure for executing the secureshellfullctl command.

To enable the secure shell, refer to “(1) Enabling the secure shell”.

To disable the secure shell, refer to Maintenance Tool “2.100.3 (2) Disabling the secure shell” (MNTT 02-5250).
NOTE:(
Do not execute the setting by this command unless specifically instructed.
(
In the cluster configuration, because the settings of the secure shell synchronizes in both nodes, perform the confirmation and setting on one node only.
(1)
Enabling the secure shell

(a)
Log in to the node to be confirmed the conflict via ssh from the maintenance PC. In the cluster configuration, without instructions from the Technical Support Center, log in to node0.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).

(b)
Confirm that secure shell is disabled by executing secureshellfullctl command.
Confirm “Disabled” is displayed as followed Figure 2.100.3-1.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-1  Execution Example of the secureshellfullctl Command 
(Confirmation of disabled)
(c)
Enable the secure shell by executing secureshellfullctl command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-2  Execution Example of the secureshellfullctl Command 
(Enabling the secure shell)

(d)
Confirm that secure shell is enabled by executing secureshellfullctl command.
Confirm “Enabled” is displayed as followed Figure 2.100.3-3.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-3  Execution Example of the secureshellfullctl Command 
(Confirmation of enabled)
(2)
Disabling the secure shell

NOTE:
If the secure shell is set “Disabled”, it is usually necessary to set back the secure shell to “Enabled”.
Before Starting operation, confirm the schedule of setting back to enabled to Technical Support Center.

(a)
Log in to the node to be confirmed the conflict via ssh from the maintenance PC. In the cluster configuration, without instructions from the Technical Support Center, log in to node0.
For details about how to log in to a node, refer to Maintenance Tool “1.3.2 Logging in to a node for executing commands” (MNTT 01-0200).
(b)
Confirm that secure shell is enabled by executing secureshellfullctl command.
Confirm “Enabled” is displayed as followed Figure 2.100.3-4.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-4  Execution Example of the secureshellfullctl Command 
(Confirmation of enabled)

(c)
Disable the secure shell by executing secureshellfullctl command.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-5  Execution Example of the secureshellfullctl Command 
(Disabling the secure shell)
(d)
Confirm that secure shell is disabled by executing secureshellfullctl command.
Confirm “Disabled” is displayed as followed Figure 2.100.3-6.
When the message ID is shown, take measures with reference to Maintenance Tool “2.100.4 Command termination messages and action to be taken” (MNTT 02-5260).
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Figure 2.100.3-6  Execution Example of the secureshellfullctl Command 
(Confirmation of disabled)
2.100.4
Command termination messages and action to be taken

When you execute the secureshellfullctl command, messages might be displayed. Table 2.100.4-1 lists the action to be taken for each message ID.

Table 2.100.4-1  Message IDs and Actions to be Taken (1/2)

	No.
	Message ID
	Message
	Description
	Action

	1
	KAQM14131-E
	A syntax error exists in the parameter (<parameter>).
	An error exists in the parameter.
	Specify the correct parameter and execute the command again.

	2
	KAQM14132-E
	No license is set to allow use of basic functionality.
	The license to use basic function is not set.
	Set the license. Either request the system administrator to do it or execute the setting by the command.
For the method of setting the license, refer to Maintenance Tool “2.32 Setting a License (licenseset)” (MNTT 02-1930).

	3
	KAQM14133-E
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	The command cannot be used because a cluster configuration or system management IP address is not defined.
	Ask the system administrator to configure the cluster, and then execute the command again.

	4
	KAQM14134-E
	An error occurred in the shared processing of commands. (Error=<error>)
	An error occurred in the shared processing of commands.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	5
	KAQM14136-I
	Usage: command-syntax
	Displaying the command format.
	(

	6
	KAQM14138-E
	There are too many or too few parameters.
	There are too many or too few parameters.
	Check the command format and specify correct parameters. Then execute the command again.

	7
	KAQM05010-E
	An internal error occurred.
	An internal error occurred.
	Collect the OS log and send it to the Support Center.
For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).


Table 2.100.4-1  Message IDs and Actions to be Taken (2/2)

	No.
	Message ID
	Message
	Description
	Action

	8
	KAQM05329-E
	An attempt to configure the security enhancement functionality failed.
	An attempt to configure the security enhancement functionality failed.
	Execute the command again.
If the error occurred again, collect the OS log and send it to the Technical Support Center.

For details about how to collect OS logs, refer to Maintenance Tool “2.19 Collecting Logs (oslogget)” (MNTT 02-1300).

	9
	KAQM05030-E
	In the cluster, nodes that cannot synchronize exist.
	An unsynchronized node exists in the cluster.
	Check the following:
1.
Check if the interface or routing settings affect the network setting of the management port. For the checking method, refer to the mngiflist command (Maintenance Tool “2.11 Displaying the Management Port Information (mngiflist)” (MNTT 02-0800)) and the mngroutelist command (Maintenance Tool “2.15 Displaying the Management Port Routing Information (mngroutelist)” (MNTT 02-0960)).

2.
Check if the OS of either node in the cluster is stopped. For the checking method, refer to the clstatus command (Maintenance Tool “2.2 Displaying the Cluster Status (clstatus)” (MNTT 02-0040)).

3.
Verify the status of each port with the hwstatus command, “B.3.1 Displaying the Hardware Status (hwstatus)” to check if a network failure has occurred.

If the error occurs again, there may be trouble with connection to the NIS server, DNS server, or LDAP server. Request the system administrator to cancel the settings of each server and then execute the command again.

If the same error occurs after you execute the command again, execute the “C.2.2 Determination Procedure when a Failure Occurred”.


This page is for editorial purpose only.
$ sudo clstart





$ sudo clstop





$ sudo clstop


KAQM06133-Q Performing this operation will stop the services on both nodes. Are you sure you want to stop the cluster? (y/n) y





$ sudo ndstart <node name>





$ sudo ndstop <node name>





$ sudo ndstop


KAQM06134-Q Performing this operation might stop the services on node. Are you sure you want to stop the node? (y/n) y





$sudo rgstart <Resource group name>





$sudo rgstart


Starting resource … (LVM_volume)


Starting resource … (Filesystem)


Starting resource … (NFS)


( ( (





$ sudo rgstop <Resource group name>





$ sudo rgstop





$ sudo rgstop node1


KAQM06135-Q Performing this operation will stop the services. Are you sure you want to stop the resource group? (y/n) y





$ sudo rgstop node1


KAQM06135-Q Performing this operation will stop the services. Are you sure you want to stop the resource group? (y/n) y


Stopping resource … (Cifs)


Stopping resource … (Data_management)


Stopping resource … (IP_address)


( ( ( ( (





$ sudo rgmove <Resource group name>





$ sudo rgmove node1


KAQM06136-Q Performing this operation will temporarily stop the services. Are you sure you want to change the execution node of the resource group? (y/n) y





Output format of log.sh





[Execution result]





Exit Code:[Exit Code]





*: Values acquired from the system are displayed within [  ].





$ sudo log.sh





Success in AdpEventLog





Exit Code: 0x00





C:\>pscp -scp -unsafe service@10.0.0.50:*.log C:\work





$ sudo rmfile AdapterInfo.log 


$ sudo rmfile LDPDInfo.log


$ sudo rmfile UART.log


$ sudo rmfile Event.log


$ sudo rmfile CmdTool.log


$ sudo rmfile MegaSAS.log





$ sudo state.sh





C:\>pscp -scp -unsafe service@10.0.0.50:*.log C:\work





$ sudo rmfile state.log 


$ sudo rmfile MegaSAS.log





Output format of ccchk.sh





[Progress Situation]





Exit Code:[Exit Code]





*: Values acquired from the system are displayed within [  ].





$ sudo ccchk.sh





 Progress of Virtual Drives...





  Virtual Drive #                      Percent Complete                       Time Elps


          0         ##                                           04 %                        00:07:20


          1         ####################### 49 %                        00:07:20


          2         #######                                 14 %                        00:07:20





    Press <ESC> key to quit...





：(Progress is updated until the ESC key is presses)





Exit Code: 0x00





$ sudo ccchk.sh





Check Consistency on VD #0 is not in progress.


Check Consistency on VD #1 is not in progress.


Check Consistency on VD #2 is not in progress.





Exit Code: 0x00


$





Output format of rbldchk.sh





[Progress Situation]





Exit Code:[Exit Code]





*: Values acquired from the system are displayed within [  ].





$ sudo rbldchk.sh





      Rebuild progress of physical drives...





  Enclosure:Slot                     Percent Complete               Time Elps


       252 :00     #######################99 %######################* 06:25:37





    Press <ESC> key to quit...





===============================================================





      Rebuild progress of physical drives...





  Enclosure:Slot                      Percent Complete               Time Elps


       252 :00     ######################100 %####################### 06:25:37





    Press <ESC> key to quit...





Exit Code: 0x00





Device(Encl-252 Slot-1) is not in rebuild process





Exit Code: 0x00





Device(Encl-252 Slot-2) is not in rebuild process





Exit Code: 0x00





Device(Encl-252 Slot-3) is not in rebuild process





Exit Code: 0x00








Exit Code: 0x00








Exit Code: 0x00








Exit Code: 0x00








Exit Code: 0x00





If the progress displays 100%, Exit Codes are displayed for the number of drives as shown below. Confirm that all of them are 0x00.


However, if the OS version is 4.0.0-XX or earlier, the number of Exit Codes is eight. Confirm that all of them are 0x00. 





The progress display is counted up





C:\>pscp -scp -unsafe service@10.0.0.50:MegaSAS.log C:\work





$ sudo rmfile MegaSAS.log





Output format of miacatget





VERSION=[Version]





*: Values acquired from the system are displayed within [  ].





$sudo miacatget


VERSION = “42-51”





C:\>pscp -scp -unsafe C:\work\MIACAT-4251-4.i386.deb service@10.0.0.50:





$ sudo miacatupdate MIACAT-4251-4.i386.deb





$ sudo rmfile MIACAT-4251-4.i386.deb





Output format of  ccp [Without option]





MODEL CODE : [Model Code] / PRODUCT No. : [Product Serial Number]


RC Table rev. [Revision]


No.   date/time         Lv RE UID  EC Failure  Additional


----  ----------------- -- -- ---- ----------- ----------


[No]  [Date Time]     [Lv] [RC]








Output format of  ccp [With option]





**************** Command Menu ****************


dr  : Display RC


ds  : Display SEL


dm  : Display MAR


psa : PSA threshold setting


sr  : Save RC


q   : quit





Select command  :  [command]





*: Values acquired from the system are displayed within [  ].





$ sudo ccp





MODEL CODE : xxxx / PRODUCT No. : xxxx


RC table rev. xx-xx-xx


No.   date/time         Lv RE UID  EC Failure  Additional


----  ----------------- -- -- ---- ----------- ----------


    1  06/05/08 08:23:51    10 0100 A7 1F220000 6F06FFFF


    2  06/05/04 18:45:39 ** 10 0100 04 13006F00 6F00FFFF


    3  06/05/04 17:49:21    10 0100 A7 1F220000 6F06FFFF


    4  06/05/04 17:49:21    10 0100 A7 13000000 6F03FFFF


              (snip)


   15  06/05/04 17:49:18    10 0100 A7 13E50000 6FA50A18


   16  06/05/04 17:49:17    10 0100 A7 13E50000 6FA50A17


-- more (q:quit) --





$ sudo ccp assist00


**************** Command Menu ****************


dr  : Display RC


ds  : Display SEL


dm  : Display MAR


psa : PSA threshold setting


sr  : Save RC


q   : quit





Select command  :  sr





Select command  :  sr





<<Save RCs- Save Reference Code log>>





Save RC LOG ? (y/[n]) : y





Save RC LOG ? (y/[n]) : y





RC LOG saved. (file : /var/H_Densa/SMAL2/Log/AST/rclog.txt)


PRESS ENTER KEY





C:\>pscp -scp -unsafe service@10.0.0.50:/var/H_Densa/SMAL2/Log/AST/rclog.txt C:\work





Select command : dr








<<Display RCs- Display Reference Code log and detail RCs>>





-------- Display RC Menu --------


 0 . RC List Display. (history)


 1 . RC DICT Refer.


 2 . RC LOG Erase.


 q . quit





(0-2, [q]) : 2





(0-2, [q]) : 2








--- RC Log Erase ---





Erase RC LOG ? (y/[n]) :y





Erase RC LOG ? (y/[n]) : y





RC LOG erased.


PRESS ENTER KEY





PRESS ENTER KEY








-------- Display RC Menu --------


 0 . RC List Display. (history)


 1 . RC DICT Refer.


 2 . RC LOG Erase.


 q . quit





(0-2, [q]) : q





**************** Command Menu ****************


dr  : Display RC


ds  : Display SEL


dm  : Display MAR


psa : PSA threshold setting


sr  : Save RC


q   : quit





Select command  :  q





$ sudo /opt/H_Densa/SMAL2/Program/ASSIST/ast_setup assist00





==== ASSIST SETUP START ====





---- PRODUCT DATA ----


 Model code             : not set.


 Product code           : not set.


 IP address (Linux box) : not set.


 Alive Check            : NO


 Log collection permit  : NO


 Attached log permit    : YES


 YOBO-HOSYU contract    : NO


 IP-ADDR check enable   : YES





---- SELECT MENU ----


 0 . Set model code.


 1 . Set product code.


 2 . Set IP address (a-Box).


 3 . Set Alive Check permit.


 4 . Set log collection permit.


 5 . Set attached log permit.


 6 . Set YOBO-HOSYU contract.


 7 . Set IP-ADDR check enable.


 8 . Set log collection order permit.


 q . quit





(0-8, [q]) :





---- Set up Model code ----





     Model code : not set.


 Input ([quit]) : Model1





---- Set up Model code ----





     Model code : not set.


 Input ([quit]) : Model1





Old model code : 


New model code : Model1


Rewrite ASSIST set up file. Confirm? (y/[n]) : y





---- Set up Product code ----





   Product code : not set.


 Input ([quit]) :111111





---- Set up Product code ----





   Product code : not set.


 Input ([quit]) : 111111





Old product code : 


New product code : 111111


Rewrite ASSIST set up file. Confirm? (y/[n]) : y





Output format of rgstatus





[resource group status]/[error status]





*: Values acquired from the system are displayed within [  ].





$ sudo rgstatus


Online/No error





Output format of diskfreeget





Total disk size(GB)   :[A total capacity of User Disk]


Free disk size(GB)    :[A free space of User Disk]





*: Values acquired from the system are displayed within [  ].





$sudo diskfreeget


Total disk size(GB)  : 3543


Free disk size(GB)   : 3532





Output format of lumaplist [Without option]





LUN    Target    Model             serial            LDEV(   hex)   type              size      Mismatch


[LUN] [Target] [model-name] [product serial number]  [LDEV(hex)]   [drive-type]  [size]    [consistency]





(Repeat for the number of target items)


*: Values acquired from the system are displayed within [  ].





$sudo lumaplist --allnode


LUN   Target        Model          serial   LDEV(   hex)    type                  size  Mismatch


00    N0-T000   AMS     85011261        22(  0016)    FC/SAS     1.000GB  -


00    N1-T000   AMS     85011261        22(  0016)    FC/SAS     1.000GB  -


01    N0-T000   AMS     85011261        69(  0045)    SATA     100.000GB  -


01    N1-T000   AMS     85011261        69(  0045)    SATA     100.000GB  -


02    N0-T001   VSP            10034       96(000060)    FC/SAS     3.000GB  -


02    N1-T001   VSP            10034       96(000060)    FC/SAS     3.000GB  -





$sudo lumaplist --allnode


LUN   Target        Model          serial   LDEV(   hex)   type                   size  Mismatch


00    N0-T000   AMS     85011261        22(  0016)   FC/SAS     1.000GB  -


00    N1-T000   AMS     85011261        22(  0016)   FC/SAS     1.000GB  -


01    N0-T000   AMS     85011261        69(  0045)   SATA      100.000GB  *


02    N0-T001   VSP            10034       96(000060)  FC/SAS      3.000GB  -


02    N1-T001   VSP            10034       96(000060)  FC/SAS      3.000GB  -





$sudo syslusave –o





$sudo syslusave -o --vup





$sudo syslusave –o --vup


KAQM13128-I The settings were successfully saved. Transfer the settings file to an external location, and then erase the file stored in the system. (output file=sysbk_FC-GWFBQLNBX_20090508_1020.tgz)





C:\>pscp -scp -unsafe service@10.0.0.50:sysbk_* C:\work





$ sudo rmfile sysbk_*





$sudo bbuautolearnset --off





Output format of bbuautolearnget





Auto-Learn Mode:[set value]





*: Values acquired from the system are displayed within [  ].





$sudo bbuautolearnget


Auto-Learn Mode: Disabled





$sudo cachedbadbbuset --wb





$sudo cachedbadbbuset --wt





Output format of cachedbadbbuget





Default Cache Policy: Write Back, ReadAheadNone, Direct, [cache write mode when the battery level falls]


Current Cache Policy: [cache write mode], ReadAheadNone, Direct, [Cache write mode when the battery level falls]





*: Values acquired from the system are displayed within [  ].





$sudo cachedbadbbuget


Default Cache Policy: WriteBack, ReadAheadNone, Direct, Write Cache OK if Bad BBU


Current Cache Policy: WriteBack, ReadAheadNone, Direct, Write Cache OK if Bad BBU





$sudo cachedbadbbuget


Default Cache Policy: WriteBack, ReadAheadNone, Direct, No Write Cache if Bad BBU


Current Cache Policy: WriteBack, ReadAheadNone, Direct, No Write Cache if Bad BBU





$sudo cachedbadbbuget


Default Cache Policy: WriteBack, ReadAheadNone, Direct, No Write Cache if Bad BBU


Current Cache Policy: WriteThrough, ReadAheadNone, Direct, No Write Cache if Bad BBU





$ sudo tapelist -d


Mar 16 15:45:50 KAQB11500-I tapelist command execution has started.


Mar 16 15:45:50 KAQB12225-I The list of tape device information will now be displayed.


WWN              LUN Status Model            Type              Path


------------------------------------------------------------------------------------------


100000e0022216cc   0 D,D    Ultrium 3-SCSI   Sequential-Access /dev/100000e0022216cc/nst00


100000e0022216cd   0 D,D    Ultrium 3-SCSI   Sequential-Access /dev/100000e0022216cd/nst00


Mar 16 15:45:50 KAQB11501-I tapelist command has finished.





$ sudo tapetest /dev/100000e0022216cc/nst00





$ sudo tapetest /dev/100000e0022216cc/nst00


Mar 16 15:45:50 KAQB12258-Q Tape device operation will now be confirmed. Do you want to continue? (y/n) y


Mar 16 15:45:50 KAQB11500-I tapetest command execution has started.





$ sudo tapetest /dev/100000e0022216cc/nst00


Mar 16 15:45:50 KAQB12258-Q Tape device operation will now be confirmed. Do you want to continue? (y/n) y


Mar 16 15:45:50 KAQB11500-I tapetest command execution has started.


Mar 16 15:45:50 KAQB11501-I tapetest command has finished.





$ sudo tapetest /dev/100000e0022216cc/nst00


Mar 16 15:45:50 KAQB12258-Q Tape device operation will now be confirmed. Do you want to continue? (y/n) y


Mar 16 15:45:50 KAQB11500-I tapetest command execution has started.


Mar 16 15:45:50 KAQB12261-E Operation of the tape device failed to be confirmed. (st device access write error)


--Error detail--


RC	: 0x60


ERRNO   	: -


PROCESS 	: write


SENSE   	:


0000: 70 00 06 00 00 00 00 0c 00 00 00 00 29 00 00 00  : p...........)...





MEMO  : command duration	= 1


opcode	= 0x01


driver status	= 0x0008


host status	= 0x0000


msg status	= 0x0000


status byte	= 0x02





$ sudo nasnetstat -i


Kernel Interface table


Iface        MTU Met   RX-OK RX-ERR RX-DRP RX-OVR    TX-OK TX-ERR TX-DRP TX-OVR Flg


hb0                1500 0        641031                0      0 0                       640790      0      0      0 BMRU


hb0-br           1500 0             273                 0      0 0                             271      0      0      0 BMRU


lo                 16436 0       682061                0      0 0                        682061      0      0      0 LRU


mng0            1500 0      1098867                0      0 0                      1026564      0      0      0 BMPRU


mng0-br       1500 0      1098421                 0      0 0                      1026587      0      0      0 BMRU


pm0              1500 0                 0                  0      0 0                               10      0      0      0 BMRU





$ sudo nasnetstat -r


Kernel IP routing table


Destination     Gateway         Genmask                 Flags   MSS Window       irtt Iface


10.0.1.0               *                 255.255.255.224     U         0 0                         0 hb0


10.0.1.0               *                 255.255.255.0         U         0 0                         0 hb0-br


10.197.181.0       *                 255.255.255.0         U         0 0                         0 pm0


192.168.0.0         *                 255.255.0.0             U         0 0                         0 mng0-br





$ sudo nastraceroute -4 -n 10.213.76.124


traceroute to 10.213.76.124 (10.213.76.124), 30 hops max, 40 byte packets


1 10.213.88.10 5.580 ms 5.588 ms 5.583 ms


2 158.214.125.10 7.478 ms 9.683 ms 11.154 ms


3 10.213.1.3 9.653 ms 9.667 ms 9.982 ms


4 10.213.76.124 9.547 ms 9.560 ms 9.557 ms





$ sudo nastraceroute -4 -n 10.10.10.10


traceroute to 10.10.10.10 (10.10.10.10), 30 hops max, 40 byte packets


1 10.213.88.10 5.496 ms 5.490 ms 5.486 ms


2 158.214.125.10 9.376 ms 9.403 ms 11.644 ms


3 10.213.1.65 7.238 ms 7.258 ms 7.253 ms


4 158.214.120.2 7.249 ms 9.324 ms 9.320 ms


5 133.145.201.2 13.583 ms 15.147 ms 17.309 ms


6 133.144.227.33 13.551 ms 11.658 ms 10.097 ms


7 * * *


8 * * *


...


29 * * *


30 * * *





$ sudo nasipneigh -4


192.168.1.2 dev mng0-br lladdr 00:26:b9:36:93:7b REACHABLE


192.168.0.10 dev mng0-br lladdr 00:14:85:e9:a8:41 REACHABLE


10.0.1.25 dev hb0 lladdr 00:26:b9:36:93:73 REACHABLE


192.168.1.20 dev mng0-br lladdr 00:26:b9:36:93:77 REACHABLE





$sudo nasipneigh -4


192.168.1.2 dev mng0-br lladdr 00:26:b9:36:93:7b REACHABLE


192.168.0.10 dev mng0-br lladdr 00:14:85:e9:a8:41 REACHABLE


10.0.1.25 dev hb0 lladdr 00:26:b9:36:93:73 REACHABLE


192.168.1.20 dev mng0-br FAILED





$ sudo eraselog





$sudo userdiskinit --on





$sudo userdiskinit --off





$sudo userdiskinit –on


KAQM33045-Q Performing this operation will cause the user data to be initialized the next time the node is restarted. Do you want to initialize the user disk? (y/n) y








Output format of userdiskinit





[status]





*1: Values acquired from the system are displayed within [  ].





$ sudo userdiskinit


On





Output format of routelist





[IPv4]


Target          Netmask        Gateway       Method    Type     MSS     Iface


[target1]       [netmask1]     [gateway1]    [method1] [type1]  [mss1]  [iface1]


[IPv6]


Target                  Gateway                Method    Type    Iface


[v6target1]             [v6gateway1]           [method1] [type1] [iface1]





Output format of routelist –l





[IPv4]


Target          Netmask        Gateway       Flags     MSS     Iface


[target1]       [netmask1]     [gateway1]    [flag1]  [mss1]  [iface1]


[IPv6]


Target                  Gateway                Flags     Iface


[v6target1]             [v6gateway1]           [v6flag1] [iface1]





*1: Values acquired from the system are displayed within [  ].


*2: The routing information is displayed on a single line on an interface basis.





$ sudo mngroutelist -l


[IPv4]


Target               Netmask               Gateway           Flags     MSS    Iface


10.200.100.0    255.255.255.0      10.200.100.1    UH          -        eth12


10.200.200.0    255.255.255.255  10.200.200.1    UG          -        eth13


192.168.0.0      255.255.255.0       0.0.0.0              U            -        mng0


default              0.0.0.0                  10.200.100.1    UG          -        eth14





[IPv6]


Target                          Gateway                 Flags  Iface


::1/128                        ::                              Un      lo 


fd00::7:f010/128        ::                              Un      lo


fd00:2::/64                 fd00::2                     UH     eth12


default                        ::                              !n        lo





$ sudo mngroutelist -l


[IPv4]


Target               Netmask              Gateway            Flags     MSS    Iface


192.168.20.0   255.255.255.0      192.168.10.1      UH          -         eth12


10.200.200.0   255.255.255.255  10.200.200.1      UG          -         eth13


192.168.0.0     255.255.255.0       0.0.0.0               U             -          mng0


default             0.0.0.0                   10.200.100.1     UG          -          eth14





[IPv6]


Target                                  Gateway                 Flags     Iface


::1/128                                 ::                             Un         lo 


fd00::7:f010/128                 ::                             Un          lo


2001:2c9:418:101::1/64      fd00::4                   UH         eth12


default                                 ::                              !n          lo





$ sudo routedel -d 192.168.20.0 -n 255.255.255.0 -g 192.168.10.1 eth12





$ sudo routedel –p v6 -d [2001:2c9:418:11::1] -n 64 -g [fd00::4] eth12





$ sudo routedel -d 192.168.20.0 -n 255.255.255.0 -g 192.168.10.1 eth12


KAQM05099-Q Do you want to delete the specified routing information? (y/n) y





Output format of bburelearnget


Schedule settings for BBU relearn


Status                   : [schedule setting status]


Day of the month : [date]


Time                        : [time]





$sudo bburelearnget


Schedule settings for BBU relearn


Status           : Enable


Day of the month : 1


Time             : 00:00


$





$sudo bburelearnget


Schedule settings for BBU relearn


Status           : Disable


Day of the month : 1


Time             : 00:00


$





$sudo bburelearnset --enable


$





$ sudo bburelearnset -S 25-12


$





$sudo bburelearnget


Schedule settings for BBU relearn


Status           : Enable


Day of the month : 25


Time             : 12:00


$
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$ sudo vgrlist --list


List of volume groups:


The number of volume groups(1)


 Volume group            : vg0


 Total size(GB)           : 27939


 Free size(GB)            : 27939


 LU status                    : normal


 LUs                            : lu00(FC/SAS)


 Model                         : INTERNAL


 Serial number             : -


 Auto assign                 : enable





$





$ sudo lumaplist -v


LUN   Target  Model              serial   LDEV(   hex)   type         size used function       RG DP   Used page  Pool    Free pool   Total pool


00              -    INTERNAL           -            - (       -)    FC/SAS     27940.000GB VG:vg0   1  -        -      -                      -                   - 


01   N0-T000  AMS         85011261         0(  0000)   FC/SAS     10.000GB         Free          2   -               -                     -                   -


02   N0-T001  AMS         85011262         1(  0001)   SATA         10.000GB         Free          2  -                -                     -                   -


$





$ sudo vgrcreate vg1 lu01,lu02


KAQM04227-Q LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n) y


$





$ sudo vgrlist


List of volume groups:


The number of volume groups(1)


 Volume group             : vg0


 Total size(GB)            : 27939


 Free size(GB)             : 27939


 LU status                    : normal


 LUs                            : lu00(FC/SAS)


 Model                         : INTERNAL


 Serial number             : -


 Auto assign                 : enable





The number of volume groups(2)


 Volume group             : vg1


 Total size(GB)            : 20


 Free size(GB)             : 19


 LU status                    : normal


 LUs                            : lu01(FC/SAS) lu02(SATA)


 Model                         : AMS


 Serial number             : 85011261,


 Auto assign                 : disable





$
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$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg0001:200:190:normal:lu01(SATA,DP 001) lu02(SATA,DP 001):AMS:85011261:enable


vg0002:110:109:normal:lu05(SATA,DP 002) lu10(FC/SAS):AMS:85011261:disable


$








$ sudo vgrdelete vg0002


KAQM04244-Q Are you sure you want to delete the specified volume group? (y/n) y


$





$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg0001:200:190:normal:lu01(SATA,DP 001) lu02(SATA,DP 001):AMS:85011261:enable


$








C79





$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg01:10:9:normal:lu01(FC/SAS):AMS:85011261:enable


vg02:200:190:normal:lu05(SATA) lu10(SATA):AMS:85011261:enable


$





$ sudo lumaplist -v


LUN   Target  Model              serial   LDEV(   hex)   type         size used function       RG DP   Used page  Pool    Free pool   Total pool


00              -    INTERNAL            -           - (       -)    FC/SAS 27940.000GB VG:vg0   1 -                      -   -                      -                    


01   N0-T000  AMS         85011262         0(  0000)   FC/SAS     10.000GB VG:vg01   2   -                    -     -                     -                   -


02   N0-T001  AMS         85011262         1(  0001)   SATA       100.000GB VG:Free    2  -                     -     -                     -                   -


05   N0-T001  AMS         85011262         1(  0001)   SATA       100.000GB VG:vg02   2  -                     -     -                     -                   -


10   N0-T001  AMS         85011262         1(  0001)   SATA       100.000GB VG:vg02   2  -                     -     -                     -                   -


$





$ sudo vgrexpand vg01 lu02


KAQM04227-Q LUs with different drive types or pools are mixed together. If you perform this operation, automatic assignment processing will not be performed on the specified volume group. Are you sure you want to perform this operation? (y/n) y


$








$ sudo vgrexpand lu02


$








$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg01:110:109:normal:lu01(FC/SAS) lu02(SATA):AMS:85011261:disable


vg02:200:190:normal:lu05(SATA) lu10(SATA):AMS:85011261:enable


$





$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg01:10:9:normal:lu01(FC/SAS):AMS:85011261:enable


vg02:300:285:normal:lu05(SATA) lu10(SATA) lu02(SATA):AMS:85011261:enable


$
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【Newly added LU information】


Added LUs:


<LU information>


：　　　　(Repeat for the number of newly added LUs)





【Volume group information】


List of volume groups:


The number of volume groups(<counter>)


<Items>:  <Value>


　　　： (Repeat for the number of items)


<Blank line>  





Repeat for the number of volumes





Displayed when newly added LU exists





<Volume group> : <Total size(GB)> : <Free size(GB)> : <LU status> : <LUs> : <Model> : <Serial number> : <Auto assign>


<Blank line>





Repeat for the number of volumes





$ sudo vgrlist --list


List of volume groups:


The number of volume groups(1)


 Volume group            : vg0


 Total size(GB)          : 27939


 Free size(GB)           : 27939


 LU status               : normal


 LUs                     : lu00(FC/SAS))


 Model                   : INTERNAL


 Serial number           : -


 Auto assign             : enable





The number of volume groups(2)


 Volume group            : vg0001


 Total size(GB)          : 200


 Free size(GB)           : 190


 LU status               : normal


 LUs                     : lu01(SATA,DP 001) lu02(SATA,DP 001)


 Model                   : AMS


 Serial number           : 85011261


 Auot assign             : enable





The number of volume groups(3)


 Volume group            : vg0002


 Total size(GB)          : 110


 Free size(GB)           : 109


 LU status               : normal


 LUs                     : lu05(SATA,DP 002) lu10(FC/SAS)


 Model                   : AMS


 Serial number           : 85011261


 Auto assign             : disable


$





$ sudo vgrlist -c


vg0:27939:27939:normal:lu00(FC/SAS):INTERNAL:-:enable


vg0001:200:190:normal:lu01(SATA,DP 001) lu02(SATA,DP 001):AMS:85011261:enable


vg0002:110:109:normal:lu05(SATA,DP 002) lu10(FC/SAS):AMS:85011261:disable


$








$ sudo vgrlist


Added LUs:


 /dev/enas/lu01 FC/SAS 10.000GB - N0-T002 AMS 85011261 - -


 /dev/enas/lu02 FC/SAS 10.000GB - N0-T002 AMS 85011261 - -





KAQM04226-Q Newly added LUs were detected. When automatic assignment processing is performed, volume groups are automatically created and expanded according to the storage systems the LUs are in, the drive types, and the pools. When automatic assignment processing is not performed, you must manually create and expand the volume groups. Are you sure you want to perform automatic assignment processing? (y/n) y








$ sudo vgrlist


Added LUs:


 /dev/enas/lu01 FC/SAS 10.000GB - N0-T002 AMS 85011261 - -


 /dev/enas/lu02 FC/SAS 10.000GB - N0-T002 AMS 85011261 - -





KAQM04226-Q Newly added LUs were detected. When automatic assignment processing is performed, volume groups are automatically created and expanded according to the storage systems the LUs are in, the drive types, and the pools. When automatic assignment processing is not performed, you must manually create and expand the volume groups. Are you sure you want to perform automatic assignment processing? (y/n) y


List of volume groups:


The number of volume groups(1)


 Volume group            : vg0


 Total size(GB)          : 27939


 Free size(GB)           : 27939


 LU status               : normal


 LUs                     : lu00(FC/SAS)


 Model                   : INTERNAL


 Serial number           : -


 Auto assign             : enable





The number of volume groups(2)


 Volume group            : vg0001


 Total size(GB)          : 20


 Free size(GB)           : 19


 LU status               : normal


 LUs                     : lu01(FC/SAS) lu02(FC/SAS)


 Model                   : AMS


 Serial number           : 85011261


 Auto assign             : enable





$





C79





A79





C79





[List of disabled file systems and differential-data storage devices] (only when “—list” option is specified)


List of file systems which is assigning the subject LU:


<File system name>


	: (Repeat for the number of disabled file systems)


<Blank line>


List of file systems which is using diff-dev which is assigning the subject LU:


<File system name>


	: (Repeat for the number of file systems which are using disabled differential-	   data storage devices)


<Blank line>





[List of removed LUs] (output when “—list” option is not specified)


List of LUs removed from the volume group:


<LU name>


	: (Repeat for the number of removed LUs)


<Blank line>





$ sudo lumaplist -v


LUN   Target     Model         serial    LDEV(   hex)   type         size used function     RG DP  Used page  Pool       Free pool      Total pool


00     N0-T000  AMS      85011261         0(  0000)  FC/SAS   100.000GB VG:vg0       - DP    5.000GB   001    100.000GB   1000.000GB


01     N0-T001  AMS      85011261         1(  0001)  FC/SAS   100.000GB VG:vg1    001   -                   -     -                      -                       -


02     N0-T002  USP_V         10034    100(000064) FC/SAS  100.000GB VG:vg2    002   -                   -     -                      -                       -


03     N0-T003  USP_V         10034    101(000065) FC/SAS  100.000GB VG:vg2    002   -                   -     -                      -                       -


04     N0-T004  USP_V         10034    102(000066) FC/SAS  100.000GB VG:vg2    002   -                   -     -                      -                       -


05     -                INTERNAL       -           -(     -)       FC/SAS  100.000GB Free           1    -                 -     -                       -                       -


06      -                INTERNAL       -           -(     -)        SATA    100.000GB VG:vg3    2    -                  -     -                        -                      -


$








$ sudo vgrrepair --list --lu lu04 vg2


List of file systems which is assigning the subject LU:





List of file systems which is using diff-dev which is assigning the subject LU:








$








$ sudo vgrrepair vg2


KAQM04245-Q Are you sure you want to recover the specified volume group?(y/n) y


List of LUs removed from the volume group:


 lu04


$








$ sudo lumaplist -v


LUN   Target     Model         serial    LDEV(   hex)   type         size used function     RG DP  Used page  Pool       Free pool      Total pool


00     N0-T000  AMS      85011261         0(   0000)  FC/SAS 100.000GB VG:vg0       - DP    5.000GB   001    100.000GB   1000.000GB


01     N0-T001  AMS      85011261         1(   0001)  FC/SAS 100.000GB VG:vg1    001   -                 -      -                      -                      -


02     N0-T002  USP_V         10034    100(000064) FC/SAS 100.000GB VG:vg1    002   -                 -      -                      -                      -


03     N0-T003  USP_V         10034    101(000065) FC/SAS 100.000GB VG:vg1    002   -                 -      -                      -                      -


05     -                INTERNAL       -            -(         -)  FC/SAS 100.000GB Free             1   -                 -      -                       -                     -


06     -                INTERNAL       -            -(         -)  SATA     100.000GB VG:vg3       2   -                 -      -                       -                     -


$








$ sudo vgrlist --list


List of volume groups:


The number of volume groups(1)


 Volume group              : vg0


 Total size(GB)              : 20


 Free size(GB)               : 19


 LU status                      : normal


 LUs                              : lu00(FC/SAS)


 Model                           : INTERNAL


 Serial number               : -


 Auto assign                   : enable





The number of volume groups(2)


 Volume group              : vg1


 Total size(GB)             : 200


 Free size(GB)              : 190


 LU status                      : normal


 LUs                              : lu01(SATA) lu02(SATA)


Model                           : INTERNAL


Serial number               : -


 Auto assign                   : enable





The number of volume groups(3)


 Volume group              : vg2


 Total size(GB)             : 300


 Free size(GB)              : 209


 LU status                     : normal


 LUs                              : lu03(FC/SAS) lu04(FC/SAS) lu05(FC/SAS)


 Model                           : AMS


 Serial number               : 85011261


 Auto assign                   : disable


$





$ sudo lumaplist -v


LUN   Target     Model         serial    LDEV(   hex)   type         size used function     RG DP  Used page  Pool       Free pool      Total pool


00     -                INTERNAL       -           -(     -)       FC/SAS     20.000GB VG:vg0      1    -                 -        -                    -                      -


01      -               INTERNAL       -           -(     -)       SATA       100.000GB VG:vg1     2    -                 -        -                    -                      -


02      -               INTERNAL       -           -(     -)       SATA       100.000GB VG:vg1     2    -                 -        -                    -                      -


03     N0-T002  AMS             10034    100(000064) FC/SAS                  -   VG:vg2  002   -                 -        -                     -                     -


04     N0-T003  AMS             10034    101(000065) FC/SAS  100.000GB VG:vg2   002   -                 -        -                     -                     -


05     N0-T004  AMS             10034    102(000066) FC/SAS  100.000GB VG:vg2   002   -                 -        -                     -                     -


$





$ sudo vgrrepair --list --lu lu03 vg2


List of file systems which is assigning the subject LU:





List of file systems which is using diff-dev which is assigning the subject LU:








$








$ sudo vgrrepair vg2


KAQM04245-Q Are you sure you want to recover the specified volume group?(y/n) y


List of LUs removed from the volume group:


 lu03


$





$ sudo lumaplist -v


LUN   Target     Model         serial    LDEV(   hex)   type         size used function     RG DP  Used page  Pool       Free pool      Total pool


00     -                INTERNAL       -           -(     -)       FC/SAS     20.000GB VG:vg0      1    -                 -        -                    -                      -


01      -               INTERNAL       -           -(     -)       SATA       100.000GB VG:vg1     2    -                 -        -                    -                      -


02      -               INTERNAL       -           -(     -)       SATA       100.000GB VG:vg1     2    -                 -        -                    -                      -


04     N0-T003  AMS             10034    101(000065) FC/SAS  100.000GB VG:vg2   002   -                 -        -                     -                     -


05     N0-T004  AMS             10034    102(000066) FC/SAS  100.000GB VG:vg2   002   -                 -        -                     -                     -


$








$ sudo vgrlist --list


List of volume groups:


The number of volume groups(1)


 Volume group              : vg0


 Total size(GB)              : 20


 Free size(GB)               : 19


 LU status                      : normal


 LUs                              : lu00(FC/SAS)


 Model                           : INTERNAL


 Serial number               : -


 Auto assign                   : enable





The number of volume groups(2)


 Volume group              : vg1


 Total size(GB)             : 200


 Free size(GB)              : 190


 LU status                      : normal


 LUs                              : lu01(SATA) lu02(SATA)


Model                           : INTERNAL


Serial number               : -


 Auto assign                   : enable





The number of volume groups(3)


 Volume group              : vg2


 Total size(GB)             : 200


 Free size(GB)              : 180


 LU status                     : normal


 LUs                              : lu04(FC/SAS) lu05(FC/SAS)


 Model                           : AMS


 Serial number               : 85011261


 Auto assign                   : disable


$





Output format of ccstart.sh





[Execution Result]





Exit Code:[Exit Code]





*1: Values acquired from the system are displayed within [  ]





$ sudo ccstart.sh


 


Start Check Consistency on Virtual Drive 0 (target id: 0) Success.


Start Check Consistency on Virtual Drive 1 (target id: 1) Success.


Start Check Consistency on Virtual Drive 2 (target id: 2) Success.





Exit Code: 0x00





$ sudo ccstart.sh


 


Adapter 0:  Check Consistency is not possible on Virtual drive 0 at this time.


Adapter 0:  Check Consistency is not possible on Virtual drive 1 at this time.


Adapter 0:  Check Consistency is not possible on Virtual drive 2 at this time.





Exit Code: 0x00





C:\>pscp -scp -unsafe service@10.0.0.51:*.log  C:\work


service@10.0.0.51's password:


AdapterInfo.log             |            9 kB |      9.5 kB/s | ETA: 00:00:00 | 100%


CmdTool.log                 |            1 kB |      1.1 kB/s | ETA: 00:00:00 | 100%


Event.log                       |          63 kB |    63.9 kB/s | ETA: 00:00:00 | 100%


LDPDInfo.log               |            8 kB |      9.0 kB/s | ETA: 00:00:00 | 100%


MegaSAS.log               |         555 kB |  277.7 kB/s | ETA: 00:00:00 | 100%


UART.log                      |        536 kB |  268.4 kB/s | ETA: 00:00:00 | 100%





$ sudo rmfile -y AdapterInfo.log 


$ sudo rmfile –y CmdTool.log


$ sudo rmfile -y Event.log 


$ sudo rmfile –y LDPDInfo.log


$ sudo rmfile -y MegaSAS.log 


$ sudo rmfile –y UART.log





C:\>pscp -scp -unsafe service@10.0.0.51:/log/* C:\work





$ sudo bootstatus


$





$ sudo bootstatus


KAQM14179-W Processing to start the OS is not complete. Wait several minutes, and then log in again.


$





Output format of initchk.sh





[Execution Result]





Exit Code:[Exit Code]





*1: Values acquired from the system are displayed within [  ]





$ sudo initchk.sh





Background Initialization on VD #0 is not in Progress.


Background Initialization on VD #1 is not in Progress.


Background Initialization on VD #2 (target id #2) Complete 10% in 26 Minutes.





Exit Code: 0x00





Output format of dhcpget





Interface	:	[interface]


DHCP	:	[On/Off] [(message1)]


message2


IP address	:	[IP address]


Netmask	:	[netmask]


MTU	:	[mtu]


Gateway	:	[gateway]





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	On





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	Off





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	Off (Settings are pending application to the system. (pending settings = On))





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	On





$ sudo dhcpset --off -a 192.168.10.100 -n 255.255.255.0 -g 192.168.10.1 mng0





$ sudo dhcpset --off -a 192.168.10.100 -n 255.255.255.0 -g 192.168.10.1 mng0


KAQM05271-Q Changes to the DHCP settings will be applied to the system. If you proceed, the node might become disconnected. Are you sure you want to apply the changes to the DHCP settings? (y/n) y





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	Off





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	Off (Settings are pending application to the system.( pending settings = On))





$ sudo dhcpset --cancel mng0


KAQM05277-I The DHCP settings that were pending application to the system were canceled.





$ sudo dhcpget mng0


Interface	: 	mng0 


DHCP	: 	Off





Output format of luioschedulectl





Device file	Configuration	Active


[Device file]	[Configuration]	[Active]





$ sudo luioschedulectl --reload





$ sudo luioschedulectl





$ sudo luioschedulectl


Device file	Configuration	Active


lu00	cfq	cfq


lu01	noop	noop


lu02	noop	noop


lu03	cfq	cfq


lu04	noop	noop





$ sudo luioschedulectl


Device file	Configuration	Active


lu00	cfq	cfq


lu01	noop	noop


*lu02	noop	unknown


*lu03	cfq	unknown


*lu04	noop	cfq





$ ip addr show mng0-br


11: mng0-br: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UNKNOWN


link/ether 8c:89:a5:5f:25:33 brd ff:ff:ff:ff:ff:ff


inet 10.213.137.197/22 brd 10.213.139.255 scope global mng0-br


inet 10.213.137.199/22 brd 10.213.139.255 scope global secondary mng0-br:0


inet6 fe80::8e89:a5ff:fe5f:2533/64 scope link


valid_lft forever preferred_lft forever


$





IP address





MAC address





$ arping -D -w 5 -I mng0-br 10.213.137.197


ARPING 10.213.137.197 from 0.0.0.0 mng0-br


Sent 6 probes (6 broadcast(s))


Received 0 response(s)


$





$ arping -D -w 5 -I mng0-br 10.213.137.197


ARPING 10.213.137.197 from 0.0.0.0 mng0-br


Unicast reply from 10.213.137.197 [00:25:5C:3D:15:3C]  0.601ms


Sent 1 probes (1 broadcast(s))


Received 1 response(s)


$





MAC address





Output format of secureshellfullctl





[setting status]








$ sudo secureshellfullctl


Disabled


$





$ sudo secureshellfullctl --enable


$





$ sudo secureshellfullctl


Enabled


$





$ sudo secureshellfullctl


Enabled


$





$ sudo secureshellfullctl --disable


$





$ sudo secureshellfullctl


Disabled


$
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