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Chapter 5
Method of Determining Failure Information
This chapter describes the failure notice method and failed part specification of HDI.
If the failure location can be specified by the contents of the failure notice, the maintenance personnel recover the relevant location. If the failure location cannot be specified, specify the failed part by the determination operation.
5.1
Determining FC Path Failures
By the reported SIM message, execute the fpstatus command of the CLI command on both nodes (in the single node configuration, on the local node) to determine the factor of the FC path failure and check the Status (path status) of the output result. In the OS version 3.0.0-XX or later, execute fpstatus command with attaching “-v” option by considering the connection of multiple arrays. In the cluster configuration, attaching “--allnode” option can confirm the both nodes output results with the execution of just one side node. For the confirmation of OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”. Furthermore, the parts to be the replacement target at the time of FC path failures are shown in the following. Check the device configuration of the customer side and request the order beforehand.
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5.1.1
Path status confirmation method
Execute the fpstatus command of the CLI command on both nodes (in the single node configuration, on the local node), and check the status of the FC path connected to the node.
The port name of the node side differs by the model. Therefore, refer to “A.2.2.2 Port arrangement and port names” and read it as a model to be the target.
The method to specify the FC path failure from the command execution result is described below.
(1)
How to write down failure information

Write down the information to specify the FC path failure from the result of fpstatus command execution. Figure 5.1.1-1 to Figure 5.1.1-4 show examples of FC path failure occurrence in the configuration using FC-SW and without using FC-SW.
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Figure 5.1.1-1  Example of FC Path Failure Occurrence in the configuration using FC-SW
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Figure 5.1.1-2  Example of FC Path Failure Occurrence in the configuration without using FC-SW
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Figure 5.1.1-3  Example of FC Path Failure Occurrence in the configuration using two FC HBAs 
and two arrays (multi array configuration)
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Figure 5.1.1-4  Example of FC Path Failure Occurrence in the Single Node Configuration
To specify the failure location, write down the path information according to the following procedure.
(
Focus on the path whose Status part in the result of executing the fpstatus command is not “Online” status.

(
When the path whose Status is not “Online” exists only in one node, the node is called “node to be the target”. When the paths whose Status is not “Online” exist in both nodes, node0 is called “node to be the target”.

(
Write down the path information and the node name. The path information is shown below.
Write down the “Serial” to specify the connection arrays in the multi array configuration.
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(
Based on the written path information, perform the failure determination as described in Troubleshooting “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL05-0030) when FC-SW is included in the system configuration of the target connection array. When FC-SW is not included in the system configuration and in the single node configuration, perform the failure determination as described in Troubleshooting “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL05-0300).
(2)
Example of fpstatus command execution
Refer to (2-1) when the OS version is 2.2.1-XX or earlier, and refer to (2-2) when the OS version is 3.0.0-XX or later. There is a case on (2-2) that the communication cannot be done with the target node and the target information may not be displayed on the window. In that case, execute “fpstatus –v” in each node, and then refer to the both nodes information.
For the confirmation of OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
(2-1)
When the OS version is 2.2.1-XX or earlier
(
Example of executing the fpstatus command (at the time of option omitted) in the node to be the target (node0)
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(
Example of executing the fpstatus command (at the time of option omitted) in the node on the opposite side (node1)
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(2-2) When the OS version is 3.0.0-XX or later
(
When fpstatus command (with “--allnode” option) is executed on the target node (node0)
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[Description of FC path information to be written down (description of surrounded part)]
(
The ArrayPort names “0A” and “0B” indicate the path connected to the controller 0 side of the array device and this path is described as path 0. “1A” and “1B” indicate the path connected to the controller 1 side of the array device and this path is described as path 1.

(
The “Status” becomes “Error” when a failure has occurred in any path connected from the node to the array device.

For the details of the fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
5.1.2
Determination by the FC path status in the configuration using FC-SW
Based on the written path information, determine the failure in “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035) as shown below.
In the OS version is 3.0.0-XX or later, if all the ports are used in the configuration with two FC-cards, the four paths in each node are displayed as shown in the following examples by the combination of the FC-SW zoning. In this case, consider the replacing path that refers to the same LU in each node as one combination, and determine the failure from the path statuses shown in “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035). If four paths are displayed in each node, determination process must be done for each replacing path. 
The paths to be replaced are the two paths that match the “Target” and “Serial” as shown in the following execution example in each node. (In the execution example in the following, it is “N0-T000” and “N0-T001” in node0, and “N1-T000” and “N1-T001” in node1.)
There is another replacing path that refers to the same LU in the other side node. In the following examples, ( and ( are the combination of the replacing path that refers to the same LU.
However, when the path status is “Unknown” or “Configuration Mismatch”, all the path status might not be displayed, or “Target” or “Serial” might not be displayed. Therefore, when the path status is “Unknown” or “Configuration Mismatch”, follow the instruction described in Troubleshooting “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (2/2)” (TRBL 05-0040).
(
Execution example when all the ports are used in the configuration using two FC cards.
[A case that connecting four paths in the same array]
Execution example at node0
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Execution example at node1
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[A case of multiple arrays configuration]

Execution example at node0
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Execution example at node1
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When the OS version is 3.0.0-XX or later, specifying “--allnode” to fpstatus command can refer to the path information of the both nodes. However, when the communication cannot be done with the other side node, the information of the other side node may not be displayed. In this case, specify “-v” option to fpstatus in each node, and refer to the both nodes information. For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
For the details about fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
The next page shows the identifying method of the combination of paths when the four or more FC path information excepting “Unknown” and “Configuration Mismatch” are displayed as shown in the above path information.
In the determination table shown in Troubleshooting “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035), determination is done by using a combination of the path information that refers to the same LU between the target node and the other side node. Therefore, it is required to identify the path information that refers to the same LU in each node or that refers to the same LU between the nodes. 
The method of identifying the path information that refers to the same LU is described below when the fpstatus execution example of each node are the following.
Execution example at node0
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Execution example at node1
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1.
Verify the replacing path in each node. The replacing paths have the path information where “Target” is the same. 
On the above example, the first path is the path that contains “N0-T000” and the second path is the path that contains “N0-T001” in the node0. In the same manner, the first path is the path that contains “N1-T000” and the second path is the path that contains “N1-T001” in the node1. 
2.
Next, identify the path combination that refers to the same LU between the node0 and node1. [In the case of multi-array configuration] shown in “TRBL 05-0031” four paths in each node are displayed but the “Serial” is different in each replacing part. Therefore, ( and ( that match the “Serial” in the both nodes can be identified that it refers to the same LU between the nodes. After the identification, proceed to step3. 
However, if “Serial” of the replacing path is the same as shown in the above example, it is needed to identify the path information that refers to the same LU with either method of the following. 
The first method is to execute fpstatus command with "--lupath" option. ((1) A method of using fpstatus command to identify the same LU between the nodes.)
For fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
The second method is to identify with “Maintenance Tool ‘2.35 Displaying the LU Information in the Disk Array Subsystem (alulist)’ (MNTT 02-2090)”. ((2) A method of using alulist command to identify the path that refers to the same LU between the nodes.)
The determination method is described from the next page.

3.
Write down the FC path information of the both nodes that refer to the same LU identified at the step “2”.

4.
Based on the path that identified in the above description, execute the determination operation by confirming the FC path status of ( as the target node and of ( as the other side of the node from Troubleshooting “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035).
In the execution example in “TRBL 05-0032” execute the determination operation of #1 as the path0 and path1 of the target node is “Online” and “Error” respectively, and the path0 and path1 on the other side node is “Online” and “Online” respectively. 
5.
After completing the step “4,” check the status of the other side replacing path, and if there is a path that the status is not in “Online,” execute the step “2” and “3”.  In the execution example in “TRBL 05-0032” execute the determination procedure of #2 as the path0 and path1 of the target node is “Online” and “Error” respectively, and the path0 and path1 of the other side node is “Error” and “Online” respectively. 
(1)
A method of using fpstatus command to identify the same LU between the nodes
Since this procedure cannot be done in the OS version before 3.0.0-XX, execute Troubleshooting “5.1.2 (2) A method of using alulist command to identify the path that refers to the same LU between the nodes” (TRBL 05-0034).
For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’(MNTT 02-2060)”.
(a)
Execute “fpstatus –lupath” in either of the nodes. Figure 5.1.2-A is an execution example at the side of node0. The LU information of both nodes can be displayed. However, if the communication cannot be done with the other side node, the information of the other side node may not be displayed. In this case, execute the procedure described in Troubleshooting “5.1.2 (2) A method of using alulist command to identify the path that refers to the same LU between the nodes” (TRBL 05-0034).
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Figure 5.1.2-A fpstatus Execution Example
(b)
The LU path information of the both nodes is sorted in the order of “Serial” and “LDEV” as shown above. As in the thick frames on the above figure, four path information that refer to the same “LDEV” are displayed.
Looking at (1) in the above figure, “N0-T000” and “N1-T000” shown in “Target” can be confirmed as the path that refer to the same LU. 
In the same manner, when looking at (2) in the above figure, “N0-T001” and “N1-T001” shown in “Target” can be confirmed as the path that refer to the same LU. 
(c)
From the result of (b), the path information that refers to the same LU is the path information of (that includes “N0-T000” and the path information of ( that includes “N1-T000” in the execution example as shown in “TRBL 05-0032”.
In the same manner, the other path information (a pair of “N0-T001” and “N1-T001”) can be identified. 
After the identification, proceed to step 3. 
(2)
A method of using alulist command to identify the path that refers to the same LU between the nodes
(a)
Compare the result of alulist command in the both nodes. Figure 5.1.2-B shows an execution example on the side of node0, and Figure 5.1.2-C shows an execution example on the side of node1. In each node, the LU information of one side ArrayPort of the replacing path is displayed.
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(b)
Identify “port” that refers to the same “LDEV” in both nodes. In the above diagram, “0A” on the side of node0 and “1A” on the side of node1from the “port” that refers to “0” of “LDEV” that is enclosed in (1) can be identified the ArrayPort that refers to the same LU in each node. In the same manner, “0B” on the side of node0 and “0B” on the side of node1 from the “port” that refers to “20” of “LDEV” that is enclosed in (2) can be identified the ArrayPort that refers to the same LU in each node.

(c)
Identifying the one side of ArrayPort that refers to the same LU between the nodes in the step (b) can identify a combination of replacing path.

The ArrayPort “0A” on the side of node0 that is identified at (b) is included in the thick frame ( of the replacing path of node0 from the execution example as described in “TRBL 05-0032”. And the replacing path of node1 to be paired with that is the thick frame ( of the replacing path that includes ArrayPort “1A” of the node 1 identified at (b).

With the above information, ( and ( in the execution example described in “TRBL 05-0032” can be identified as the path information that refers to the same LU.

In the same manner, the other side path information can be identified. 

After the identification, proceed to step 3. 
Table 5.1.2-1  Table of Determination by FC Path Status in the configuration using FC-SW (1/2)
	#
	FC path status after fpstatus command execution
	Assumed failure
	Determination continuing flow

	
	node to be the target
	node on opposite side
	
	

	1

(*1)
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Online
	A failure has occurred in any of FC card, FC port, FC cable, FC-SW port (at the time of FC-SW configuration) and array port.
	To the flow in Figure 5.1.2-1
(TRBL05-0050)

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Online

Path 1 : Online
	
	

	2

(*1)
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Error
	(
An FC-SW failure has occurred.

(
A failure on the array controller side has occurred.

(
A dual failure of No.1 has occurred.
	To the flow in Figure 5.1.2-2
(TRBL05-0090)

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Error

Path 1 : Online
	
	

	
	Path 0 : Error

Path 1 : Online
	Path 0 : Error

Path 1 : Online
	
	

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Online

Path 1 : Error
	
	

	3
	Path 0 : Error

Path 1 : Error
	Path 0 : Online

Path 1 : Online
	(
An FC card failure of the local node has occurred.
(
A dual failure of FC-SW port (at the time of FC-SW configuration).
	To the flow in Figure 5.1.2-3

(TRBL05-0130)

	If a FC path status other than the above #1 to #3 is displayed, determine a failure based on the written downed path information in reference to “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (2/2)” (TRBL 05-0040).


*1:
When one side status of the FC path is “Configuration Mismatch”, and the other side state of the FC path is not displayed as described below, determine it as “Configuration Mismatch” = “Online”, and “No display” = “Error”. (This status is shown when the OS is restarted after the path failure.)
	FC path status after fpstatus command execution
	
	FC path status after fpstatus command execution

	node to be the target
	node on opposite side
	
	node to be the target
	node on opposite side

	Path 0 : No display
Path 0 : Configuration Mismatch
	Path 0 : Online

Path 1 : Online
	=
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Online


If this state occurs after replacing HBA, there might be a mistake in inputting the WWN in the setting of the host group security of the disk array subsystem. Check the setting on the side of the disk array subsystem.
If the WWN setting is wrong, correct it, and reboot the node in which the WWN setting was wrong. For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.
If there is no problem on the setting of the disk array subsystem, go to the determination procedure.
Table 5.1.2-1  Table of Determination by FC Path Status in the configuration using FC-SW (2/2)
	#
	FC path status after fpstatus command execution
	Assumed failure
	Determination continuing flow

	
	node to be the target
	node on opposite side
	
	

	4
(*2)
	Path 0 : Error
Path 1 : Error
	Path 0 : Error
Path 1 : Error
	(
A dual failure of the array power supply has occurred.

(
Operation error (array shutdown)
(
A dual failure occurs on FC-SW.
(
A dual failure occurs on FC card.
*
A dual failure of the array controller 0/1 has occurred. 
	To the flow in Figure 5.1.2-5

(TRBL05-0250)

	5
	Including “Unknown”
	An FC card failure of the local node has occurred.
	To the flow in Figure 5.1.2-6

(TRBL05-0270)

	6
	“Configuration Mismatch” is included
(However, execute #5 if “Unknown” is included.)
	(
Operation error (setting error at the time of adding zoning or mapping)

(
Executed fpstatus command after the OS reboot when the path failure occurred.
	(7) Determining failure recovery of case #6 in the table of determination (TRBL05-0280)

	7
	“Offline” or “Partially Online” exists
	Forgetting the procedure after the manual operation and others
	(8) Determining failure recovery of case #7 in the table of determination (TRBL05-0290)

	8
	Combination other than that
	The disk array trouble or the dual failure of the device has occurred.
Or the FC path failure is recovered.
	(9)Determining failure recovery of case #8 in the table of determination (TRBL05-0290)


*2:
If this state occurs after replacing HBA, there might be a mistake in inputting the WWN in the setting of the host group security of the disk array subsystem. Check the setting on the side of the disk array subsystem.
If the WWN setting is wrong, correct it, and reboot the node in which the WWN setting was wrong. For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”. 
If there is no problem on the setting of the disk array subsystem, go to the determination procedure. 
(1)
Determining failure recovery of case #1 in the table of determination

Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.2-1  Procedure 1 for Determining by FC Path Status (1/4)
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Figure 5.1.2-1  Procedure 1 for Determining by FC Path Status (2/4)
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Figure 5.1.2-1  Procedure 1 for Determining by FC Path Status (3/4)
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Figure 5.1.2-1  Procedure 1 for Determining by FC Path Status (4/4)
(2)
Determining failure recovery of case #2 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.2-2  Procedure 2 for Determining by FC Path Status (1/4)
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Figure 5.1.2-2  Procedure 2 for Determining by FC Path Status (2/4)
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Figure 5.1.2-2  Procedure 2 for Determining by FC Path Status (3/4)
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Figure 5.1.2-2  Procedure 2 for Determining by FC Path Status (4/4)
(3)
Determining failure recovery of case #3 in the table of determination

Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (1/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (2/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (3/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (4/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (5/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (6/7)
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Figure 5.1.2-3  Procedure 3 for Determining to the FC Path Status (7/7)
(4)
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(5)
Determining failure recovery of case #4 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.

[image: image46]

[image: image47]
Figure 5.1.2-5  Procedure 5 for Determining to the FC Path Status (1/2)
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Figure 5.1.2-5  Procedure 5 for Determining to the FC Path Status (2/2)
(6)
Determining failure recovery of case #5 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.2-6  Procedure 6 for Determining to the FC Path Status
(7)
Determining failure recovery of case #6 in the table of determination
When the FC path status includes “Configuration Mismatch”, operation errors (setting errors at the time of adding the zoning or mapping, or fpstatus command is executed after rebooting OS) are considered. Therefore, perform the following.
Refer to (a) when the OS version is 2.2.1-XX or earlier, and refer to (b) when the OS version is 3.0.0-XX or later. For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
(a)
When the OS version is 2.2.1-XX or earlier
(a-1)
When the FC path status is " Configuration Mismatch " for both in the path0 and path1 as below:
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	FC path status after fpstatus command execution
	Action to be taken

	Path0 : Configuration Mismatch
Path1 : Configuration Mismatch
	Request the system administrator to check if there is no error in operation (such as setting errors at the time of adding the zoning or mapping).


(a-1)
When the FC path status is "Configuration Mismatch" either in the path0 or in the path1, and nothing is displayed in the other one as below:
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	FC path status after fpstatus command execution
	Action to be taken

	Path0 : Configuration Mismatch
Path1 : No display
	(
	Path0 : Online
Path1 : Error
	Regarded as path 0= “Online” and path1 = “Error” as the description in the left, and determine with the “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035).


(b)
When the OS version is 3.0.0-XX or later
(b-1)
When the path0 and the path1 of the FC path status are “Configuration Mismatch” and the value of “Serial” and “Target” are the same as shown in the following. 
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	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(the values in Serial and Target are the same)
	Execute “fpstatus--lipath” command, and check if there is a LU that does not have a replacing path. If there is such LU, request the system administrator to map the subject of LU. If there is no such LU, request the system administrator to confirm if there is any miss operation (setting failure on zoning and so on). For the details of fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.


(b-2)
When the path0 and the path1 of the FC path status are “Configuration Mismatch” and the value of “Serial” is the same but the value of “Target” is different (Four paths are displayed normally but only two paths are displayed by the failure.)
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	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(The value of Serial is the same but the value of Target is different.)
	Troubleshooting “Figure 5.1.2-7 Determination procedures by the FC path status 7” (TRBL05-0283)


(b-3)
The path0 and the path1 of the FC path status are “Configuration Mismatch,” but the value of “Serial” and “Target” are different (in the case of multi array configuration)
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	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(The value of “Serial” and “Target” are different.)
	Execute the corresponding contents described in (b-4) for each Serial and Target.


(b-4)
As described in the following, either one of the path0 and path1 of the FC path status is “Configuration Mismatch,” and the other side FC path status is not displayed. (Two paths are normally displayed, but only one path is displayed as below due to a failure.)
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	FC path status after executing fpstatus command 
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : No display
	(
	Path0 : Online

Path1 : Error
	Assume path0 = “Online”, and path1= “Error” as shown in the description in the left, and then determine in reference to
Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035).
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Figure 5.1.2-7 Determination procedures by the FC path status 7 (1/2)
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Figure 5.1.2-7 Determination procedures by the FC path status 7 (2/2)
(8)
Determining failure recovery of case #7 in the table of determination
When the FC path status has “Offline” or “Partially Online”, forgetting the procedure after the manual operation is considered. Perform the following.

(
Request the system administrator to execute the fponline command for the relevant FC path and change the FC path status to “Online”. Refer to “Maintenance Tool ‘2.9 Switching the FC Path to Online (fponline)’ (MNTT 02-0590)”.
(
After completing determination, return to “C.2.2 Determination Procedure when a Failure Occurred”.
(9)
Determining failure recovery of case #8 in the table of determination
When it is not applied to any cases in the table of determination, a disk array defect or a dual failure of the device may have occurred or the FC path failure may be recovered.
Execute (9-1) in the case of the cluster configuration and all of the FC path status are “Online”, otherwise execute (9-2.)
(9-1)
In the case all of the FC path status are “Online”
(
Execute the clstatus command. For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.
(
Execute ( if the error message “KAQM06116-E” was displayed as the execution result, otherwise execute (9-2).
(
Reboot the OS of both nodes forcibly because the cluster management LU is blocked. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)” and perform the execution procedures (1) to (4).
④
After completing the operation above, return to “C.2.2 Determination Procedure when a Failure Occurred”.
(9-2)
In the case of other than (9-1)
(
Refer to Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.

(
After collecting the information, contact the support center and follow the instructions.
(
After completing determination, return to “C.2.2 Determination Procedure when a Failure Occurred”.
5.1.3
Determination by the FC path status in the configuration without using FC-SW
Based on the written path information, determine the failure in “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305) as shown below.
In the cluster configuration, if all the ports are used in the configuration with two FC-cards, the four paths in each node are displayed as shown in the following examples. In this case, consider the replacing path that refers to the same LU in each node as one combination, and determine the failure from the path statuses shown in “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305). If four paths are displayed in each node, determination process must be done for each replacing path.
The paths to be replaced are the two paths that match the “Serial” and “Target” as shown in the following execution example in each node. (In the execution example in the next page, it is “N0-T000” and “N0-T001” in node0, and “N1-T000” and “N1-T001” in node1.)
There is another replacing path that refers to the same LU in the other side node. In the following examples, ( and ( are the combination of the replacing path that refers to the same LU.

However, when the path status is “Unknown” or “Configuration Mismatch,” all the path status will not be displayed, or “Target” and “Serial” are not displayed. Therefore, when the path status is “Unknown” or “Configuration Mismatch,” follow the instruction described in Troubleshooting “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (2/2)” (TRBL 05-0310).
(
Execution example when all the ports are used in the configuration of two FC cards.
[Connected four paths in the same array]

Execution example of node0

[image: image62]
Execution example of node1

[image: image63]
[In the multi array configuration]
Execution example of node0

[image: image64]
Execution example of node1

[image: image65]
When the OS version is 3.0.0-XX or later, specifying “--allnode” to fpstatus command can refer to the path information of the both nodes. However, when the communication cannot be done with the other side node, the information of the other side node may not be displayed. In this case, specify “-v” option to fpstatus in each node, and refer to the both nodes information. For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
For the details about fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
The next page shows the identifying method of the combination of paths when the four or more FC path information excepting “Unknown” and “Configuration Mismatch” are displayed as shown in the above path information.
In the determination table shown in Troubleshooting “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305), determination is done by using a combination of the path information that refers to the same LU between the target node and the other side node. Therefore, it is required to identify the path information that refers to the same LU in each node or that refers to the same LU between the nodes. 
The method of identifying the path information that refers to the same LU is described below when the fpstatus execution example of each node are the following.
Execution example of node0
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Execution example of node1
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1.
Verify the replacing path in each node. The replacing paths have the path information where “Target” is the same. 
On the above example, the first path is the path that contains “N0-T000” and the second path is the path that contains “N0-T001” in the node0. In the same manner, the first path is the path that contains “N1-T000” and the second path is the path that contains “N1-T001” in the node1. 

2.
Next, identify the path combination that refers to the same LU between the node0 and node1. [In the case of multi-array configuration] shown in “TRBL 05-0301,” four paths in each node are displayed but the “Serial” is different in each replacing part. Therefore, ( and ( that match the “Serial” in the both nodes can be identified that it refers to the same LU between the nodes. After the identification, proceed to step3.
However, if “Serial” of the replacing path is the same as shown in the above example, it is needed to identify the path information that refers to the same LU with either method of the following. 
The first method is to execute fpstatus command with "--lupath" option. ((1) A method of using fpstatus command to identify the same LU between the nodes.)
For fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.
The second method is to identify with “Maintenance Tool ‘2.35 Displaying the LU Information in the Disk Array Subsystem (alulist)’ (MNTT 02-2090)”. ((2) A method of using alulist command to identify the path that refers to the same LU between the nodes.)
The determination method is described from the next page.

3.
Write down the FC path information of the both nodes that refer to the same LU identified at the step “2”.
4.
Based on the path that identified in the above description, execute the determination operation by confirming the FC path status of ( as the target node and of ( as the other side of the node from Troubleshooting “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305).
In the execution example in the previous page, execute the determination process of #1 on the path0 and path1 of the target node is “Online” and “Error” respectively, and the path0 and path1on the other side node is “Online” and “Online” respectively.
5.
After completing the step “4,” check the status of the other side replacing path, and if there is a path that the status is not in “Online”, execute the step “2” and “3”. In the execution example in the previous page, execute the determination procedure of #2 that the path0 and path1 on the target node is “Online” and “Error” respectively, and the path0 and path1 on the other side node is “Error” and “Online” respectively.
(1)
A method of using fpstatus command to identify the same LU between the nodes
Since this procedure cannot be done in 3.0.0-XX or earlier OS version, execute Troubleshooting “5.1.2 (2) A method of using alulist command to identify the path that refers to the same LU between the nodes” (TRBL 05-0034).
For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
(a)
Execute “fpstatus --lupath” in either of the nodes. Figure 5.1.3-A is an execution example at the side of   node0. The LU information of both nodes can be displayed. However, if the communication cannot be done with the other side node, the information of the other side node may not be displayed. In this case, execute the procedure described in Troubleshooting “5.1.3 (2) A method of using alulist command to identify the path that refers to the same LU between the nodes” (TRBL 05-0304).
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Figure 5.1.3-A fpstatus ExecutionExample

(b)
The LU path information of the both nodes is sorted in the order of “Serial” and “LDEV” as shown above. As in the thick frames on the above figure, four path information that refer to the same “LDEV” are displayed.

Looking at (1) in the above figure, “N0-T000” and “N1-T000” shown in “Target” can be confirmed as the path that refer to the same LU. 

In the same manner, when looking at (2) in the above figure, “N0-T001” and “N1-T001” shown in “Target” can be confirmed as the path that refer to the same LU. 

(c)
From the result of (b), the path information that refers to the same LU is the path information of (that includes “N0-T000” and the path information of ( that includes “N1-T000” in the execution example as shown in “TRBL 05-0302”.
In the same manner, the other path information (a pair of “N0-T001” and “N1-T001”) can be identified. 

After the identification, proceed to step 3. 

(2)
A method of using alulist command to identify the path that refers to the same LU between the nodes
(a)
Compare the result of alulist command in the both nodes. Figure 5.1.3-B shows an execution example on the side of node0, and Figure 5.1.3-C shows an execution example on the side of node1. In each node, the LU information of one side ArrayPort of the replacing path is displayed. 
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(b)
Identify “port” that refers to the same “LDEV” in both nodes. In the above diagram, “0A” on the side of node0 and “1A” on the side of node1from the “port” that refers to “0” of “LDEV” that is enclosed in (1) can be identified the ArrayPort that refers to the same LU in each node. In the same manner, “0B” on the side of node0 and “0B” on the side of node1 from the “port” that refers to “20” of “LDEV” that is enclosed in (2) can be identified the ArrayPort that refers to the same LU in each node.
(c)
Identifying the one side of ArrayPort that refers to the same LU between the nodes in the step (b) can identify a combination of replacing path.

The ArrayPort “0A” on the side of node0 that is identified at (b) is included in the thick frame ( of the replacing path of node0 from the execution example as described in “TRBL 05-0302”. And the replacing path of node1 to be paired with that is the thick frame ( of the replacing path that includes ArrayPort “0C” of the node 1 identified at (b).

With the above information, (and ( in the execution example described in “TRBL 05-0302” can be identified as the path information that refers to the same LU.

In the same manner, the other side path information can be identified. 

After the identification, proceed to step 3. 
Table 5.1.3-1  Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)

	#
	FC path status after fpstatus command execution
	Assumed failure
	Determination continuing flow

	
	node to be the target
	node on opposite side
	
	

	1

(*1)
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Online
	A failure has occurred in any of FC card, FC port, FC cable, FC-SW port (at the time of FC-SW configuration) and array port.
	To the flow in Figure 5.1.3-1
(TRBL05-0320)

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Online

Path 1 : Online
	
	

	
	Path 0 : Error

Path 1 : Online
	－(*2)
	
	

	
	Path 0 : Error

Path 1 : Online
	－(*2)
	
	

	2

(*1)
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Error
	(
A failure on the array controller side has occurred.

(
A dual failure of No.1 has occurred.
	To the flow in Figure 5.1.3-2

(TRBL05-0350)

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Error

Path 1 : Online
	
	

	
	Path 0 : Error

Path 1 : Online
	Path 0 : Error

Path 1 : Online
	
	

	
	Path 0 : Online

Path 1 : Error
	Path 0 : Online

Path 1 : Error
	
	

	3
	Path 0 : Error

Path 1 : Error
	Path 0 : Online

Path 1 : Online
	(
A dual failure of No.1 of the local node has occurred. 

(
An FC card failure of the local node has occurred.
	To the flow in Figure 5.1.3-3

(TRBL05-0380)

	
	Path 0 : Error

Path 1 : Online
	－(*2)
	(
A FC card failure of the local node has occurred.
( A dual failure of the Item No.1 of the local node has occurred.
(
A dual failure of the disk array subsystem power supply has occurred.
(
Operation error (array shutdown)
(
A simultaneous failure of the array controller 0/1 has occurred.
	

	If a FC path status other than the above #1 to #4 is displayed, determine a failure based on the written downed path information in reference to “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW(2/2)” (TRBL 05-0310).


*1:
When one side status of the FC path is “Configuration Mismatch”, and the other side state of the FC path is not displayed as described below, determine it as “Configuration Mismatch” = “Online”, and “No display” = “Error”. (This status is shown when the OS is restarted after the path failure.)
	FC path status after fpstatus command execution
	
	FC path status after fpstatus command execution

	node to be the target
	node on opposite side
	
	node to be the target
	node on opposite side

	Path 0 : No display

Path 1 : Configuration Mismatch
	Path 0 : Online

Path 1 : Online
	=
	Path 0 : Error

Path 1 : Online
	Path 0 : Online

Path 1 : Online


If this state occurs after replacing HBA, there might be a mistake in inputting the WWN in the setting of the host group security of the disk array subsystem. Check the setting on the side of the disk array subsystem. If the WWN setting is wrong, correct it, and reboot the node in which the WWN setting was wrong. For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”. 
If there is no problem on the setting of the disk array subsystem, go to the determination procedure.
*2:
In the single node configuration, only the FC path status of the target node is displayed.
Table 5.1.3-1  Table of Determination by FC Path Status in the Configuration without using FC-SW (2/2)

	#
	FC path status after fpstatus command execution
	Assumed failure
	Determination continuing flow

	
	node to be the target
	node on opposite side
	
	

	4
(*3)
	Path 0 : Error
Path 1 : Error
	Path 0 : Error
Path 1 : Error
	( A dual failure of No. 2 has occurred.

( A dual failure of the array power supply has occurred.

( Operation error (array shutdown)
*
Both nodes are restarted after the OSs down. Or, a dual failure of the array controller 0/1 has occurred. 
	To the flow in Figure 5.1.3-5

(TRBL05-0480)

	5
	Path 0 : Unknown
Path 1 : Unknown
	Path 0 : Online
Path 1 : Online
	An FC card failure has occurred.
	(6) Determining failure recovery of case #5 in the table of determination
(TRBL05-0490)

	6
	“Configuration Mismatch” is included
(However, execute #5 when “Unknown” is included.)
	( Operation error (setting error at the time of adding zoning or mapping)
( Executed fpstatus command after the OS reboot when the path failure occurred.
	(7) Determining failure recovery of case #6 in the table of determination (TRBL05-0500)

	7
	“Offline” or “Partially Online” exists
	Forgetting the procedure after the manual operation and others
	(8) Determining failure recovery of case #7 in the table of determination (TRBL05-0510)

	8
	Combination other than that
	The disk array trouble or the dual failure of the device has occurred.
Or the FC path failure is recovered.
	(9)Determining failure recovery of case #8 in the table of determination (TRBL05-0510)


*3:
If this state occurs after replacing HBA, there might be a mistake in inputting the WWN in the setting of the host group security of the disk array subsystem. Check the setting on the side of the disk array subsystem.
If the WWN setting is wrong, correct it, and reboot the node in which the WWN setting was wrong. For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.
If there is no problem on the setting of the disk array subsystem, go to the determination procedure.
(1)
Determining failure recovery of case #1 in the table of determination

Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.3-1  Procedure 1 for Determining by FC Path Status (1/3)
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Figure 5.1.3-1  Procedure 1 for Determining by FC Path Status (2/3)
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Figure 5.1.3-1  Procedure 1 for Determining by FC Path Status (3/3)
(2)
Determining failure recovery of case #2 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.3-2  Procedure 2 for Determining by FC Path Status (1/3)
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Figure 5.1.3-2  Procedure 2 for Determining by FC Path Status (2/3)
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Figure 5.1.3-2  Procedure 2 for Determining by FC Path Status (3/3)

(3)
Determining failure recovery of case #3 in the table of determination

Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (1/6)
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (2/6)
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (3/6)
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (4/6)
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (5/6)
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Figure 5.1.3-3  Procedure 3 for Determining by FC Path Status (6/6)
(4)
This page is intentionally blanked.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
This page is for editorial purpose only.
(5)
Determining failure recovery of case #4 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure.
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Figure 5.1.3-5  Procedure 5 for Determining by FC Path Status (1/2)
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Figure 5.1.3-5  Procedure 5 for Determining by FC Path Status (2/2)
(6)
Determining failure recovery of case #5 in the table of determination
Based on the written path information, perform the failure analysis in the following procedure, and recover the failure. In this case, there are two type of cases that all the path status become “Unknown” and “Unknown” is shown on one side path and “Configuration Mismatch” is shown on the other side path.
A case when all the path status in the node becomes “Unknown”

[image: image98]
A case when “Unknown” and “Configuration Mismatch” are mixed in the path status in the node
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Figure 5.1.3-6  Procedure 6 for Determining by FC Path Status
(7)
Determining failure recovery of case #6 in the table of determination
When the FC path status includes “Configuration Mismatch”, operation errors (setting errors at the time of adding the mapping, fpstatus command is executed after rebooting OS) are considered. Therefore, perform the following.
Refer to (a) when the OS version is 2.2.1-XX or earlier, and refer to (b) when the OS version is 3.0.0-XX or later. For the confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
(a)
When the OS version is 2.2.1-XX or earlier
(
When the FC path status is "Configuration Mismatch" for both in the path0 and path1 as below:
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	FC path status after fpstatus command execution
	Action to be taken

	path0 : Configuration Mismatch
path1 : Configuration Mismatch
	Request the system administrator to check if there is no error in operation (such as setting errors at the time of adding the mapping).


(
When the FC path status is " Configuration Mismatch " either in the path0 or in the path1, and nothing is displayed in the other one as below:

[image: image103]
	FC path status after fpstatus command execution
	Action to be taken

	path0 : Configuration Mismatch
path1 : No display
	(
	path0 : Online
path1 : Error
	Regarded as path 0= “Online” and path1 = “Error” as the description in the left, and determine with the “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305).


(b)
When the OS version is 3.0.0-XX or later
(b-1)
When the path0 and the path1 of the FC path status are “Configuration Mismatch” and the value of “Serial” and “Target” are the same as shown in the following.

[image: image104]
	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(the values in Serial and Target are the same)
	Execute "fpstatus--lipath" command, and check if there is a LU that does not have a replacing path. If there is such LU, request the system administrator to map the subject of LU. If there is no such LU, request the system administrator to confirm if there is any miss operation (setting failure on mapping and so on). For the details of fpstatus command, refer to “Maintenance Tool ‘2.5 Displaying the FC Status (fpstatus)’ (MNTT 02-0280)”.


(b-2)
When the path0 and the path1 of the FC path status are “Configuration Mismatch” and the value of “Serial” is the same but the value of “Target” is different (Four paths are displayed normally but only two paths are displayed by the failure.)
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	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(The value of Serial is the same but the value of Target is different.)
	Troubleshooting “Figure 5.1.3-7 Procedure 7 for Determining by FC Path Status” (TRBL05-0503)


(b-3)
The path0 and the path1 of the FC path status are “Configuration Mismatch,” but the value of “Serial” and “Target” are different (in the case of multi array configuration)
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	FC path status after executing fpstatus command 
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : Configuration Mismatch

(The value of “Serial” and “Target” are different.)
	Execute the corresponding contents described in (b-4) for each Serial and Target.


(b-4)
As described in the following, either one of the path0 and the path1 of the FC path status is “Configuration Mismatch,” and the other side FC path status is not displayed. (Two paths are normally displayed, but only one path is displayed as below due to a failure.)
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	FC path status after executing fpstatus command
	Action to be taken

	Path0 : Configuration Mismatch

Path1 : No display
	(
	Path0 : Online

Path1 : Error
	Assume path0 = “Online”, and path1= “Error” as shown in the description in the left, and then determine in reference to

“Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305).
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Figure 5.1.3-7  Procedure 7 for Determining by FC Path Status (1/2)

[image: image110]

[image: image111]
Figure 5.1.3-7  Procedure 7 for Determining by FC Path Status (2/2)
(8)
Determining failure recovery of case #7 in the table of determination
When the FC path status has “Offline” or “Partially Online”, forgetting the procedure after the manual operation is considered. Perform the following.

(
Request the system administrator to execute the fponline command for the relevant FC path and change the FC path status to “Online”. Refer to “Maintenance Tool ‘2.9 Switching the FC Path to Online (fponline)’ (MNTT 02-0590)”.
(
After completing determination, return to “C.2.2 Determination Procedure when a Failure Occurred”.
(9)
Determining failure recovery of case #8 in the table of determination
When it is not applied to any cases in the table of determination, a disk array defect or a dual failure of the device may have occurred or the FC path failure may be recovered.
Execute (9-1) in the case of the cluster configuration and all of the FC path status are “Online”, otherwise execute (9-2.)
(9-1)
In the case all of the FC path status are “Online”
(
Execute the clstatus command. For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.

(
Execute ( if the error message “KAQM06116-E” was displayed as the execution result, otherwise execute (9-2).
(
Reboot the OS of both nodes forcibly because the cluster management LU is blocked. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)” and perform the execution procedures (1) to (4).
④
After completing the operation above, return to “C.2.2 Determination Procedure when a Failure Occurred”.
(9-2)
In the case of other than (9-1)
(
Refer to Troubleshooting “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.
(
After collecting the information, contact the support center and follow the instructions.
(
After completing determination, return to “C.2.2 Determination Procedure when a Failure Occurred”.
5.2
Determining Hardware Failures or Software Failures
The failure determination of the hardware failure or the software failure led by the failure determination flow of “C.2.2.2 Failure determination procedure in the single node configuration” is described.

In the cluster configuration, the determination flow of the node failure differs depending on either failover has not occurred or failover occurred and a SIM of failover was displayed or not. Next, determining the node failure when failover has not occurred and when failover occurred are described.
For the determination of the node failure when failover has not occurred, refer to “C.2.3.3 Determining the node failure when failover has not occurred”.
For the determination of the node failure when failover occurred, refer to “C.2.3.4 Determining the node failure when failover occurred”.
In the single node configuration, refer to “C.2.3.5 Determination of node failure in the single node configuration”.
5.3
Measures when Releasing the LU Access Protection Failed

The description below is the action to be taken when the SIM of releasing LU access protection fails (KAQG72030-E) is displayed. 
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Figure 5.3-1  Determining the failure when releasing the LU Access Protection failed (1/2)
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Figure 5.3-1  Determining the failure when releasing the LU Access Protection failed (2/2)
List of parts to be the replacement target:


FC card, FC-SW, FC-SW host connector, array side host connector, FC cable
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Path                      Target        HostPort HostPortWWN          ArrayPort ArrayPortWWN         Model  Serial          Status


path000-0005-1B  N0-T000   fc0005    10000000c98f36be  1B             50060e8005271c64     AMS    87010001   Error





$ sudo fpstatus


Path                     Target        HostPort HostPortWWN          ArrayPort ArrayPortWWN         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A              50060e800044b632  Online


path000-0005-1B N0-T000   fc0005    10000000c98f36be  1B              50060e8005271c64   Error





$ sudo fpstatus


Path                     Target        HostPort HostPortWWN          ArrayPort ArrayPortWWN         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A              50060e800044b636  Online


path000-0005-0B N1-T000   fc0005    10000000c98f37bc  0B              50060e8005271c68   Error





$ sudo fpstatus --allnode


node0(DJ8RMPBX)


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN        Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A             50060e800044b632  AMS    87010001 Online


path000-0005-1B N0-T000   fc0005    10000000c98f36be  1B             50060e8005271c64  AMS    87010001 Error





node1(D79RMPDX)


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN      Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e800044b636  AMS    87010001 Online


path000-0005-0B N1-T000   fc0005    10000000c98f37bc  0B            50060e8005271c68  AMS     87010001 Error





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e800044b632  AMS    87010001 Online


path000-0006-1A N0-T000   fc0006    10000000c98f36be  1A            50060e800044b636  AMS    87010001 Error


path001-0004-0B N0-T001   fc0004    10000000c98f26be  0B            50060e8005271c72  AMS    87010001 Online


path001-0006-1B N0-T001   fc0006    10000000c98f36be  1B            50060e8005271c76  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN      Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e800044b636  AMS    87010001 Online


path000-0006-0A N1-T000   fc0006    10000000c98f37bc  0A            50060e800044b632  AMS    87010001 Online


path001-0004-1B N1-T001   fc0004    10000000c98f27ab  1B            50060e8005271c76  AMS    87010001 Error


path001-0006-0B N1-T001   fc0006    10000000c98f37bc  0B            50060e8005271c72  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN      Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e8005271c62 AMS    87010001 Online


path000-0006-1A N0-T000   fc0006    10000000c98f36be  1A            50060e8005271c60 AMS    87010001 Error


path001-0004-0A N0-T001   fc0004    10000000c98f26be  0A            50060e8005238b68 AMS    87010010 Online


path001-0006-1A N0-T001   fc0006    10000000c98f36be  1A            50060e8005238b64 AMS    87010010 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN      Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e8005271c60 AMS    87010001 Online


path000-0006-0A N1-T000   fc0006    10000000c98f37bc  0A            50060e8005271c62 AMS    87010001 Online


path001-0004-1A N1-T001   fc0004    10000000c98f27ab  1A            50060e8005271b64 AMS    87010010 Error


path001-0006-0A N1-T001   fc0006    10000000c98f37bc  0A            50060e8005271b68 AMS    87010010 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e800044b632  AMS    87010001 Online


path000-0006-1A N0-T000   fc0006    10000000c98f36be  1A            50060e800044b636  AMS    87010001 Error


path001-0004-0B N0-T001   fc0004    10000000c98f26be  0B            50060e8005271c72  AMS    87010001 Online


path001-0006-1B N0-T001   fc0006    10000000c98f36be  1B            50060e8005271c76  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN      Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e800044b636  AMS    87010001 Online


path000-0006-0A N1-T000   fc0006    10000000c98f37bc  0A            50060e800044b632  AMS    87010001 Online


path001-0004-1B N1-T001   fc0004    10000000c98f27ab  1B            50060e8005271c76  AMS    87010001 Error


path001-0006-0B N1-T001   fc0006    10000000c98f37bc  0B            50060e8005271c72  AMS    87010001 Online





(





$ sudo fpstatus –lupath


Model       Serial LDEV(   hex)   ArrayPort Target        HostPort  HostPortWWN         Status         Mismatch


AMS       87010001   11(  000B) 0A             N0-T000   fc0004     10000000c98f26be  Online         -


AMS       87010001   11(  000B) 1A             N0-T000   fc0006     10000000c98f36be  Offline(E)           -


AMS       87010001   11(  000B) 1A             N1-T000   fc0004     10000000c98f27ab  Online         -


AMS       87010001   11(  000B) 0A             N1-T000   fc0006     10000000c98f37bc  Online         -


AMS       87010001   21(  0015) 0A              N0-T000   fc0004     10000000c98f26be  Online         -


AMS       87010001   21(  0015) 1A              N0-T000   fc0006     10000000c98f36be  Offline(E)           -


AMS       87010001   21(  0015) 1A              N1-T000   fc0004     10000000c98f27ab  Online         -


AMS       87010001   21(  0015) 0A              N1-T000   fc0006     10000000c98f37bc  Online         -


AMS       87010001   31(  001F) 0B              N0-T001   fc0004     10000000c98f26be  Online         -


AMS       87010001   31(  001F) 1B              N0-T001   fc0006     10000000c98f36be  Online         -


AMS       87010001   31(  001F) 1B              N1-T001   fc0004     10000000c98f27ab  Offline(E)           -


AMS       87010001   31(  001F) 0B              N1-T001   fc0006     10000000c98f37bc  Online         -


AMS       87010001   41(  0029) 0B              N0-T001   fc0004     10000000c98f26be  Online         -


AMS       87010001   41(  0029) 1B              N0-T001   fc0006     10000000c98f36be  Online         -


AMS       87010001   41(  0029) 1B              N1-T001   fc0004     10000000c98f27ab  Offline(E)           -


AMS       87010001   41(  0029) 0B              N1-T001   fc0006     10000000c98f37bc  Online         -





(1)


)





(2)


)





$ sudo alulist


model	serial           LDEV(   hex)    port       type             size


AMS	87010001          0(  0000)     0A        SATA           70.000GB


AMS	87010001          3(  0003)     0A        SATA           30.000GB


( ( ( (


AMS	87010001          20(  0014)   0B        SATA           20.000GB


AMS	87010001          22(  0016)   0B        SATA           20.000GB





$ sudo alulist


model	serial           LDEV(   hex)    port       type             size


AMS	87010001          0(  0000)     1A        SATA           70.000GB


AMS	87010001          3(  0003)     1A        SATA           30.000GB


( ( ( (


AMS	87010001          20(  0014)   0B        SATA           20.000GB


AMS	87010001          22(  0016)   0B        SATA           20.000GB





(1)





(2)





Figure 5.1.2-B Execution example of alulist on node0





Figure 5.1.2-C Execution example of alulist on node1





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





Determination continuing flow #1





Check the LED lighting status that shows the Array device status. (*2)





Yes





No (A failure occurs on the disk array system)





Recover the array device. (*3)





Execute the fponline command for the node to be the target and the path to be recovered.





Execute the fpstatus command.





1-1





No





Yes





Determination completed (*A)





(TRBL05-0060)





Is the LED lighting status that shows the device status normal?





Did the “Status” become “Online”?





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online,” execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure in the cluster configuration”.





(A failure also occurs on the other than the disk array system.)





*1:	This is not required when the OS version is 3.0.0-XX or earlier.


*2,*3:	When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.


When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).











Check the target array device from the serial number of ( in the written path information. (*1) 





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





1-1





Replace the FC cable connecting the array port ( of the written path information and FC-SW. (*1) 





Execute the fpstatus command.





Did the “Status” become “Online” or “Offline”?





Yes





No





Replace the FC cable connecting the host port ( of the written path information and FC-SW. 





Execute the fpstatus command.





Did the “Status” become “Online” or “Offline”?





No





Yes





Yes





Request to replace the host connector of the array port ( of the written path information. (*1)





Execute the fpstatus command.





Did the “Status” become “Online” or “Offline”?





1-B





(TRBL05-0070)





No





1-2





(TRBL05-0070)





*1:	How to determine the array port when the path information on one side is not displayed


(a)	Execute the fchbafwlist command, and write down the displayed “Portname”.�For more details, refer to “Maintenance Tool ‘2.24 Checking the HBA Firmware Version (fchbafwlist)’ (MNTT 02-1600)”.


(b)	Compare the information of “HostPortWWN” that is displayed by the fpstatus command and the one that is written down at the step (a), and determine the Portname which is not shown on the display.


(c)	In the host group security of the disk array subsystem, determine the array port which has the same WWN as the Portname not shown on the display.





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.

















Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





1-2





Request to replace the host connector of the FC-SW port connecting to the array port ( of the written path information.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





Request to replace the host connector of the FC-SW port connecting to the host port ( of the written path information.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





Yes





Execute the fpstatus command.





Execute the fpstatus command.





Yes





Check the link-up of FC-SW. (*1)





Check the link-up of FC-SW. (*1)





1-3





Replace the FC card of the node to be the target.





1-B





Execute the fpstatus command.





No





No





1-A





(TRBL05-0080)





(TRBL05-0080)





When the status is “Offline”, execute fponline command for the path that intends to be recovered with the target node.





Did the “Status” become “Online” or “Offline”?





Did the “Status” become “Online” or “Offline”?





*1:	For how to check the link-up of FC-SW, refer to the manual of the FC-SW.





Execute the fpstatus command.





1-3





Yes





No





Did the “Status” become “Online”?





Request the system administrator to investigate if the mapping setting is not deleted by the manual operation.





1-C














Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





Execute the clstatus command. For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





1-D














Did the command terminate normally? 





Was the message displayed on the window “KAQM06116-E”?





Forcibly reboot the node of the target. �For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.











No





Yes (cluster management LU is blockaded.)





Yes





No





1-D














Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





1-C




















1-A














Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f26ce  1B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node0





node1





Yes (FC-SW is out of order)





Check whether a failure has occurred in the entire FC-SW connecting to the array controller or not.





Request to replace FC-SW. (*4)





No





2-1





2-C





Check the LED lighting status that shows the Array device status. (*2)





Yes





No (A failure occurs on the disk array system)








Recover the array device. (*3)





No





Yes





2-A





(TRBL05-0110)





(TRBL05-0100)





(TRBL05-0120)





Determination continuing flow #2





Is the LED lighting status that shows the device status normal?





An entire FC-SW failure?





Are ( and( of the written path information the same array controller?











*4:	Request the system administrator to write down all of the zoning information in advance, because the zoning might be necessary to be set again after the replacement of FC-SW.





*1:	This is not required when the OS version is  3.0.0-XX or earlier.


*2, *3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Check the target array device from the serial number of ( and ( in the written path information. (*1)





node0





(





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-0B  N0-T000   fc0005     10000000c98f26ce  0B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node1





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





Did the “Status” become “Online” or “Offline”?





Replace the FC cable connecting the array port ( of the path information written on the node 0 side and FC-SW.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





Did the “Status” become “Online” or “Offline”?





Replace the FC cable connecting the host port ( of the path information written on the node 0 side and FC-SW.


Refer to the (*1) of (TRBL 05-0060) when the one side path information is not displayed.





Yes





Execute the fpstatus command.





Execute the fpstatus command.





Request to replace host connector of the array port ( of the path information written on the node 0 side.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





2-A





Did the “Status” become “Online” or “Offline”?





Execute the fpstatus command.





Yes





Yes





2-2





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





2-1





No





No





No





(TRBL05-0110)





(TRBL05-0110)

















Path                        Target      HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                        Target      HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-0B  N0-T000  fc0005     10000000c98f26ce  0B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node1





node0





Yes





Did the “Status” become “Online” or “Offline”?





Request to replace the host connector of the FC-SW port connecting to the array port ( of the path information written on the node 0 side.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





Did the “Status” become “Online” or “Offline”?





Request to replace the host connector of the FC-SW port connecting to the host port ( of the path information written on the node 0 side.


Refer to the (*1) of (TRBL 05-0060) when the path information on one side is not displayed.





Execute the fpstatus command.





Execute the fpstatus command.





Yes





2-2





Check the link-up of FC-SW. (*1)





Check the link-up of FC-SW. (*1)





2-A





Execute the fpstatus command.





2-3





If the recovery work has not performed for the node 1 side, perform the following replacement, and execute the determination from the top of this flow (2-1) (TRBL 05-0100).


node 0 => node 1


Status ( => (, ( => (





Did the “Status” become “Online” or “Offline”?





Yes





2-B





No





No





No





(TRBL05-0120)





(TRBL05-0120)











When the status is “Offline”, execute fponline command for the path that intends to be recovered with the target node.











*1:	For the confirmation method of the FC-SW link-up, refer to the manual of FC-SW.





Determination completed (*A)











*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. �If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





Execute the fpstatus command.





2-3





2-C





Yes





No





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Did the “Status” become “Online”?











Request the system administrator to investigate if the mapping setting is not deleted by the manual operation.





If the recovery work has not performed for the node 1 side, perform the following replacement, and execute the determination from the top of this flow (2-1) (TRBL 05-0100).


node 0 => node 1


Status ( => (, ( => (





When either one of the nodes is in the “Offline” status, execute the fponline command for the node to be the target and the path to be recovered.











Execute the fponline command for both nodes.





Execute the fpstatus command for both nodes.





2-B











Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





2-B





Yes





Replace the FC card that is connected the host port ( of the path information written in the side of node0.





No





For the replacement of the Fibre Channel card, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Did the “Status” become “Online” or “Offline”?





Execute the fpstatus command.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Check the LED lighting status that shows the Array device status. (*2)





Is the LED lighting status that shows the device status normal?








Yes





No (A failure occurs on the disk array system)





Yes (status is unchanged)





Recover the array device. (*3).





Execute the fponline command for the node to be the target and the path to be recovered.





Execute the fpstatus command.





Did the “Status” of ( and ( display as “Error”?





No





Return to “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035), and continue the determination in the case that the FC path status is applied.





3-1





Did the “Status” of ( and ( become “Online”?





No





Yes


(Execute the recovery operation for the blockaded cluster management LU)





(TRBL05-0140)





Determination continuing flow #3











Forcibly reboot the node of the target. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again. If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





3-1





(TRBL05-0140)





Check the target array device from the Serial where the status of the written path information shows “Error”. (*1)





*1: This is not required when the OS version is 3.0.0-XXor earlier.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(
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Yes (Both are linked up)





No


(One side is linked up or the both are Linked down)





Are both ports linked up?





Check the link-up of both ports that is connecting the host port ( and FC-SW. (*1)


In the configuration of two FC HBAs, check the Link-up of the host port that is connected in each HBA.





Replace the FC card where Link-down is confirmed.


Refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.


Request the system administrator in advance to perform failover from the node to be replaced to the normal node, and to stop the node.





Is it the configuration of more than one HBA?





Yes 





No (One HBA)





Replace the FC card.


For the replacement of Fibre Channel card, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.


Request the system administrator in advance to perform failover from the node to be replaced to the normal node, and to stop the node.





Is FC HBA of the host port in the other side also in the state of Link-down?





No
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(Judged by the local node)











: Path 0


: Path 1





node0





node1











FC-SW1





FC-SW2





Array device





CTL1





CTL0





(TRBL05-0160)





*1:	Link-up of the host port can be confirmed by the lighting of the green LED and blinking of the yellow LED.





3-A





Yes (another HBA is also in the Link-down status)

















(TRBL05-0150)





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(
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Execute the fpstatus command.





Did the “Status” of ( and ( display as “Error”?








No





Yes (status is unchanged)





Return to “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2)” (TRBL 05-0035), and continue the determination in the case that the FC path status is applied.





Did the “Status” of both paths �become “Online”?





No





Yes


(Execute the recovery operation for the blockaded cluster management LU)
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(TRBL05-0160)





Forcibly reboot the target node. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(
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Yes





No





Check the link-up of the ports of both ends connecting the array port ( of the path information ( and FC-SW. (*1)





Are both ends linked up?





No





Replace the FC cable connecting the array port ( of the path information ( and FC-SW.


Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





Did the “Status” of ( become “Online” or “Offline”?





Yes





Execute the fpstatus command.
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Execute the fpstatus command.





Yes





Check the link-up of FC-SW. (*1)





Did the “Status” of the path information ( become �“Online” or “Offline”?
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No





Request to replace the host connector of the array port ( of the path information (.





3-4





node0





node1











FC-SW1





FC-SW2





Array device





CTL1





CTL0











(TRBL05-0170)





(TRBL05-0181)





(TRBL05-0180)





: Path 0


: Path 1











*1:	To confirm the link-up of the array port, when the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual. �When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual. To confirm the link-up of the FC-SW, refer to the manual of FC-SW.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(
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Request to replace the host connector of the FC-SW port connected to the array port ( of the path information (.





Yes





Execute the fpstatus command.





Check the link-up of FC-SW. (*1)





No





3-4





3-5





node0





node1











FC-SW1





FC-SW2





Array device





CTL1





CTL0











(TRBL05-0180)





(TRBL05-0181)





: Path 0


: Path 1





Did the “Status” become “Online” or “Offline”?





*1:	To confirm the link-up of the FC-SW, refer to the manual of FC-SW.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(
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Yes





No





Check the link-up of the ports of both ends connecting the host port ( of the path information ( and FC-SW. (*1)





Are both ends linked up?





No





Replace the FC cable connecting the host port ( of the path information ( and FC-SW.


Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





Did the “Status” of ( become “Online” or “Offline”?





Yes





Execute the fpstatus command.





3-B





Execute the fpstatus command.





Yes





Check the link-up of FC-SW. (*1)





Did the “Status” of ( become “Online” or “Offline”?





3-5





No





Request to replace the host connector of the FC-SW port connected to the host port ( of node0-path0.





3-5





(To information �collection)





node0





node1











FC-SW1





FC-SW2





Array device





CTL1





CTL0











(TRBL05-0181)





(TRBL05-0181)





(TRBL05-0181)





: Path 0


: Path 1











*1:	Link-up of the host port can be confirmed by the lighting of the green LED and blinking of the yellow LED.�To confirm the link-up of the FC-SW, refer to the manual of FC-SW.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Execute the fponline command.





Yes





No





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.
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3-B





If the recovery operation is not performed for the path information (, execute the following replacement and continue the determination procedure from (3-2) of this flowchart (TRBL 05-0160).


Path information ( ( Path information (





Did the “Status” of ( �become “Online”?





Request the system administrator to investigate if the mapping setting is not deleted by the manual operation.











Is it the configuration of more than one HBA?





Determination completed (*A)





Did you execute the restore operation for the path information (?





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”.�If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.











Yes





No





No (one HBA)

















Yes





Execute clstatus command. If “KAQM06116-E” is displayed, reboot the OS forcibly.


For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.


For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Error


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Error





(





(





(








node1





node0





(





(





(








(








No (A failure occurs on the disk array subsystem.)





Yes





Determination continuing flow #4





Check if the WARNING LED and ALARM LED of the disk array subsystem are turned on, or the POWER LED is turned off. (*2)





Execute the fpstatus command on the both nodes.





Request to replace the FC-SW of the both nodes. (*4,*5)





*4:	Request the system administrator to write down all of the zoning information in advance, because the WWN zoning might be necessary to be set again after the replacement of FC-SW.


*5:	In the configuration of HDI for HCP, request the system administrator for planned stopping of the HCP before replacing FC-SW, then start up the HCP after completing the FC-SW replacement.





5-1





5-2





No





Yes





5-4





(TRBL05-0260)





(TRBL05-0260)





(TRBL05-0260)





Check the target array device from the serial where the status of the written path information shows “Error”. (*1)





Is the LED lighting status normal?


(If the WARNING LED and ALARM LED are turned off, and POWER LED and READY LED are turned on.)





Did the “Status” of �both paths of both nodes


become “Online”?





*1: This is not required when the OS version is 3.0.0-XX or earlier. 


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Forcibly reboot the OS of both nodes concurrently, and then request the system administrator to startup the clusters. �For rebooting, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)” and perform the execution procedures (1) to (4).





Recover the array device. (*3) 


RAID group failure is included. 





Forcibly reboot the OS of both nodes concurrently, and then request the system administrator to startup the clusters. �For rebooting, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)” and perform the execution procedures (1) to (4).








Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Error


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Error





(





(





(








node1





node0





(





(





(








(








Execute the fpstatus command.





Did the “Status” of �both paths of both nodes


become “Online”?





Return to Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2) (TRBL 05-0035)”, and continue the determination in the case that the FC path status is applied.





No





Yes
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Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”. If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





5-2














5-4














Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Replace the FC cards on the both nodes.


For replacing the card on the first unit, execute from the FC card replacing procedure (4) which is described in the place to be referred, because the cluster status of the both nodes cannot be confirmed. And after completing the replacement, request the system administrator to start up the cluster.





For the replacement of the Fibre Channel card, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Yes





5-3





Is the “Status” of a node remained as “Error”?





Is it the just one FC card configured?





5-4





5-4





5-3





No





No





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


-                             -               fc0004     10000000c98f26be  0A             50060e8005271c62              87010001  Unknown


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS   87010001  Configuration Mismatch





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





No





Yes





Return to “Table 5.1.2-1 Table of Determination by FC Path Status in the configuration using FC-SW (1/2) (TRBL 05-0035)”, and continue the determination in the case that the FC path status is applied.





Determination continuing flow #5





Request to replace the FC card of HostPort ( that belongs to the path where the status of ( is in the state of “Unknown”.


When it is two FC cards configuration and the both status shows as “Unknown,” replace the second FC card after replacing the first FC card.





For the replacement of the Fibre Channel card, refer to “Replacement ‘1.2.1 Parts replacement only when the node is turned off (cluster configuration)’ (REP 01-0070)”.





Execute the fpstatus command for the both nodes.





Is the “Status” all “Online”?





Is the status of the target node in “Unknown”?





Yes (Status is remained as it is)





No





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Determination completed (*A)

















*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030) again”. If all the paths are “Online” state, return to “C.2.2.1 Failure determination procedure at the cluster configuration”.





$  sudo fpstatus


Path                     Target        HostPort HostPortWWN          ArrayPort  ArrayPortWWN        Status


path000-0004-0A N0-T000   fc0004   10000000c98f26be   0A              50060e800044b632  Configuration Mismatch


path000-0005-1B N0-T000   fc0005   10000000c98f36be   1B              50060e800044b634  Configuration Mismatch





$  sudo fpstatus


Path                     Target        HostPort HostPortWWN          ArrayPort  ArrayPortWWN        Status


path000-0004-0A N0-T000   fc0004   5000087000302100  0A              50060e800044b632  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e800044b634  AMS    87010001  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path001-0005-1B  N0-T001  fc0005     10000000c98f36be  1B             50060e800044b634  AMS    87010001  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path001-0005-0A  N0-T001  fc0005     10000000c98f36be  0A             50060e800044b366  AMS    87010010  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Configuration Mismatch


path001-0005-1B  N0-T001  fc0005     10000000c98f56be  1A             50060e8005238b64  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0006-1A  N1-T000  fc0006     10000000c98f56be  1A             50060e8005238b64  AMS    87010001  Configuration Mismatch


path001-0007-1B  N1-T001  fc0007     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Configuration Mismatch





(





node1





node0





(








(





(





(








(








No





Yes (Statuses of all the eight paths on the both nodes are “Online”)





*A: When all the statuses of the “Status” are “Online,” return to “C.2.2.1 Failure determination procedure at the cluster configuration”.
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Yes (No problem on the disk array subsystem)
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Determination completed (*A)





Execute fpstatus command for the both nodes.





Did the “Status” of four paths of each node become “Online?”





Return to “5.1.2 Determination by the FC path status in the configuration using FC-SW” (TRBL 05-0030)’, and continue the determination process that matches the status of FC path.





WARNING LED, or ALARM LED of the disk array subsystem lights up, or the POWER LED is turned off certainly.(*2)





Are all the LED lighting �statuses normal?


(If the WARNING LED and ALARM LED are turned off, and POWER LED is turned on.)





Determination continuing flow #7





Recover the array device. (*3).





Check the target array device from the serial number of  ( and ( in the written path information. (*1)





Determination continues





(TRBL05-0284)





No





*1: This is executed even if the Status of only one node is “Configuration Mismatch”.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Configuration Mismatch


path001-0005-1B  N0-T001  fc0005     10000000c98f56be  1A             50060e8005238b64  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0006-1A  N1-T000  fc0006     10000000c98f56be  1A             50060e8005238b64  AMS    87010001  Configuration Mismatch


path001-0007-1B  N1-T001  fc0007     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Configuration Mismatch





(





node1





node0





(








(





(





(








(








No (Status is changed)





Yes (Status is not changed before the determination.)





*1:	Refer to FC-SW manual for the replacement methods of the link- up of FC-SW.
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No (only one side node is “Configuration Mismatch”)





Determination completed





Does ( and ( of the both nodes are still in the state of “Configuration Mismatch”?





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Execute the replacement of FC-SW where the array port ( and ( are connected.





Are the status ( and ( of the both nodes “Configuration Mismatch”?





Execute fpstatus command on the both nodes.





Check all the cables connected to the node where the status is being as “Configuration Mismatch”, and check the link-up of the FC-SW that is connected to that cable, and then replace the two cables that are not linked up. (*1)


For the cable replacement, refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.


If it does not link up even if the cable is replaced with new one, request the replacement of the host connector on the FC-SW port.
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(TRBL05-0283)











Yes 





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e800044b632  AMS    87010001 Online


path000-0006-1C N0-T000   fc0006    10000000c98f36be  1C            50060e800044b636  AMS    87010001 Error


path001-0005-0B N0-T001   fc0005    10000000c98f36ce  0B            50060e8005271c72  AMS    87010001 Online


path001-0007-1D N0-T001   fc0007    10000000c98f48ae  1D            50060e8005271c76  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e800044b666  AMS    87010001 Online


path000-0006-0C N1-T000   fc0006    10000000c98f37bc  0C            50060e800044b682  AMS    87010001 Online


path001-0005-1B N1-T001   fc0005    10000000c98f46cb  1B            50060e8005271b76  AMS    87010001 Error


path001-0007-0D N1-T001   fc0007    10000000c98f52ac  0D            50060e8005271a72  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e8005271c62  AMS    87010001 Online


path000-0006-1C N0-T000   fc0006    10000000c98f36be  1C            50060e8005271c60  AMS    87010001 Error


path001-0004-0B N0-T001   fc0004    10000000c98f46ce  0B            50060e8005238f42  AMS    87010010 Online


path001-0006-1D N0-T001   fc0006    10000000c98f52ae  1D            50060e8005238f64  AMS    87010010 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e8005271c60  AMS    87010001 Online


path000-0006-0C N1-T000   fc0006    10000000c98f37bc  0C            50060e8005271c62  AMS    87010001 Online


path001-0004-1B N1-T001   fc0004    10000000c98f46cb  1B            50060e8005272a82  AMS    87010010 Error


path001-0006-0D N1-T001   fc0006    10000000c98f52ac  0D            50060e8005272a86  AMS    87010010 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-0A N0-T000   fc0004    10000000c98f26be  0A            50060e800044b632  AMS    87010001 Online


path000-0006-1C N0-T000   fc0006    10000000c98f36be  1C            50060e800044b636  AMS    87010001 Error


path001-0005-0B N0-T001   fc0005    10000000c98f36ce  0B            50060e8005271c72  AMS    87010001 Online


path001-0007-1D N0-T001   fc0007    10000000c98f48ae  1D            50060e8005271c76  AMS    87010001 Online





(





$ sudo fpstatus - v


Path                      Target        HostPort HostPortWWN         ArrayPort ArrayPortWWN       Model Serial         Status


path000-0004-1A N1-T000   fc0004    10000000c98f27ab  1A            50060e800044b666  AMS    87010001 Online


path000-0006-0C N1-T000   fc0006    10000000c98f37bc  0C            50060e800044b682  AMS    87010001 Online


path001-0005-1B N1-T001   fc0005    10000000c98f46cb  1B            50060e8005271b76  AMS    87010001 Error


path001-0007-0D N1-T001   fc0007    10000000c98f52ac  0D            50060e8005271a72  AMS    87010001 Online





(





$ sudo fpstatus –lupath


Model       Serial LDEV(   hex)   ArrayPort Target        HostPort  HostPortWWN         Status         Mismatch


AMS       87010001   11(  000B) 0A             N0-T000   fc0004     10000000c98f26be  Online         -


AMS       87010001   11(  000B) 1C             N0-T000   fc0006     10000000c98f36be  Offline(E)           -


AMS       87010001   11(  000B) 1A             N1-T000   fc0004     10000000c98f27ab  Online         -


AMS       87010001   11(  000B) 0C             N1-T000   fc0006     10000000c98f37bc  Online         -


AMS       87010001   21(  0015) 0A              N0-T000   fc0004     10000000c98f26be  Online         -


AMS       87010001   21(  0015) 1C              N0-T000   fc0006     10000000c98f36be  Offline(E)           -


AMS       87010001   21(  0015) 1A              N1-T000   fc0004     10000000c98f27ab  Online         -


AMS       87010001   21(  0015) 0C              N1-T000   fc0006     10000000c98f37bc  Online         -


AMS       87010001   31(  001F) 0B              N0-T001   fc0005     10000000c98f36ce  Online         -


AMS       87010001   31(  001F) 1D              N0-T001   fc0007     10000000c98f48ae  Online         -


AMS       87010001   31(  001F) 1B              N1-T001   fc0005     10000000c98f46cb  Offline(E)           -


AMS       87010001   31(  001F) 0D              N1-T001   fc0007     10000000c98f52ac  Online         -


AMS       87010001   41(  0029) 0B              N0-T001   fc0005     10000000c98f36ce  Online         -


AMS       87010001   41(  0029) 1D              N0-T001   fc0007     10000000c98f48ae  Online         -


AMS       87010001   41(  0029) 1B              N1-T001   fc0005     10000000c98f46cb  Offline(E)           -


AMS       87010001   41(  0029) 0D              N1-T001   fc0007     10000000c98f52ac  Online         -





(1)


)





(2)


)





$ sudo alulist


model	serial           LDEV(   hex)    port       type             size


AMS	87010001          0(  0000)     0A        SATA           70.000GB


AMS	87010001          3(  0003)     0A        SATA           30.000GB


( ( ( (


AMS	87010001          20(  0014)   0B        SATA           20.000GB


AMS	87010001          22(  0016)   0B        SATA           20.000GB





$ sudo alulist


model	serial           LDEV(   hex)    port       type             size


AMS	87010001          0(  0000)     0C        SATA           70.000GB


AMS	87010001          3(  0003)     0C        SATA           30.000GB


( ( ( (


AMS	87010001          20(  0014)   0D        SATA           20.000GB


AMS	87010001          22(  0016)   0D        SATA           20.000GB





(1)





(2)





Figure 5.1.3-C Execution example of alulist on node1





Figure 5.1.3-B Execution example of alulist on node0





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





Determination continuing flow #1





Check the LED lighting status that shows the Array device status. (*2)





Yes





No (A failure occurs on the disk array system)





Recover the array device. (*3)





Execute the fponline command for the node to be the target and the path to be recovered.





Execute the fpstatus command.





1-1





No





Yes





Determination completed (*A)





(TRBL05-0330)





Is the LED lighting status that shows the device status normal?








Did the “Status” become “Online”?





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





(A failure also occurs on the other than the disk array system.)





*1: This is not required for the OS version 3.0.0-XX or earlier.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).











Confirm the target array device from the serial number ( in the written path information.  (*1)





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





1-1





Request to replace the host connector of the array port ( of the written path information. 





Yes





Execute the fpstatus command.





Execute the fpstatus command.





Yes





1-2





No





No





1-A





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.





(TRBL05-0340)





(TRBL05-0340)





Did the “Status” become “Online” or “Offline”?





Did the “Status” become “Online” or “Offline”?











Replace the FC cable connecting the array port ( and the host port ( of the written path information. 





Execute the fpstatus command.





When the status is “Offline”, execute fponline command for the path that intends to be recovered with the target node.





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





(





(





For the replacement of Fibre Channel card, refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.





1-2





Yes





Execute the fpstatus command.





No





Did the “Status” become “Online”?





Replace the FC card that is connected the host port ( of the path information written in the side of node0.








1-A





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Request the system administrator to investigate if the mapping setting is not deleted by the manual operation.





1-C





Determination completed (*A)





Execute the clstatus command. For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





1-B





Is the command terminated normally?





Was the message displayed on the window “KAQM06116-E”? 





Forcibly reboot the node of the target. �For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





No





Yes (cluster management LU is blockaded.)





Yes





No





1-B





1-C

















*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





Cluster configuration?





Yes





No (Single node configuration)





1-C





node0





(





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-0B  N1-T000   fc0005     10000000c98f26ce  0B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node1





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





2-1





Check the LED lighting status that shows the Array device status. (*2)








Yes





No (A failure occurs on the disk array subsystem.)





Recover the array device. (*3)





2-A





(TRBL05-0360)





(TRBL05-0360)





Determination continuing flow #2





Is the LED lighting status that shows the device status normal?








Check the target array device from the serial number of  ( and ( in the written path information. (*1)





*1: This is not required for the OS version 3.0.0-XX or earlier.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





(





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-0B  N1-T000   fc0005     10000000c98f26ce  0B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node1





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





node0





Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.








Replace the FC cable, which is connecting the array port ( and the host port ( where the path information is written down at the side of node 0.





Did the “Status” become “Online” or “Offline”?





Yes





Execute the fpstatus command.





2-B





Yes





2-2





2-1





No





No





(TRBL05-0370)





(TRBL05-0370)





Request to replace the host connecter of the array port ( where the path information is written down at the side of node 0.





Did the “Status” become “Online” or “Offline”?





Yes





Execute the fpstatus command.





No





2-A





When the “Status” is “Offline”, execute the fponline command for the target node and the path to be recovered.





Did the “Status” become “Online”?





Execute the fpstatus command.





If the recovery work has not performed for the node 1 side, perform the following replacement, and execute the determination from the top of this flow (2-1).


node 0 => node 1


Status ( => (, ( => (, ( => (





2-A





2-A





Determination completed (*A)





*A: 	After completing the determination, execute fpstatus command and check if all the statuses are “Online”.�If there is a path that the status is not “Online,” execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again.�If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





(





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-0B  N1-T000   fc0005     10000000c98f26ce  0B             50060e8005271c62  AMS    87010001  Error





(





(





(





(








(








node1





Path                        Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0005-1B  N0-T000   fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





node0





Yes





Execute the fpstatus command.





2-2





No





Yes





Execute the fpstatus command.





No





If the recovery work has not performed for the node 1 side, perform the following replacement, and execute the determination from the top of this flow (2-1) (TRBL 05-0360).


node 0 => node 1


Status ( => (, ( => (, ( => (





Replace the FC card that is connected with the host port ( of the written path information.





Refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.





Did the “Status” become “Online” or “Offline”?





When the status of either of the nodes is “Offline”, execute the fponline command for the target node and the path to be recovered.





Did the “Status” become “Online”?





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Request the system administrator to investigate �if the mapping setting is not deleted by the manual operation.











Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





2-B





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Check the LED lighting status that shows the Array device status. (*2)





Yes





No (A failure occurs on the disk array subsystem.)





Yes (status is unchanged)





Recover the array device. (*3)





Execute the fponline command for the node to be the target and the path to be recovered.





Execute the fpstatus command.





No





3-2





(TRBL05-0400)





Determination continuing flow #3











Check the target array device from the Serial where the Status in the written information is “Error”. (*1)





3-1





(TRBL05-0390)





Is the LED lighting status that shows the device status normal?








Is the “Status” of ( and ( displayed as “Error”?





*1: This is not required for the OS version 3.0.0-XX or earlier.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Return to “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305), and continue the determination in the case that the FC path status is applied.





No





Yes (Execute the recovery operation on the blockaded cluster management LU)











Forcibly reboot the node of the target. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





Determination completed (*A)





3-1





Did the “Status” of ( and ( become “Online”?








*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








3-2





Yes (Both are linked up)





No (One side is linked up or the both are linked down)





Check the link-up of the host port (. (*1) In the configuration of two FC HBAs, check the link-up of the host port connected to each HBA.  





No (One HBA)





Yes (status is unchanged)





Replace the FC card.


For the replacing of the Fibre Channel card, refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.











3-5





(TRBL05-0412)











: Path 0


: Path 1





node0





node1





Array device





CTL1





CTL0





Replace the FC card where Link-down is confirmed. Refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.





*1:	Link-up of the host port can be confirmed by the lighting of the green LED and blinking of the yellow LED.


*2:	It is configured with one HBA in the single node configuration.





Are both ports linked up?





Is it the configuration of more than one HBA? (*2)














Yes





3-3





(TRBL05-0410)





No





Is it the configuration of more than one HBA? (*2)








Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Return to “Table 5.1.3-1 Table of Determination by FC Path Status in the Configuration without using FC-SW (1/2)” (TRBL 05-0305), and continue the determination in the case that the FC path status is applied.





No











Forcibly reboot the node of the target. For the reboot operation, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





Determination completed (*A)





3-3





Is the “Status” of ( and ( displayed as “Error”?





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300) again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





Execute the fpstatus command.





Did the “Status” of both paths become “Online”?





Yes (status is unchanged)





3-4





(TRBL05-0411)





Yes (Execute the recovery operation on the blockaded cluster management LU)





No





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








3-4





Yes





Check the link-up of the host port ( of the path information ( and of the both ends of the port that is connected the array port (. (*1)





Request the replacement of the host connector of the array port ( in the path information (.

















: Path 0


: Path 1





node0





node1





Array device





CTL1





CTL0





Replace the FC cable connecting the host port ( and the array port ( of the path information (. Refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160).”





*1: Link-up of the host port can be confirmed by the lighting of the green LED and blinking of the yellow LED.�For the link-up confirmation of the array port, when the target of disk array subsystem is he AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual.





Does the “Status” of ( become “Online” or “Offline”? 





Are both ports linked up?





Yes
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No





Execute the fpstatus command.





Check the link-up of the host port (. (*1)











No





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





(





(








Execute the fpstatus command.





Yes





No





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.
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If the recovery operation is not performed for the path information (, execute the following replacement and continue the determination procedure from (3-4) of this flowchart (TRBL 05-0400).





Did the “Status” of ( �become “Online”?





Request the system administrator to investigate �if the mapping setting is not deleted by the manual operation.











Determination completed (*A)





When the “Status” is “Offline”, execute the fponline command for the target node and the path to be recovered.





*A:	 After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300) again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





Is it the configuration of more than one HBA? (*1)








No (One HBA)











Is FC HBA of the host port in the other side also in the state of Link- down?








Yes





No





In the cluster configuration, execute clstatus command. If “KAQM06116-E” is displayed, reboot the OS forcibly.


For the details of the clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.


For the reboot method, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)”.





*1: It is configured with one HBA in the single node configuration.





Yes





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Error


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Error





(





(





(








node1





node0





(








(








For the replacement of Fibre Channel card, refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.





Yes





Determination continuing flow #4





Replace the FC cards on the both nodes.


For replacing the card on the first unit, execute from the FC card replacing procedure (d) which is described in the place to be referred, because the cluster status of the both nodes cannot be confirmed. And after completing the replacement, request the system administrator to start up the cluster.








Check if the WARNING LED and ALARM LED of the disk array subsystem are turned on, or the POWER LED is turned off. (*2)





Confirm the target array device from the serial number of ( and ( in the written path information. (*1)





No (A failure occurs on the disk array system)
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(TRBL05-0481)
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(TRBL05-0481)





No (three or more failures occur)
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(TRBL05-0481)





*1: This is not required for the OS version 3.0.0-XX or earlier.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*2), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*3).





Is it the configuration of more than one HBA?





Is the LED lighting status normal?


(If the WARNING LED and ALARM LED are turned off, and POWER LED and READY LED are turned on.)








Recover the array device. (*3)





Forcibly reboot the OS of both nodes concurrently, and then request the system administrator to startup the clusters. �For rebooting, refer to “Maintenance Tool ‘2.29 Rebooting the OS of This Side Node (nasreboot)’ (MNTT 02-1790)” and perform the execution procedures (1) to (4).





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e8005271c62  AMS    87010001  Error


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e8005271c64  AMS    87010001  Error





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Error


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Error





(





(





(








node1





node0





(








(








Yes





Is the Status of the node remained as “Error”?





Return to 5.1.3 Determination procedure by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)”, and continue the determination in the case that the FC path status is applied.





No











Determination completed (*A)





Execute fpstatus command in the both nodes.





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





5-1





Determination completed (*A)





Did the “Status” of the both  paths in the both nodes become “Online”?





Yes (Status is remained as it is.)





No





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300)” again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.
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Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


-                             -               fc0004     10000000c98f26be  0A             50060e8005271c62              87010001  Unknown


-                             -               fc0005     10000000c98f36be  1B             50060e8005271c64              87010001  Unknown





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


-                              -              fc0004     10000000c98f26be  0A             50060e8005271c62  -           87010001  Unknown


path000-0006-1B  N0-T000  fc0006     10000000c98f36be  1B            50060e8005271c64   AMS    87010001 Configuration Mismatch


-                              -              fc0005     10000000c98f66ab  0A            50060e8005271c64  -            87010001  Unknown


path001-0007-1B  N0-T001  fc0007     10000000c98f76cd  1B            50060e8005271c64   AMS    87010001  Configuration Mismatch





(





node1





node0





(








(





(








(








Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004      10000000c98f27ab   1A              50060e8005271c60  AMS     87010001   Online


path000-0006-0B  N1-T000  fc0006      10000000c98f37bc   0B              50060e8005271c68  AMS     87010001   Online


path001-0005-1A  N1-T001  fc0005      10000000c98e77ca   1A              50060e8005266b86  AMS     87010012   Online


path001-0007-0B  N1-T001  fc0007      10000000c98e63eb   0B              50060e8005266b88  AMS     87010012   Online





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


-                             -               fc0004     10000000c98f26be  0A             50060e8005271c62              87010001  Unknown


-                             -               fc0005     10000000c98f36be  1B             50060e8005271c64              87010001  Unknown





(





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ab  1A             50060e8005271c60  AMS    87010001  Online


path000-0005-0B  N1-T000  fc0005     10000000c98f37bc  0B             50060e8005271c68  AMS    87010001  Online





(





(





(








node1





node0





(





Refer to “Replacement ‘1.2 Parts Replacement only when the Node is Turned Off’ (REP 01-0070)”.





No





Yes





Return to “5.1.3 Determination procedure by the FC path status in the configuration without using FC-SW” (TRBL 05-0300), and continue the determination in the case that the FC path status is applied.





Determination continuing flow #5





Request to replace the FC card of HostPort ( that belongs to the path where the status of ( is in the state of “Unknown”.


When it is two FC cards configuration and the both status shows as “Unknown,” replace the second FC card after replacing the first FC card.








Execute the fpstatus command for both nodes.





Is the “Status” all “Online”?





Execute the fponline command for both nodes.





Is the status of the target node in “Unknown”?











Yes (Status is remained as it is)





No





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.











Determination completed (*A)





*A:	After completing the determination, execute fpstatus command and check if all the statuses are “Online”. If there is a path that the status is not “Online”, execute the operation described in “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300) again. If all the paths are “Online” state, return to “C.2.2 Determination Procedure when a Failure Occurred”.





$ sudo fpstatus


Path                     Target        HostPort HostPortWWN          ArrayPort  ArrayPortWWN        Status


path000-0004-0A N0-T000   fc0004   10000000c98f26be  0A              50060e800044b632  Configuration Mismatch


path000-0005-1B N0-T000   fc0005   10000000c98f36be  1B              50060e800044b634  Configuration Mismatch





$  sudo fpstatus


Path                       Target       HostPort  HostPortWWN          ArrayPort  ArrayPortWWN         Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A              50060e800044b632  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path000-0005-1B  N0-T000  fc0005     10000000c98f36be  1B             50060e800044b634  AMS    87010001  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path001-0005-1B  N0-T001  fc0005     10000000c98f36be  1B             50060e800044b634  AMS    87010001  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch


path001-0005-0A  N0-T001  fc0005     10000000c98f36be  0A             50060e800044b366  AMS    87010010  Configuration Mismatch





$ sudo fpstatus - v


Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-0A  N0-T000  fc0004     10000000c98f26be  0A             50060e800044b632  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0006-1C  N0-T000  fc0006     10000000c98f36be  1C             50060e8005271c64  AMS    87010001  Configuration Mismatch


path001-0007-1D  N0-T001  fc0007     10000000c98f56be  1D            50060e8005238b64  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ae  1A             50060e8005271c82  AMS    87010001  Configuration Mismatch


path001-0005-1B  N1-T001  fc0005     10000000c98f47de  1B             50060e8005238b82  AMS    87010001  Configuration Mismatch





(





node1





node0





(








(





(





(








(








No





Yes (Statuses of all the eight paths on the both nodes are “Online”)








* A: When all the statuses of the “Status” are “Online,” return to “C.2.2 Determination Procedure when a Failure Occurred”.
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Yes (No problem on the disk array subsystem)
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Determination completed (*A)





Execute fpstatus command on both nodes.





Did the “Status” of four paths of each node become “Online?”








Return to “5.1.3 Determination by the FC path status in the configuration without using FC-SW” (TRBL 05-0300), and continue the determination process that matches the status of FC path.





If WARNING LED or ALARM LED are turned on or the POWER LED is turned off. (*2)





Are all the LED lighting statuses normal?


(If the WARNING LED and ALARM LED are turned off, and POWER LED is turned on.)





Determination continuing flow #6





Recover the array device. (*3)





Check the target array device from the serial numbers ( and ( of the written path information. (*1)





Determination continues





(TRBL05-0504)





*1: This is executed even if the Status of only one node is “Configuration Mismatch”.


*2,*3: When the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication (TRBL08-0000)” in each maintenance manual.�When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual for (*1), and “TROUBLESHOOTING SECTION” in each maintenance manual for (*2).





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0006-1C  N0-T000  fc0006     10000000c98f36be  1C             50060e8005271c64  AMS    87010001  Configuration Mismatch


path001-0007-1D  N0-T001  fc0007     10000000c98f56be  1D            50060e8005238b64  AMS    87010001  Configuration Mismatch





Path                       Target       HostPort  HostPortWWN         ArrayPort ArrayPortWWN       Model Serial          Status


path000-0004-1A  N1-T000  fc0004     10000000c98f27ae  1A             50060e8005271c82  AMS    87010001  Configuration Mismatch


path001-0005-1B  N1-T001  fc0005     10000000c98f47de  1B             50060e8005238b82  AMS    87010001  Configuration Mismatch





(





node1





node0





(








(





(





(








(
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No (Only one side node is “Configuration mismatch”)





Determination completed





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information.





Are the status ( and ( of the both nodes “Configuration Mismatch”?





Check all the cables connected to the node where the status is being as “Configuration Mismatch”, and check the link-up of the host port and the array port that are connected to that cable, and then replace the two cables that are not linked up. (*1)


For the replacement of the cable, refer to “Replacement ‘1.4 Replacing the Fibre Channel Cable’ (REP 01-0160)”.
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Yes 





*1:	Link-up of the host port can be confirmed by the lighting of the green LED and blinking of the yellow LED.�For the link-up of the array port, when the target of disk array subsystem is the AMS2000 series or the MSS, refer to “Troubleshooting Chapter 8. Trouble Analysis by LED Indication’ (TRBL08-0000)”. When the target of disk array subsystem is the HUS100 series, refer to “Troubleshooting Chapter 7. Trouble Analysis by LED Indication (TRBL07-0000)” in the maintenance manual.�When the target of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “LOCATION SECTION” in each maintenance manual.





Start specification of failed part





Check if the SIM “KAQG72030-E”, which appears when releasing the LU access protection failed, is displayed on either of the nodes.


For the display method of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”.





Is a SIM from KAQK36700-E to KAQK36705-E displayed? 





Yes (An FC path failure occurs.)





No





On the node where the above SIM is displayed, check if there is another SIM of a failure on the FC path. Check if there is one among the SIM of KAQK36700-E to KAQK36705-E on the both nodes. 





Check the status of disk array subsystem. (*2)





Is there any problem on the disk array subsystem?





Recover the disk array subsystem. (*2)





Yes
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(TRBL05-0540)





Refer to “5.1 Determining FC Path Failures” (TRBL 05-0000), determine the failure of the FC path and execute the recovery process. (*1)





Has the FC path recovered from failure?





1





(TRBL05-0540)











No
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No





Yes





*1:	In the recovery process of the FC path failure, there is a procedure to perform failover from the failed node to the normal node. However, a failover cannot be performed because the LU access protection is not released. �Therefore, do not execute the instruction to perform failover and failback in the process of the recovery. �And, in the case of performing recovery by stopping the nodes, report it to the system administrator because it is required to stop the services for the both nodes. 





*2:	When the subject of disk array subsystem is the AMS2000 series, the MSS, or the HUS100 series, refer to “Troubleshooting” in each maintenance manual. When the subject of disk array subsystem is USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00, or HUS VM, refer to “TROUBLESHOOTING SECTION” in each maintenance manual.





Execute the clstatus command for the both nodes. For the details about clstatus command, refer to “Maintenance Tool ‘2.2 Displaying the Cluster Status (clstatus)’ (MNTT 02-0040)”.





Did the execution result match with the above description?





Yes (Matched)





No (Did not match)





Check if the executed result on the node where the SIM “KAQG72030-E” is displayed is: Cluster status= “ACTIVE”, and Node Status for the both nodes = “UP”.





Check if the executed result on the node where the SIM “KAQG72030-E” is not displayed shows “KAQM06116-E”.





1





Execute the forcelurelease command.


For the details about forcelurelease command, refer to “Maintenance Tool ‘2.45 Forced Release of LU access Protection for the Cluster Management LU and All Users LU (forcelurelease)’ (MNTT 02-2560)”.





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information. Once you collect the failure information, send it to the support center and request them the failure analysis.





Request the system administrator to perform failback from the node where the SIM “KAQG72030-E” is displayed to the node where the SIM “KAQG72030-E” is not displayed.





Refer to “Chapter 6 Acquiring Failure Information” (TRBL 06-0000), and collect the failure information. Once you collect the failure information, send it to the support center, and request them the failure analysis.





End (*A)





*A:	Go to “9.1.2 Confirmation of Recovery from Hardware Failure” (TRBL 09-0010).





End
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