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Chapter 2
Overview of the Subsystem
This chapter provides an overview of the Hitachi Data Ingestor (HDI), Hitachi Content Platform (HCP) subsystems.

Table 2-1 describes the terms used in this manual.
Table 2-1  Definition of Terms (1/2)
	No.
	Term
	Meaning

	1
	HCP
	Abbreviation of Hitachi Content Platform.
The HCP is a system for long-term data storage and management. The data of the file system created by HDI can be migrated to HCP.

	2
	Namespace
	A namespace that can be created in HCP.

The namespace is a logical group, and an object stored in one namespace cannot be referred to from another namespaces.

It specifies one namespace per file system of HDI.

	3
	Tenant
	One grouped a namespace that can be created in HCP.
One tenant can own multiple namespaces.

One tenant is allocated to one HDI for migration.

	4
	Migration
	A function to copy the file data on HDI to HCP.

	5
	Recall/
Entire recall
	A function to read the substantial data of the file from HCP in response to the HDI client access that HDI client Read/Write the stub file.

	6
	Stub file
	A file that file property is remained, but that data on HDI moved to HCP.

About the file on HDI, the data of the file are duplicated to HCP by Migration, but after that the file on HDI become unsubstantial because HDI stub data and remained only property.
If a client require to Read /Write stub file, HDI respond it using Recall function that read out the substantial data of the file from HCP.

	7
	Retention
	A function to prevent a file from changing during a specified period.

	8
	WORM
	Abbreviation of Write Once Read Many.
A WORM file is a read only file.
Once a file is converted to a WORM file, it cannot be writable again because not only the data but also the metadata are prohibited from being changed.

	9
	HFSM
	Abbreviation of Hitachi File Services Manager.
HFSM is a program required for the system administrator to manage the HDI by using a GUI in the cluster configuration, and must be installed on a management server.
HFSM is also used for setting migration policies.

	10
	Management GUI
	Management GUI is an interface used by the system administrator to manage the HDI by in the single node configuration.
Management GUI is also used for setting migration policies.

	11
	Migration policy
	Setting of HCP (tenant, namespace) of the migration destination, file types that can be the migration target and a schedule to execute the migration.
HDI executes the migration according to the migration policy.

	12
	node
	A server to receive the request of Read/Write using CIFS/NFS.

HDI consist of two servers in cluster configuration, and HDI consist of one server in single node configuration. Data is stored in connected disk array in the case of cluster configuration, and data is stored in the connected disk array or internal drives within the server in the case of single node configuration.

	13
	BMC
	Baseboard Management Controller.

This is a controller tip to be installed in a server, and monitors hardware status separately from the main processor or the peripheral tip set.

	14
	front-end LAN
	LAN which the client uses for accessing data

	15
	Management LAN
	LAN which the system administrator uses for operating and maintaining HDI


Table 2-1  Definition of Terms (2/2)

	No.
	Term
	Meaning

	16
	Private Maintenance LAN
	LAN which the maintenance personnel use for maintaining HDI

	17
	IP-SW
	Layer 2 Switch

	18
	FC-SW
	Fibre Channel Switch

	19
	Virtual Server
	HDI does not support.
Virtual server which runs in node.

Receives Read/Write requests like node.

Unlike node, it is possible to run multiple Virtual Servers because they have no physical substance.

	20
	BMC direct connection configuration
	A cluster configuration in which the BMC port to connect to the reset port of the other side node.
To reset the opposite side of the node, execute without going through IP-SW.

	21
	BMC and management SW connection configuration
	A cluster configuration in which the BMC port to connect to the management LAN IP-SW.
To reset the opposite side of the node, execute through IP-SW.

	24
	Configuration of the single node with spare for Cloud
	Configuration to build the Active Standby system by connecting multiple HCP linked single nodes to the same network.

Operating node is called “Active node” and a backup node is called “Standby node”.

	25
	HCP-AW
	Abbreviation of Hitachi Content Platform Anywhere.
It is a system which is shared by accessing to data from various locations.

If a user adds data to HCP-AW, that data is saved in HCP and the data is shared through user terminals (computer, smart phone, tablet computer etc.)

HCP-AW administrator builds and monitors several nodes in remote.

HCP-AW administrator configures, monitors and manages the system using the Web application called the management console.

	26
	flash drive
	A data drive that uses a solid-state memory device instead of a rotating hard disk.

	27
	FMD (Flash Module Drive)/

FMC (Flash Module Compression)
	FMD/FMC are a high speed data storage device that includes a custom flash controller and several flash memory sub-modules on a single PCB.FMC is supported accelerated compression function.

	28
	Active File Migration 
	Before migration starts, the data of the specified files is copied to the work space created for each file system. Because the data copied to the work space is migrated to the HCP system, files can be modified during the migration without affecting the processing.
This work space is written “the work space for AFM” on this manual. And it is same to mean “the work space” on administrator’s documents.

	29
	large file transfer
	A large file is divided and migrated multiple times.
When using this function, only the portion of the target file that is updated from the last migration is migrated.


2.1
Basic Specifications of the Subsystem
HDI is a system where two nodes, a management LAN IP-SW, a disk array subsystem, and an FC-SW are combined in the cluster configuration, and a system of one node and, in some cases, a disk array subsystem are combined in the single node configuration.
This section shows an overview of the disk array subsystem of the node used in HDI.
Refer to the manual of each of the devices for the overview of the other devices than the nodes.
(1)
Specifications of disk array subsystem
For details about the subsystem specifications for the HDI nodes and the names and locations of the respective parts of the nodes, refer to the manuals provided by the respective hardware vendors.
2.2
Overview of the Connection
As for the system configuration, there are three types of node configuration of different usages, which are the Basic Configuration, the HDI for HCP configuration, and the HDI for Cloud configuration. The figures showing the overview are respectively shown below.
(1)
Basic Configuration
Basic Configuration is the configuration which is not linked up with HCP. 
HDI does not support Basic Configuration.
(2)
The configuration of HDI for HCP
(2-1)
The configuration of HDI for HCP in the cluster configuration
Figure 2.2-1 shows the overview of connection diagram in the configuration of HDI for HCP.
As shown in the figure, the HDI and HCP work together while sharing the disk array subsystem.
Refer to “Installation ‘1.1.4 Overall configuration diagram (2) Overall system configuration diagram in the configuration of HDI for HCP’ (INST 01-0073)” for the entire system configuration figure, and refer to “A.2.3 LAN Cable” for the details of cable connection.
Note that the dotted line part and the dashed line part in the figure show system ranges.
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Figure 2.2-1  Overview of Connection Diagram in the Configuration of HDI for HCP
(In the cluster configuration)
(2-2)
The configuration of HDI for HCP in the single node configuration
Figure 2.2-2 shows the overview of connection diagram in the configuration of HDI for HCP in the single node configuration. Note that the dotted line part and the dashed line part in the figure show system ranges.
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Figure 2.2-2  Overview of Connection Diagram in the Configuration of HDI for HCP
(In the single node configuration)
(3)
The configuration of HDI for Cloud
(3-1)
The configuration of HDI for cloud in the cluster configuration
Figure 2.2-3 shows the overview of connection diagram in the configuration of HDI for Cloud in the cluster configuration (BMC and Management SW connection configuration).
Figure 2.2-4 shows the overview of connection diagram in the configuration of HDI for Cloud in the cluster configuration (BMC direct connection configuration). 

The functions are linked via WAN on the HDI and the HCP side.
Note that the DNS server on the HDI side needs to set a forwarder for the DNS server on the HCP side. By setting the forwarder, even if the failover is done on the node of HCP due to a failure, the communication to HCP can be resumed as soon as the DNS server is updated.

The site on the HCP side must be the HCP-alone configuration, not the configuration of HDI for HCP.
Refer to “Installation ‘1.1.4 Overall configuration diagram (3) Overall system configuration diagram in the configuration of HDI for Cloud (cluster node)’ (INST 01-0077)” for the entire system configuration figure, and refer to “A.2.3 LAN Cable” for the details of cable connection.
Note that, the dotted parts and the dashed parts in the figure show system ranges.
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Figure 2.2-3  Overview of Connection Diagram in the Configuration of HDI for Cloud 
(In the cluster configuration / BMC and Management SW connection configuration)
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Figure 2.2-4 Overview of Connection Diagram in the Configuration of HDI for Cloud 
(In the cluster configuration / BMC direct connection configuration)
(3-2)
The configuration of HDI for cloud in the single node configuration
Figure 2.2-5 shows the overview of connection diagram of the configuration of HDI for Cloud in the single node configuration which is not connected to the disk array. In the case connected to the disk array, node and disk array are directly connected.
The functions are linked via WAN on the HDI side and the HCP side.
Note that the DNS server on the HDI side needs to set a forwarder for the DNS server on the HCP side. By setting the forwarder, even if the failover is done on the node of HCP due to a failure, the communication to HCP can be resumed as soon as the DNS server is updated.

The site on the HCP side must be the HCP-alone configuration, not the configuration of HDI for HCP.
Refer to “Installation ‘1.1.4 Overall configuration diagram (4) Overall system configuration diagram in the configuration of HDI for Cloud (single node)’ (INST 01-0078)” for the entire system configuration figure, and refer to “A.2.3 LAN Cable” for the details of cable connection.
Note that, the dotted parts and the dashed parts in the figure show system ranges.
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Figure 2.2-5  Overview of Connection Diagram in the Configuration of HDI for Cloud 
(In the single node configuration)
(4)
Configuration of the single node with spare for Cloud
It is the configuration to build the Active-Standby system using the multiple single nodes linked to HCP.

It only supports the single node configuration which not connecting to the disk array system.

Standby node is a backup node to switch the operation node in case of a failure occurred in the Active node. When a failure occurred in the Active node, service is resumed by carrying over HCP data to the Standby node. In preparation for a failure, this stand-by single node configuration waits with the initial setups (including initial installation and management IP address setting) have been performed.

Note that the switch over between Active node and Standby node is performed manually. 

Building, configuration and switchover of this configuration are performed by the system administrator.

The Active node and the Standby node of the Configuration of the single node with spare for Cloud need to be connected to the same network. Also, hardware configuration, software configuration and version need to be identical.

All single nodes included in this configuration completed the initial setup and also unique values have been set to IP address and host name of each single node.

Note that the DNS server on the HDI side needs to set a forwarder for the DNS server on the HCP side. By setting the forwarder, even if the failover is done on the node of HCP due to a failure, the communication to HCP can be resumed as soon as the DNS server is updated.

The site on the HCP side must be the HCP-alone configuration, not the configuration of HDI for HCP.

The dotted parts and the dashed parts in the figure show system ranges.
 SHAPE  \* MERGEFORMAT 



Figure 2.2-6 Overview of Connection Diagram in the Configuration of 
the single node with spare for Cloud
2.3
Linking the HDI and the HCP
2.3.1
HCP functions: Namespaces and tenants
The Hitachi Content Platform (HCP) is a networking storage system which is suitable for the long storage of stored data without any modifications.
To ensure the integrity of stored data, the HCP uses Write Once Read Many (WORM) storage technology, protection policies, storage policies, and various metadata. In addition to easily accessing an archive when adding or retrieving data, the HCP can delete the saved data if permitted by the access right and policy.
The inside of HCP is divided into “tenant” and its lower place called “namespace”, which are logically partitioned and controlled.
Because objects stored in a namespace cannot be referenced from other namespaces, data saved for a different application, a business unit, or a customer can be separated.
2.3.2
Linking the HDI and the HCP
When the HDI is linked with the HCP, files stored on an HDI file system using the NFS/CIFS protocol can be migrated automatically to the HCP according to a migration policy.
The migrated files are regularly stubbed by HDI, the clients can still read/write files while the HDI can reduce the capacity used in the file system.
When HDI start stubbing files regularly, if the free space of the file system is lower than set value ( Default : 10% ), HDI select WORM files and the files that update time is old, and stub them.
If HDI fails and the stub files are lost, the stub files can be restored from the data stored in the HCP. For the summary of the recovery procedure, refer to Theory “3.2.6 Restoration of Data in the File System in the cluster configuration” (THEO 03-0200) in the cluster configuration, and Theory “3.2.7 Restoration of Data in the node in the single node configuration” (THEO 03-0210) in the single node configuration.
Usually, one HCP tenant is allocated to one HDI for migration, but when the OS version is 4.0.0-XX or later, one HCP tenant can be allocated to two or more HDIs for migration. Migration can be done from one file system to only one namespace. When the OS version is 5.0.0-XX or later, one HCP namespace can be allocated to one directory immediately under the mount point of the file system. Multiple HDIs can access the namespace of HCP where data was migrated in the case of referring the migrated data.
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Figure 2.3.2-1  Relationship Between the HDI and the HCP1
When the OS version 5.2.0-XX or later, data can be shared between multiple file systems on different HDI through one namespace. The end-user can read/write the same file from the other HDI (Read Write Content Sharing function. This function is abbreviated to RWCS.).
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Figure 2.3.2-2  Relationship Between the HDI and the HCP2
2.3.3
Failure notice method in the configuration of HDI for HCP
(1)
The configuration of HDI for HCP (In the cluster configuration)
For the failure notice in the configuration of HDI for HCP in the cluster configuration, as shown in Figure 2.3.3-1, a failure is notified from each of the node of HDI and the node of HCP.
Note that if a failure occurred in the front-end LAN, a notice might be issued from both.
Figure 2.3.3-1 shows an example when a failure occurs in node 0 of HDI or node 0 of HCP.
In single node configuration, failures are normally notified to SNMP Manager which is for failure detection of single node. However, if there has been already Hi-Track for failure detection of HCP, failures can be notified to Hi-Track.
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Figure 2.3.3-1  Failure Notice Path (in the configuration of HDI for HCP)
(2)
The configuration of HDI for Cloud (In the cluster configuration)
For a failure notice in the configuration of HDI for Cloud in the cluster configuration, as shown in Figure 2.3.3-2, failures occurred in respective sites are notified to Hi-Track installed in respective sites.

Figure 2.3.3-2 shows an example when failures occurred in node0 of HDI and node0 of HCP.
Since Hi-Track is not installed in single node configuration, failures occurred in HDI are notified to SNMP Manager.
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Figure 2.3.3-2  Failure Notice Path (in the configuration of HDI for Cloud)
2.4
Software Specifications
2.4.1
Software and firmware lists
Table 2.4.1-1 shows the software installed in the HDI node. Table 2.4.1-2 shows the list of firmware.
Table 2.4.1-1  List of Software
	No.
	Name
	Description

	1
	OS (File Operating System)
	A program which receives Read/Write requests using NFS/CIFS protocol and provides file sharing for clients.
Installed in an internal drive of node.

	2
	MIACAT
	A program which notifies monitoring information of hardware collected by BMC to the OS.


Table 2.4.1-2  List of Firmware
	No.
	Name
	Description

	1
	BIOS
	A program which controls the hardware of node to provide basic input/output functions for the OS.

	2
	BMC firmware
	This program controls the BMC settings.

	3
	HBA firmware (*1)
	This program controls the HBA settings.

	4
	RAID controller firmware
	This program controls the RAID controller.


*1:
In the single node configuration not connected to the disk array, this component is not included.
2.4.2
Data configuration
A RAID group is created in an internal drive in the node of HDI.
In the cluster configuration, the virtual disk is considered as the RAID1 configuration and has redundancy to a failure of one drive.
In the single node configuration, the virtual disk is considered as the RAID6 configuration and has redundancy to a failure of up to two drives.
However, in the single-node configuration connected to the disk array, it is configured as the RAID1.
In the cluster configuration, an OS disk is created in the internal drive and stores OS data.

In the single node configuration not connected to the disk array, an OS area and a user area are configured in the internal drive, and OS data and user data are stored respectively.

In the single node configuration connected to the disk array, an OS area is configured in the internal drive and OS data is stored there.
Figure 2.4.2-1 shows the schematic figure of an internal drive in the cluster configuration.
Figure 2.4.2-2 shows the schematic figure of an internal drive in the single node configuration (in the case of CR220SM and D51B-2U).
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Figure 2.4.2-1  Schematic figure of an Internal drive (In the cluster configuration)
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Figure 2.4.2-2  Schematic figure of an Internal drive in the single node configuration 
(in the case of CR220SM and D51B-2U)
2.5
Disk Array Combination Function
2.5.1
List of disk array program products combination support that is supported by HDI
HDI can collaborate with the functions of the disk array (PP: Program Product).

Tables from 2.5.1-1 to 2.5.1-5 show the PPs of the disk array supported by HDI.

Confirm the currently used disk array subsystem and refer to the corresponding table.
Table 2.5.1-1  Program Products of AMS2000/MSS series that are supported by HDI
	No.
	Program product name
	Collaboration with HDI

	1
	Cache Residency Manager
	Not supported

	2
	Performance Monitor
	Supported

	3
	Cache Partition Manager
	Supported

	4
	LUN Manager
	Supported

	5
	Dynamic Provisioning
	Supported

	6
	Data Retention Utility
	Not supported

	7
	Copy-on-Write Snapshot
	Not supported

	8
	ShadowImage in-system Replication
	Supported

	9
	TrueCopy remote replication
	Supported

	10
	TrueCopy Extended Distance
	Supported

	11
	True Copy Modular Distributed
	Not supported

	12
	Modular Volume Migration
	Not supported

	13
	Account Authentication
	Supported

	14
	Audit Logging
	Not supported

	15
	Power Saving
	Not supported

	16
	Tray Power Saving
	Not supported

	17
	Command Control Interface
	Supported

	18
	SNMP Agent Support Function
	Not supported

	19
	Password Protection
	Not supported

	20
	Long Life Support Indicator
	Not supported

	21
	Hitachi Storage Navigator Modular 2
	Supported

	22
	LUN Expansion
	Supported

	23
	Dynamic Tiering
	Not supported

	24
	Fibre Channel Option
	Not supported


Table 2.5.1-1-2  Program Products of HUS100 Series that are supported by HDI
	No.
	Program product name
	Collaboration with HDI

	1
	Cache Residency Manager
	Not supported

	2
	Performance Monitor
	Supported

	3
	Cache Partition Manager
	Supported

	4
	LUN Manager
	Supported

	5
	Dynamic Provisioning
	Supported

	6
	Data Retention Utility
	Not supported

	7
	Copy-on-Write Snapshot
	Not supported

	8
	ShadowImage in-system Replication
	Supported

	9
	TrueCopy remote replication
	Supported

	10
	TrueCopy Extended Distance
	Supported

	11
	True Copy Modular Distributed
	Not supported

	12
	Modular Volume Migration
	Not supported

	13
	Account Authentication
	Supported

	14
	Audit Logging
	Not supported

	15
	Power Saving
	Not supported

	16
	Tray Power Saving
	Not supported

	17
	Command Control Interface
	Supported

	18
	SNMP Agent Support Function
	Not supported

	19
	Password Protection
	Not supported

	20
	Long Life Support Indicator
	Not supported

	21
	Hitachi Storage Navigator Modular 2
	Supported

	22
	LUN Expansion
	Supported

	23
	Dynamic Tiering
	Supported

	24
	Fibre Channel Option
	Supported


Table 2.5.1-3  Program Products of USP V/USP VM that are supported by HDI
	No.
	Program product name
	Collaboration with HDI

	1
	Cache Residency Manager
	Not supported

	2
	Command Control Interface
	Supported

	3
	Copy-on-Write Snapshot
	Not supported

	4
	DB Validator
	Not supported

	5
	Dynamic Provisioning
	Supported

	6
	LUN Manager
	Supported

	7
	Data Retention Utility
	Not supported

	8
	Performance Monitor
	Supported

	9
	ShadowImage
	Supported

	10
	SNMP Agent
	Not supported

	11
	Storage Navigator
	Supported

	12
	TrueCopy asynchronous extension
	Supported

	13
	TrueCopy 
	Supported

	14
	Universal Replicator
	Supported

	15
	Universal Volume Manager
	Supported

	16
	Virtual LVI
	Supported

	17
	Virtual Partition Manager
	Supported

	18
	Volume Migration
	Supported

	19
	Volume Shredder
	Supported

	20
	Compatible PAV
	Not supported

	21
	Volume Retention Manager
	Not supported

	22
	Open Volume Management
	Not supported (*1)

	23
	Compatible Mirroring for IBM FlashCopy
	Not supported

	24
	Volume Security
	Not supported

	25
	Volume Security Port Option
	Not supported

	26
	Compatible Replication for IBM XRC
	Not supported

	27
	TrueCopy Sync and full function HUR with 3DC and 4x4
	Not supported

	28
	Compatible Hyper PAV
	Not supported

	29
	FICON Data Migration
	Not supported

	30
	Encrypt License Key
	Not supported

	31
	High Availability Manager
	Not supported

	32
	Compatible High Performance Connectivity for IBM FICON Software
	Not supported

	33
	Configuration File Loader
	Supported


*1: Although the combination function with the OS is not supported, maintenance personnel can use it because it is required for LDEV creation.
Table 2.5.1-4  PPs for VSP/VSP G1000 supported by HDI
	No.
	Program product name
	Collaboration with HDI and VSP
	Collaboration with HDI and VSP G1000

	1
	Cache Residency Manager
	Not supported
	Not supported

	2
	Command Control Interface
	Supported
	Supported

	3
	Copy-on-Write Snapshot
	Not supported
	

	4
	Dynamic Provisioning
	Supported
	Supported

	5
	LUN Manager
	Supported
	Supported

	6
	Data Retention Utility
	Not supported
	Not supported

	7
	Performance Monitor
	Supported
	Supported

	8
	Server Priority Manager
	Not supported
	Not supported

	9
	ShadowImage
	Supported
	Supported

	10
	Storage Navigator
	Supported
	Supported

	11
	TrueCopy
	Supported
	Supported

	12
	Universal Replicator
	Supported
	Supported

	13
	Universal Volume Manager
	Supported
	Supported

	14
	Virtual LVI
	Supported
	Supported

	15
	Virtual Partition Manager
	Supported
	Supported

	16
	Volume Migration
	Supported
	Supported

	17
	Volume Shredder
	Supported
	Supported

	18
	Compatible PAV
	Not supported
	Not supported

	19
	Volume Retention Manager
	Not supported
	Not supported

	20
	Open Volume Management
	Not supported (*1)
	Not supported (*1)

	21
	Compatible Mirroring for IBM FlashCopy
	Not supported
	Not supported

	22
	Volume Security
	Not supported
	Not supported

	23
	Volume Security Port Option
	Not supported
	Not supported

	24
	Compatible Replication for IBM XRC
	Not supported
	Not supported

	25
	Disaster Recovery Extended
	Not supported
	Not supported

	26
	Compatible Hyper PAV
	Not supported
	Not supported

	27
	FICON Data Migration
	Not supported
	Not supported

	28
	Encryption License Key
	Supported
	Supported

	29
	High Availability Manager
	Not supported
	

	30
	Compatible High Performance Connectivity
	Not supported
	Not supported

	31
	Dynamic Tiering
	Supported
	Supported

	32
	Configuration File Loader
	Supported
	Supported

	33
	H-UVM
	
	Not Supported

	34
	Thin Image
	
	Not Supported

	35
	global-active device (*2)
	
	Not Supported

	36
	nondisruptive migration Software
	
	Not Supported


*1: Although the combination function with the OS is not supported, maintenance personnel can use it because it is required for LDEV creation.
*2:
P.P that uses the global storage virtualization function.
Table 2.5.1-5  PPs for HUS VM supported by HDI
	No.
	Program product name
	Collaboration with HDI

	1
	Cache Residency Manager
	Not supported

	2
	Dynamic Provisioning
	Supported

	3
	LUN Manager
	Supported

	4
	Data Retention Utility
	Not supported

	5
	Performance Monitor
	Supported

	6
	ShadowImage
	Supported

	7
	SNMP Agent
	Not supported

	8
	Storage Navigator
	Supported

	9
	TrueCopy
	Supported

	10
	Universal Replicator
	Supported

	11
	Universal Volume Manager
	Supported

	12
	Virtual Partition Manager
	Supported

	13
	Volume Migration
	Supported

	14
	Volume Shredder
	Supported

	15
	Dynamic Tiering
	Supported

	16
	Audit Log
	Not supported

	17
	LUN Expansion
	Supported

	18
	Virtual LUN 
	Supported


Table 2.5.1-6  PPs for VSP Gx00/VSP Fx00 supported by HDI
	No.
	Program product name
	Collaboration with HDI
 and VSP Gx00
	Collaboration with HDI 
and VSP Fx00

	1
	Dynamic Provisioning
	Supported
	Supported

	2
	LUN Manager
	Supported
	Supported

	3
	Data Retention Utility
	Not supported
	Not supported

	4
	Performance Monitor
	Supported
	Supported

	5
	Server Priority Manager
	Not supported
	Not supported

	6
	ShadowImage
	Not supported
	Not supported

	7
	Storage Navigator
	Supported
	Supported

	8
	TrueCopy
	Not supported
	Not supported

	9
	Universal Replicator
	Not supported
	Not supported

	10
	Universal Volume Manager
	Supported
	Not supported

	11
	Virtual Partition Manager
	Supported
	Not supported

	12
	Volume Shredder
	Supported
	Not supported

	13
	Open Volume Management
	Not supported (*1)
	Not supported (*1)

	14
	Encryption License Key
	Supported
	Supported

	15
	Dynamic Tiering
	Supported
	Not supported

	16
	Thin Image
	Not supported
	Not supported

	17
	Volume Migration V2
	Supported
	Not supported

	18
	SNMP Agent
	Not supported
	Not supported

	19
	Resource Partition Manager
	Not supported
	Not supported

	20
	global-active device(*2)
	Not Supported
	Not supported

	21
	Active Flash
	Supported
	Not supported

	22
	nondiscruptive migration
	Not supported
	Not supported


*1:
Although the combination function with the OS is not supported, maintenance personnel can use it because it is required for LDEV creation.
*2:
P.P that uses the global storage virtualization function.
NOTE:
For details, refer “Function Release Schedule” of HDI.
2.6
Network Specifications
For details about the network specifications for the Private Maintenance port, Heartbeat port, Management port, Data port, and BMC port used for the HDI nodes, refer to Theory “Chapter 5 LAN Configuration Settings” (THEO 05-0000).
2.6.1
Cluster configuration

In the cluster configuration, each node has the LAN interfaces shown in Table 2.6.1-1, and these LAN interfaces are connected as shown in Figure 2.6.1-1. In addition, each port supports different protocols (IPv4/IPv6). For the BMC direct connection configuration, refer to Figure 2.6.1-2.
The IP addresses shown in Table 2.6.1-2 must be set for each node, and the LAN interface must be segmented as shown in the “Network” column of the table.
In the BMC and Management SW connection configuration, the PC shown in Table 2.6.1-3 must also be connected to the management LAN IP-SW.
Table 2.6.1-1  LAN Interfaces of a node
	Port name
(Interface name)
	Usage
	IP Address

	
	
	IPv4
	IPv6

	Private Maintenance port (pm0)
	Port used by maintenance personnel
	Yes
(essential)
	Yes

	Heartbeat port (hb0)
	Port for heartbeat between nodes
	Yes
(essential)
	No

	Management port (mng0)
	Port for communication with the HFSM and for heartbeat between nodes
	Yes
(essential)
	Yes

	Data port (ethX) (*2)
	Port used by a customer
	Yes
	Yes

	BMC port (bmc0) (*1)
	Port for controlling the cluster
	Yes
(essential)
	No

	Reset port (pm1) (*1)
	Port for reset (in the BMC direct connection configuration)
	Yes
(essential)
	No


*1:
In the BMC direct connection configuration, the same IP address will be set automatically to BMC port and Reset port.
*2:
When using a 10GbE card, the interface name will be “xgben” (“n” is an integer greater than or equal to 0.)
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Figure 2.6.1-1  Network Connection Diagram 
(BMC and Management SW connection configuration)
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Figure 2.6.1-2  Network Connection Diagram
(BMC direct connection configuration)
Table 2.6.1-2  LAN Interface Networks
	#
	Port name
	Interface name
	Network

	1
	Private Maintenance port
	pm0
	1.Maintenance LAN

	2
	Heartbeat port
	hb0
	2.Heartbeat LAN

	3
	Management port
	mng0
	3.Management LAN

	4
	BMC port
	bmc0
	3.Management LAN

	
	(in the BMC direct connection configuration)
	
	Direct connection for reset

	5
	Data port
	eth n (*1)

(“n” is an integer of 0 and above.)
	4.front-end LAN

	6
	
	
	4.front-end LAN

	7
	Reset port (*2)
	pm1
	Direct connection for reset


*1: The name of interface becomes agr0 by performing link aggregation.

*2: Reset port is required only when the BMC direct connection configuration. In the BMC direct connection configuration, the number of IP segments that can be used in user LAN will be reduced by 1.
Table 2.6.1-3  PC Connected to the Management LAN IP-SW
	#
	Computer type
	Network

	1
	Management server
	3.Management LAN

	2
	Maintenance PC
	1.Maintenance LAN


2.6.2
Single node configuration

In the single node configuration, a node has the LAN interfaces shown in Table 2.6.2-1, and these LAN interfaces are connected as shown in Figure 2.6.2-1 or Figure 2.6.2-2. In addition, each port supports different protocols (IPv4/IPv6).
The IP addresses shown in Table 2.6.2-2 and Table 2.6.2-3 must be set.
Table 2.6.2-1  LAN Interfaces of a node
	Port name
(Interface name)
	Usage
	IP Address

	
	
	IPv4 
	IPv6 

	Private Maintenance port (pm0)
	Port used by maintenance personnel
	Yes
(essential)
	Yes

	Management port (mng0)
	Port for initial setup/
Port used by a customer (*1)
	Yes
(essential)
	Yes

	Data port (ethX) (*2)
	Port used by a customer (*1)
	Yes
	Yes


*1:
In the configuration of using the management port, the Data port does not use. In the Configuration using trunk 2 Data ports, the management port is used only at the time of initial setup but the Data port is used in the operation.

*2:
When using a 10GbE card, the interface name will be “xgben” (“n” is an integer greater than or equal to 0.)

[image: image15]
Figure 2.6.2-1  Network Connection Diagram (Configuration using trunk 2 Data ports)
Table 2.6.2-2  LAN Interface Networks
	#

(*1)
	Port name
	Interface name
	Network

	1
	Private Maintenance port
	pm0
	1.Maintenance LAN

	2
	Management port (*2)
	mng0
	2.Management LAN

	3
	BMC port
	bmc0
	1.Maintenance LAN

	4
	Data port (*4)
	eth x, eth y (*3)
(“x”, “y” is an integer of 0 and above.)
	3.front-end LAN


*1:
Private Maintenance port and Management port should be different network segment.
*2:
Connected from PC that has management GUI directly during initial setup wizard (for setting the Data port).
Connected to front-end LAN temporarily during system LU recovery (not used in user daily operation).
*3:
The name of interface becomes agr0 by performing link aggregation.
*4:
When using a 10GbE card, the interface name will be “xgben” (“n” is an integer greater than or equal to 0.)

[image: image16]
Figure 2.6.2-2  Network Connection diagram (Configuration using Management port)
Table 2.6.2-3  LAN Interface Networks
	#

(*1)
	Port name
	Interface name
	Network

	1
	Private Maintenance port
	pm0
	1.Maintenance LAN

	2
	Management port
	mng0
	2.Management LAN

	3
	BMC port
	bmc0
	1.Maintenance LAN

	4
	Data port
	Unused.


*1:
Each port should be different network segment.
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