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Chapter 6
Acquiring Failure Information
Acquire the information of the following five failures. However, the disk array failure information is not required in the single node configuration which is not connected to the disk array subsystem.
(
Log files
(
Dump files
(
disk array failure information
(
core files
(
Internal Log files
(
Event Logs (D51B-2U)
Acquiring each piece of failure information is described below.
6.1
Log Files
Log files can be collected during the node operation. However, if the node is not operating due to a failure, the log files cannot be collected. In that case, collect the log files in the maintenance mode.
6.1.1
Acquiring log files
Collect log files by executing the log collection (oslogget) command of the maintenance tool.
Additionally, when the OS version is 4.1.2-XX or earlier, the internal log of the internal RAID controller is also collected.
For collecting log files by the log collection (oslogget) command and in the maintenance mode, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
For collecting the internal log of the internal RAID controller (log.sh), refer to “Maintenance Tool ‘2.55 Embedded RAID Controller Internal Log Acquisition (log.sh)’ (MNTT 02-3080)”.
NOTE:
For the failure analysis in the cluster configuration, the access information between clusters is required. Collect log files of both nodes in the cluster.
Furthermore, send the collected log files to the Technical Support Center.
6.1.2
Supplement
The file capacity, the acquisition content of log files, and the file name to be collected differ by specifying log file types (normal, detail or full). Table 6.1.2 shows the acquisition content for each log file type. For details, refer to “Maintenance Tool ‘2.19 Collecting Logs (oslogget)’ (MNTT 02-1300)”.
Table 6.1.2  Log File Types and Acquisition Contents
	#
	Log File Type
	Acquisition Content

	1
	normal
	Collect log files of the capacity (20MB/node) that can be surely transferred by HiTrack. Furthermore, if the log files are over several generations, collect the most recent one generation.
File name : fast_oslog_*(*).tar.gz

	2
	detail
	Collect log files of the maximum capacity (40MB/node) that can be transferred by HiTrack.

Furthermore, collect log files of the maximum of 7MB per file, and collect all generations.
File name : oslog_*(*).tar.gz

	3
	full
	Collect log files as far as the capacity of the directory for log file acquisition permits.

Furthermore, collect log files of the maximum of 13MB per file, and collect all generations.
File name : full_oslog_*(*).tar.gz


*:
* represents “device serial number_collected date (YYYYMMDDhhmmss)” at Physical node.
6.2
Dump Files
Convert the memory images to files and create dump files triggered by the panic occurrence in Hitachi Data Ingestor, local node reset or remote node reset.
6.2.1
Collecting dump files
For collecting (downloading) dump files, refer to “Maintenance Tool ‘2.21 Procedure for Collecting Dump Files’ (MNTT 02-1400)”.

Refer to Troubleshooting “6.2.1.1 Confirmation whether the dump file is downloaded or not” (TRBL 06-0020)”, to confirm if the dump file is downloaded.

If dump files are not created, follow the instruction from the Technical Support Center and collect dump files manually. For collecting dump files manually, refer to Troubleshooting “6.2.1.2 Collecting dump files manually (cluster configuration)” (TRBL 06-0030) in the cluster configuration and refer to Troubleshooting “6.2.1.3 Collecting dump files manually (single node configuration)” (TRBL 06-0030A) in the single node configuration, and execute the collection.
When the node is in the state of not working due to a failure, log in to the system with the maintenance mode and then download the dump files. When the OS version is 2.2.1-XX or later, if there are unconverted dump files, convert the unconverted dump file and then download it. For more details, refer to “Maintenance Tool ‘2.21.3 Confirm the existence of unconverted dump file (dumpcheck)’ (MNTT 02-1461)”.
The confirmation of the OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
NOTE:(

Obtain dump files of level 4.
When downloading the dump files of level 4, request the system administrator of the download permission or obtain the dump files of level 4 from the system administrator.
For the reference place in User’s Guide describing the details about downloading dump file by the system administrator, refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 4 ‘Downloading a dump file’ (GENE 00-0050)” for the cluster configuration or refer to “General ‘Reference Place in User's Guide for Operating Procedures Table 5 ‘Collecting/deleting core files and log files’ (GENE 00-0060)” for the single node configuration.
(
Due to such as dump output operation failure, the dump files of level 3 and level 4 might be created without level 1 dump file. In that case, request the system administrator to have permission to download the dump files of level 3 and level 4. For details about dump collection, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”.
6.2.1.1
Confirmation whether the dump file is downloaded or not 
Log in to the node via ssh from the maintenance PC, and confirm if the dump files are downloaded in the following directory. For details about logging in from the maintenance PC to a node, and the dump file confirmation procedure, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”. 
<Physical node>
( /dump/download/service/dump_YYYYMMDDhhmmss (The directory to be downloaded the level 1 dump file)
( /dump/download/all/dump_YYYYMMDDhhmmss (The directory to be downloaded the level 4 dump files)
“YYYYMMDDhhmmss” represents Year, Month, Date, Hour, Minute, and Second.
When the dump file is confirmed that there are existed in that directory, compare the dates between the dump file on the maintenance PC and the dump files on the OS if they are the same or not to confirm if they are already downloaded or not. If it is not downloaded, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”, and collect the dump files. 
Figure 6.2.1.1-1 and Figure 6.2.1.1-2 at the Physical node show examples of the directories to be downloaded the dump files of level 1 and 4, and the confirmation of downloading the dump files.
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Figure 6.2.1.1-1  Dump file confirmation (Level 1 at Physical node)
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Figure 6.2.1.1-2  Dump file Confirmation (Level 1 and Level 4 at Physical node)
6.2.1.2
Collecting dump files manually (cluster configuration)
At the manually collecting dump files in the cluster configuration, the reset request is issued to this side node OS from the other side node. About the reset of the OS, refer to “Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”.
By the resetting process, the node is restarted at the Physical node and dump files are created.
When the OS version is 2.1.1-XX at the Physical node, make sure that the SIM of “KAQK39500-E  OS error Detail=05 00 00 00  Level=00  Type=03” that indicates that the success of the dump file creation is displayed after rebooting.
When the OS version is 2.2.1-XX or later, make sure that the SIM of “KAQK39500-E OS error Detail=05 00 00 01  Level=00  Type=03” that indicates the completion of copying the memory image is displayed after rebooting, and after a while, wait until the SIM of “KAQK39528-I Processing to convert dump files ended.” that indicates the success of the dump file creation is displayed on the node. (It takes about 30 minutes to create dump files with the amount of 12GB memory installed.)
For the details of confirmation of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”. If the SIM message is confirmed, download the dump files. For the details of collecting dump files, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”.
For the confirmation of OS version, refer to “Maintenance Tool ‘2.34 Displaying the Version of the OS (versionlist)’ (MNTT 02-2060)”.
After restarting the node, if the SIM of “KAQK39500-E  OS error Detail=06 00 03 00  Level=00  Type=03” that indicates a failure of copying the memory image is displayed on the restarted node, dump files for Physical node are not created.
6.2.1.3
Collecting dump files manually (single node configuration)

The manual dump file collection in the single node configuration is executed by NMI issue operation or issuing a request to reset the OS of this side node. Refer to “Installation ‘2.1.3.2 OS reboot of a node by NMI issue operation (single node configuration only)’ (INST 02-0140)”. 
For the details of reset request of OS, refer to “Maintenance Tool ‘2.30 Resetting the OS of the Node (nncreset)’ (MNTT 02-1840)”. If the OS is running, execute the dump collection with the command of nncreset.
By the resetting process, the node is restarted and dump files are created. Confirm that the SIM of “KAQK39500-E  OS error Detail=05 00 00 01  Level=00  Type=03” that indicates the completion of copying the memory image is displayed on the restarted node, and then wait until the SIM of “KAQK39528-I Processing to convert dump files ended.” that indicates the success of the dump file creation is displayed on the node. (It takes about 30 minutes to create dump files with the amount of 12GB memory installed.)
For the details of confirmation of SIM, refer to “Maintenance Tool ‘2.6 Displaying SIMs on This Side (syseventlist)’ (MNTT 02-0360)”. If the SIM message is confirmed, download the dump files. For the details of collecting dump files, refer to “Maintenance Tool ‘2.21.1 Collecting dump files’ (MNTT 02-1420)”.
After restarting the node, if the SIM of “KAQK39500-E  OS error Detail=06 00 03 00  Level=00  Type=03” that indicates a failure of copying the memory image is displayed on the restarted node, dump files are not collected.
6.2.2
Supplement
The downloaded dump files are named as follows at Physical node.
<Dump files at Physical node>
(
dump_< device serial number >_<dump collected date>.lv<level>.cz_<segregated identifier>
(
dump_< device serial number >_<dump collected date>.lv<level>.cz.<segregated identifier>
< device serial number >: The device serial number of the collected node
<dump collected date>: 14-byte character string in YYYYMMDDhhmmss (year/month/day/hour/minute/second) format
<level>: one-byte character of 1 or 4 (maintenance personnel can collect level 1 only)
<separated identifier>: Identifier to divide a file. When a dump file exceeds 400MB, changes the identifier, divides dump file and downloads (aa. ab. cc… is attached).
NOTE:
Send the collected log files to the Technical Support Center. Delete the files when all of the dump files are downloaded. For deleting the files, confirm the Technical Support Center. For deleting files, refer to “Maintenance Tool ‘2.21.2 Deleting dumps (dumpdel)’ (MNTT 02-1440)”.
6.3
Disk Array Failure Information
Acquire the following failure information as disk array information.
6.3.1
AMS2000 Series
(
Simple trace
(
Controller blockade trace
(
Full dump
For acquiring disk array failure information, refer to Troubleshooting “Collecting failure information” in the disk array manual “DF800 Disk Array System Maintenance Manual”.
6.3.2
MSS
(
Simple trace
(
Controller blocked trace
(
Full dump
For the acquisition of disk array failure information, refer to Troubleshooting “Collecting failure information” in the disk array manual “DF800E-XS Disk Array System Maintenance Manual”.
6.3.3
HUS100 Series
(
Simple trace
(
Controller blockade trace
(
Full dump
For acquiring disk array failure information, refer to Troubleshooting “Collecting failure information” in the disk array manual “DF850 Disk Array System Maintenance Manual”.
6.3.4
USP V, USP VM, VSP, VSP G1000, VSP Gx00/VSP Fx00 and HUS VM
(
Auto Dump
For the acquisition of the controller troubleshooting information, refer to “SVP SECTION” or “MAINTENANCE PC” described in each maintenance manual.
6.4
Core Files
Acquire core files of Physical node.
For acquiring core files, log in to the node via ssh from the maintenance PC, execute “ls-lL/dump/download/core/”, and confirm if the core file is existed under the (/dump/download/core). For details about logging in from the maintenance PC to a node, refer to “Maintenance Tool ‘1.3.2 Logging in to a node for executing commands’ (MNTT 01-0200)”.
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Figure 6.4-1  Core File Confirmation
The core file name is set as the following.
core-process ID-process name-time of core file (The elapsed second from the Jan.1. 1974).
And confirm the created time of core file from the file attribute (red frame).
After the confirmation of the core file, download it. For downloading files, refer to “Maintenance Tool ‘1.3.5 Commands used for transferring files’ (MNTT 02-0230)”.
NOTE:(
core file is deleted automatically after expiring the storage period.
6.5
Internal Log Files
Acquire Internal Log files as HCP information. For acquiring Internal Log files, refer to “Hitachi Content platform Administering HCP”.
For the details of Internal Log file, refer to “Hitachi Content Platform Administering HCP”.
6.6
Event Logs (D51B-2U)
When using D51B-2U, collect Event Log from MegaRAC GUI at the time of the occurrence of the hardware failure. For Format of Event Log, collect the two patterns “Text” and “hex”. For how to log into MegaRAC GUI or how to collect Event Log, refer to “QuantaGrid Series D51B-2U Technical Guide”.
This page is for editorial purpose only.
$ ls -lL /dump/download/service/dump_20100312135128


total 277248


-r-------- 1 service service  37169408 2010-03-12 13:52 dump_9PSLNBX_20100312135128.lv1.cz.aa


-r-------- 1 service service 246728704 2010-03-12 13:52 dump_9PSLNBX_20100312135128.lv1.cz.ab





$ ls -lL /dump/download/all/dump_20100312135128


total 782636


-r-------- 1 service service  37169408 2010-03-12 13:52 dump_9PSLNBX_20100312135128.lv1.cz.aa


-r-------- 1 service service 246728704 2010-03-12 13:52 dump_9PSLNBX_20100312135128.lv1.cz.ab


-r-------- 1 service service      2438 2010-03-12 13:59 dump_9PSLNBX_20100312135128.lv4.cz.aa


-r-------- 1 service service 273966493 2010-03-12 13:59 dump_9PSLNBX_20100312135128.lv4.cz.ab





$ ls -l /dump/download/core/*


-r-------- 1 service service 335872 2010-03-12 13:58 /dump/download/core/core-10709-sleep-1268369883
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