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Chapter 1 Introduction

This document provides installation instruction on adding Windows
Failover Clustering to two existing Hitachi Content Platform Gateway
(HCP Gateway) instances that are identical and are on the same VMWare
ESXi host, a configuration known as cluster-in-a-box. If the HCP Gateway
instances are on different VMWare ESXi hosts, a configuration known as
cluster-across-boxes, there follow the NOTE in Chapter 7 when
configuring the Sharing setting on the VMs. The document covers the
installation of two HCP Gateway Virtual or Physical Machines using
shared disks. Ensure that you have a unique computer name for the two
HCP Gateway Virtual or Physical Machines because you are required to
add them to a Windows Active Directory domain (see Chapter 8 for
details) before starting these steps. Contact your system administrator if
you need assistance with those tasks.

WARNING: The account being used to install the Cluster must have the
ability to create a cluster named object (CNO). Refer to the Microsoft
Website Configuring cluster accounts in Active Directory, and follow the
section titled: 'Steps for configuring the account for the person who
installs the cluster’.

The installation will cover setting up shared disks, assigning network
adapters, setting up a Windows Failover Cluster, and then adding a
Generic Service Role for the HCP Gateway service.

The word 'node' means a virtual or physical machine. Node 1 is the first
machine and Node 2 is the second machine. In the cluster, Node 1 is the
primary machine and Node 2 is the secondary machine. The primary
machine is also called the active machine or active node, and the
secondary is called the passive or standby node.

The end result of this document is to develop a Fail-over cluster using an
active/passive Windows cluster similar to the diagram below.

Figure 1 - Windows Server Failover Cluster
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NOTE:

Notepad++ changed their licensing policy, so we can no
longer install and ship Notepad++ on the HCP Gateway. You
can either download and install Notepad++ version 8.1.5 or
older or use Windows Notepad in place of Notepad++ when
editing files.
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Chapter 2 HCP and HCP Gateway
Configuration

The first step is to login to the HC7.30P Gateway as the local
Administrator and run Windows Updates on both nodes of the cluster.
Once that is complete, in the following steps in this chapter you will stop
the HCP Gateway service and then update the configuration file on both
nodes so the default cluster shared volume will be assigned to drive 'G:'.

Step 1: Open the Desktop, click on the Windows Start Menu located at
the bottom left of the screen. In the pop-up window, select 'Windows
Administrative Tools' (Figure 2.1.1)

Figure 2.1 - Windows Start Menu

Control Panel

Step 2: In the 'Administrative Tools' window, scroll down to 'Services.'
Services will be used enough that it should be pinned to the task bar for
easier access. Right click on 'Services' (Figure 2.2.1) and select 'Pin to
taskbar' (Figure 2.2.2). Note that if you deployed the HCP Gateway
Cluster VMs, this step is not necessary, just click on the Services icon in
the taskbar and skip to Step 4.

Figure 2.2 - Administrative Tools
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Step 3: Right click on Services and select Open (Figure 2.3.1)
Figure 2.3 - Open Services
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Step 4: Scroll down the 'Services' window to locate the 'SAM VFS'
service (Figure 2.4.1).

Figure 2.4 - Windows Services
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Step 5: Right-click on the 'SAM VFS' service (Figure 2.5.1) and check to
see if the Service is running (Figure 2.5.2), if it is then select 'Stop'
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(Figure 2.5.3) on both nodes. Ensure that the ‘Startup Type’ of the
service is set to ‘Manual’ on both nodes.

Figure 2.5 - Stop SAM VFS Service

& @
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o -
Restart

Step 6: Change the HCP Gateway Configuration File. Open a DOS
Command Prompt running as Administrator and issue the command
explorer.exe to open Windows File Explorer as the Administrator, browse
to the 'C:\SAM\etc\sam' (Figure 2.6.1) folder.

Figure 2.6 - Find properties file
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Step 7: Right-click on the file 'sam.properties' (Figure 2.6.2) and select
'Edit with Notepad++' (Figure 2.7).

Figure 2.7 - Edit with Notepad++
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Step 8: Locate the lines for the parameters ‘letter and ‘report.dir’ (Figure
2.8.1) and verify that they are set to the shared cluster drive 'G:' (Figure
2.8.4). For Node 1, verify that the parameter ‘server.id’ is ‘1’ (Figure
2.8.2) and for Node 2, verify the parameter ‘server.id’ is ‘2’, making
changes where the values are different than this document. For Node 1,
verify that the parameter ‘binlog.name’ is ‘hcpg-1-bin’ (Figure 2.8.5) and
for Node 2, verify the parameter ‘binlog.name’ is ‘hcpg-2-bin’, making
changes where the values are different than this document. Also verify

Hitachi Content Platform Gateway Windows Cluster Setup with SAN Storage

Page 6



that ‘cluster’ is set to ‘1’ on both nodes (Figure 2.8.5). When deploying a
cluster with a shared cache and only 1 node will be active at a time, add
or verify the parameter ‘server.ignore=1’ (Figure 2.8.3) is configured.
Then save the C:\SAM\etc\sam\sam.properties file and exit Notepad++.

Figure 2.8 - Edit sam.properties Files
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Step 9: Leave the SAM service not running.

Step 10: Note that if you have not already setup the database
replication, then refer to the HCP Gateway Replication Setup
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Windows Guide, Chapter 1 Introduction for the basic settings. Then
refer to the HCP Gateway Replication Setup Windows Guide Chapter
3 Two Node: Master node to Master node Replication (Manual DR
Failover) for instructions setting up a 2 node cluster or Chapter 6 Four
Nodes: Master to Master Replication for HA Cluster with DR Failover
to another HA Cluster for instructions setting up a 4 node cluster.

Step 11: Make sure the VMWare Tools on each node are up to date.
Login to the ESXi Host Console that the nodes are running on, select
'Guest OS' (Figure 2.9.1) then select ‘Upgrade VMWare Tools'. After a
few minutes, VMWare will upgrade the VMWare Tools and then reboot
the node. Repeat this on each node in the cluster.

Figure 2.9 — Select Guest OS
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In the ESXi Host Console, the VMWare Tools status will change to
‘Compliant’ (Figure 2.10.1).

Figure 2.10 — VMWare Tools Status

» B8 Vilware Tools o Viware Tools version is compliant

Step 12: A backup namespace must be created that the HCPG will use to
store backups of the HCP Gateway configuration and database. No user
data will be stored on this namespace. The share name for the backup
namespace is required to be 'operation$', which is a hidden share.
54Refer to the HCP Gateway Administration Guide, HCP Gateway
Operations chapter, Backup to HCP Storage section for additional
details.
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Chapter 3 Host IP Address Assignments

This document will only cover the typical Active/Passive Two Node
Cluster (Figure 3.1).

The Active/Passive Two Node Cluster has four networks and requires 10
IP addresses assignments. If only 3 networks are available, you will need
to decide whether to put the Storage Network traffic on the Management
or the Cluster Network. The Dedicated Cluster Network requires 4 DNS
names each with a unique IP address. The clients will access the cluster
shares and Ul using this network. The cluster shares and Ul will be
accessed with the Cluster Role identified below. The Management
network is used to access each cluster node server. The Private network
is used internally by the cluster and is effectively a point-to-point
connection between the two Cluster Nodes, no other network traffic
should use this network.

Figure 3.1 - Active/Passive Two Node Cluster Networks

Cluster Network

CL CL

Frivate Network
HCPG-CT1 F‘Ti PT HCPG-CT2

MG 5T | MG 5T

Management Network

Storage Network

Active/Passive Two Node Cluster

To facilitate the IP address assignment, it is useful to create a simple text
table to track the nodes and the assigned IP addresses.

Interface Assignments

A. Management Interface Assignments

IP Address Netmask Gateway
hcpg-cnl Node 1 Management 10.6.15.21 255.255.255.0 10.6.0.1
hcpg-cn2 Node 2 Management 10.6.15.22 255.255.255.0 10.6.0.1

B. Cluster Interface Assignments
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IP Address Netmask Gateway

hcpg-cl  Cluster Services 10.6.11.20 255.255.255.0 10.6.0.1
hcpg-cll Node 1 Cluster 10.6.11.21 255.255.255.0 10.6.0.1
hcpg-cl2 Node 2 Cluster 10.6.11.22 255.255.255.0 10.6.0.1
hcpg Cluster Role 10.6.11.23 255.255.255.0 10.6.0.1

C. Private Interface Assignments

IP Address Netmask Gateway
hcpg-pl Node 1 Private 192.168.44.21 255.255.240.0 N/A
hcpg-p2 Node 2 Private 192.168.44.22 255.255.240.0 N/A
D. Storage Interface Assignments
IP Address Netmask Gateway
hcpg-s1 Node 1 Storage 10.6.22.21 255.255.255.0 10.6.0.1
hcpg-s2 Node 2 Storage 10.6.22.22 255.255.255.0 10.6.0.1

Completed Network Diagram with IP Addresses

Figure 3.3 — Completed Network Diagram

Cluster Network

Virtual IPs

10.6.11.20
10.6.11.23

Private Network

HCPG-CN1 HCPG-CN2

| 192.168.4421 192.168.44.22 |
NG MG

10.6.15.21 10.6.22.21 10.6.22.22 10.6.15.22

Management Network

Storage Network
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Chapter 4 DNS Setup

The network Administrator must add the storage, node and cluster
interface names and IP addresses to the DNS server. The private
interfaces are not required in DNS, as the cluster will use the IP
addresses for these instead of the name.

Example of typical entries in a Windows DNS Server is displayed in
Figure 4 below.

Figure 4 — DNS
FlHCPG-CHY Host (&) 10.6.15.21
FHCPG-CLY Host () 106.11.21
E]HCPG-CH2 Host (2 10.6.15.22
[ ]HCPG-CL2 Host (4 10.6.11.22
[ |HCPG-CL Host (4) 10.6.11.20

It is required to test the Forward Lookup Fully-Qualified Domain Name
(FQDN), for example, nslookup HCPG-CN1.fqdn.com and verify the IP
address is correct for each of the Storage, Management and Cluster DNS
Names. Then test the Reverse Lookup for each of the Management and
Cluster IP addresses, for example nslookup 10.6.15.21 and verify the
DNS name is correct. Perform these checks on both nodes. You must
correct any issues with the DNS names and IP addresses before
continuing.
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Chapter 5 Verify Network Adapters

The HCP Gateway VM is configured with 4 network adapters. If you are
using a physical server, make sure you have the network adapters
connected to the appropriate network switches. All 4 networks are
recommended, but the cluster will work if only 3 networks are available. If
only 3 networks are available, you will need to decide whether to put the
Storage Network traffic on the Management or the Cluster Network.

If you are configuring the cluster using Physical machines, ensure that
your network cabling matches the VMWare ESXi configuration steps and
follow Step 5 and then Step 7.

Step 1: Login to the ESXi Console that the nodes are running on, select
'Edit' to access the Settings configuration for the primary node, Node 1.

Step 2: In the main settings menu, scroll down until you see all 4 Network
Adapters (Figure 5.1).

Figure 5.1 — View Network Adapters

» 3 5CS1 Controller 0 - R =3
Logee SAS
¢+ B3 5C51 Controfier 1
B= SATA Controfier 0

USE controlier 1

* [N Hetwork Adapter 1 VI Mot
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» W Hetwork Adapter 2 1B Brarnie Mk [ Connect
[ rivate Network ] Connect
b MR Hetwork Adapter 3 S = Connact o

» B Hetwork Adapter 4

r COONVD Drive 1

» B Video Card

Step 3: Click on the network selection for each one (Figure 5.2.1, 5.2.2,
5.2.3 and 5.2.4) and assign it as appropriate. For this example, the first
Network Adapter is set to 'VM Network' and the second is set to 'HCP
Private Network'. Make sure the Connect box is enabled for each new
adapter. If you change any settings, click the ‘Save’ button (Figure 5.2.5)
to save the changes.

Figure 5.2 — Configure Network Adapters on Node 1
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Step 4: Repeat the process for the second node, verify the network
adapters and assign them to the appropriate networks (Figure 5.3.1 and
5.3.2).

Figure 5.3 — Configure Network Adapters on Node 2

M Network Adapter 1 WM Metwork o B Connect
» M Network Adapler 2 ate | 6 B Connect
» M Network Adapter 3 WM Metwork 9 ] Connect
» M Metwork Adapter 4 e | o ] Connect

by CO/OVD Drive 1

[ connext

» B Video Card
‘B Save Cancel

Step 5: VMWare recommends using the VMXNET 3 adapter type, so
open each Network Adapter (Figure 5.4.1), select Adapter Type (Figure
5.4.2) and if available, set the Adapter Type to VMXNET 3 (Figure 5.4.3).
Repeat this step on every Network Adapter on this node, then select Save
(Figure 5.4.4) to save the settings. Repeat this step on the other cluster
node.

Figure 5.4 — Configure Network Adapter Type

o - M Network Adapter 1

VM Metwork

S Connect at power on
Adapter Type S
MAC Addrass E1000&
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W
woner3 @@ -~
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Step 6: Get MAC Addresses to update the Windows Networks

A. Updating the Windows Network information will require obtaining the
network hardware addresses (also called MAC addresses) for the
interfaces, then using the hardware address to link to the network
interface assigned by the Virtual Host (ESXi server). In Windows, the
hardware address is called a 'Physical Address'.

B. To obtain the Network Hardware Addresses, login to node 1 and open
a DOS command prompt window. In the DOS command prompt window,
enter the following text ‘wmic nic get Name, MACAddress,
NetConnectionID' (Figure 5.5.1) and press the enter key. Make a note of
the last 2 pairs of characters of each 'Physical Address'. An example of
the last two pairs of characters is highlighted in the blue box (Figure
5.5.2). Make a note of the name of each network connection (Figure
5.5.3).

Figure 5.5 — Get Node 1 MAC Address

C:\Users\Administrator>wmic nic get Mame,MACAddress,netconnectionID o

MACAddress Name NetConnectionID
Microsoft Kernel Debug Network Adapter
©0:0C:29:65]68:08B | Intel(R) 82574L Gigabit Network Connection Management

00:0C:29:65168:1F | Intel(R) B2574L Gigabit Network Connection #3 |Cluster
©90:0C:29:65168:15 | Intel(R) 82574L Gigabit Network Connection #2 [Private
WAN Miniport (SSTP)

WAN Miniport (IKEv2)

WAN Miniport (L2TP)

WAN Miniport (PPTP)

WAN Miniport (PPPOE)

WAN Miniport (GRE)

F6:72:20:52141:53 | WAN Miniport (IP)

F8:DC:20:52141:53 | WAN Miniport (IPv6)

FC:3E:20:52 ]41:532 | WAN Miniport (Network Monitor)
02:E6:17:5A16C:2C | Microsoft Failover Cluster Virtual Adapter
©0:0C:29:65]68:29 | Intel(R) 82574L Gigabit Network Connection #4 |Storage

0 o

Step 7: In the ESXi console, for each node, select ‘Edit’ to edit the VM
settings, then expand each of the Network Adapters (Figures 5.6.1,
5.6.2, 5.6.3 and 5.6.4) to show the hardware address assignment.

Figure 5.6 — ESXi MAC Addresses
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Step 8: Create a table with the interface information. Repeat Steps 5-7 for
the second node. Repeat Steps 3 and 4 if any of the ESXi Network
adapters are using the wrong Network Name.

Windows Address | ESXi Adapter | Address Network Name
Management | 68:0B Adapter 1 68:0B VM Network

Cluster 68:1F Adapter 2 68:1F HCP S1 Private Network
Private 68:15 Adapter 3 68:15 HCP Private Network
Storage 68:29 Adapter 4 68:29 HCP S2 Private Network
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Chapter 6 Set IP Addresses

Step 1: From the Node 1 desktop, access the Windows network
interfaces by clicking the icon with the image of a plug (Figure 6.1) in the
windows taskbar.

Figure 6.1 — Network Interfaces

Step 2: In the pop-up menu, select 'Network Settings' (Figure 6.2.1).
Note for Windows 2019, the option to select is ‘Network & Internet
Settings’.

Figure 6.2 — Network Interfaces

| et

Step 3: In the Settings Screen, select the 'Change adapter options' in
the 'Related settings' section (Figure 6.3.1).

Figure 6.3 —Change Adapter Options
& Ethernet

Ethernet
E Network 2
E NeTwarilt
E Nejlm:lr'n.; 2

Related settings

€ cronoe saaprer options

Change advanced sharing aption

Network and Shanng Center
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Step 4: In the Network Connections screen, verify the names of the
interfaces in Windows (Figure 6.4). If using a Physical machine, change
the names of the interfaces to match the names in Figure 6.4.

Figure 6.4 — View Interfaces

¥ MNetwork Connections - [m] >
A B <« Network and Internet » Metwork Connections » v £ Met P ect o
Clgnn-;r - - i | o
— — — —
L u L o L - L o
-, - - -
r - r - r o r -
o o ol oA
Cluster Management Private Storage

Step 5: Now we will set or verify the IP Address and DNS information for
each interface. Right click on an interface (Figure 6.5.1). Then select
‘Properties’ from the menu (Figure 6.5.2).

Figure 6.5 — Interfaces after Name changes

o l:. managerment .:- chuster
= Metwork -
& Ienedlp & Disable el

Status

Diagnose
& Brdge Connections

Create Shorout

$ Rename

o W Properties

Step 6: In the interface Properties window, select the 'Internet Protocol
Version 4 (TCP/IPv4)' option (Figure 6.6.1) and then click on the
'Properties’ button (Figure 6.6.2).

Figure 6.6 — IPV4
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% management Properties *
Netwoddng  Shanng
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¥ EGuS Packet Scheduer
o LIl Iriemet Frotocol Viersion 4 (TOF/1Pwd)
A Microsolt Network: Adapter Multipheor Protocol
W 5 Microsch LLDP Protcol Diver
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L 4 >

Descrpton
Tramsmission Conirel Protocol inbemet Protocel. The defaul

wideé Brea network proloool that provides communicabion
acroga. dhverse inberconnected networks

OK Cancel

Step 7: In the 'Internet Protocol Version 4 (TCP/IPv4)' window, verify or
fill in the IP Address and DNS information to match the information from
Chapters 3 & 4 for the interface (Figures 6.7.1 and 6.7.2). In some cases
it may be required to manually set the metric where the management
would be '1', the cluster '2', the private '3' and the storage ‘4’. The metric is
accessed by clicking the 'Advanced...' button (Figure 6.7.3).

Figure 6.7 — Update IPV4

Internet Protoced Version 4 (TCOR/1Pd) Properties x
Gereral

You Can gat 1P settngs assgned automatcally if your network supports
s capabdty, Otherwise, you need to ask your netwerk admireiyater
for the aporopriate [P settngs,

() Obtain an [P address automabcaly
o @) Use the following 1P sddress:

P adidress: 0.8 .15.20
Subnet mask: 55 .35.0 .0
Defaudt gateway: 0.6 ] L

9 () e thee fiollong DING server addresses:

Preferned DRS server: .48 .2 .2

Alterrate DNS sorver: 8.8 .8 .4

[ vakdate settings upon exit o Advancat.
[ 10 coce

@

Step 8: To manually set the metric, click the 'Automatic metric' to be
unchecked (Figure 6.8.1), then enter a number in the interface metric box
(Figure 6.8.2). Note a lower number has a higher priority. Then click the
'OK’ button in the ‘Advanced TCPI/IP Settings’ window (Figure 6.8.3),
then click the ‘OK’ button in the ‘Internet Protocol Version (TCP/IPv4)
Properties’ window (Figure 6.7.4).
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Figure 6.8 — Update Metric

Advanced TCP/IP Settings x

IPoetargs DS WINS
IF addresses
IF address Subret mask
10,5, 15.21 55, 255.0.0
Add Edit. Remerve
Default gateways:
Gateway Melric
10.6.0.1 Aatamate
Add... Edit... Femorve
[ suoenate metric
nterface metric 1 o
[oc ][ conce

Step 9: Repeat Steps 5 through 8 for each interface on both node 1 and
node 2.

Step 10: Reboot both node 1 and node 2.

Step 11: Test the interfaces of each node. Open a DOS Command
Prompt on each node and then use the ping command to check
connectivity. Use the IP address for each interface, for this example
10.6.15.21, 10.6.15.22, 10.6.11.21 and 10.6.11.22, 192.168.44.21,
192.168.44.22, 10.6.20.21 and 10.6.20.22.

Resolve any issues, do not continue if the interfaces cannot be seen
from each node.

On Node 1 Ping the management interfaces
C:> ping 10.6.15.21
C:> ping 10.6.15.22

On Node 1 Ping the cluster interface
C:> ping 10.6.11.21
C:> ping 10.6.11.22

On Node 1 Ping the private interface
C:> ping 192.168.44.21

C:> ping 192.168.44.22

On Node 1 Ping the storage interface
C:> ping 10.6.20.21
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Repeat the process for Node 2. Also repeat the process using the

C:> ping 10.6.20.22

FQDN of each IP address on both nodes.

Step 12: On both nodes, click on the Windows Start button and open a
DOS Command prompt as Administrator (Figure 6.9.1). Issue the
command set devmgr_show_nonpresent_devices=1 (Figure 6.9.2).

Open the Windows Device Manager by issuing the command

devmgmt.msc (Figure 6.9.3). In Device Manager, scroll down and open
the Network adapters selection (Figure 6.9.4). In Device Manager, click
the View menu (Figure 6.9.5) and select Show Hidden Devices. If there
are any network adapters greyed out, right-click on the greyed out
network adapter and select Uninstall device. Repeat this step until there

are no more greyed out network adapters (Figure 6.9.6).

Figure 6.9 — Ghost Network Adapters

“icrosoft Windows [Version 10.8.17763.1490]
(c) 2018 Microsoft Corporation. All rights reserved.

=

-
=

-
-

C:\Users\Administrator>set devmgr_show_nonpresent_devices=1 o

:\Users\Administrator>devmgat.msc o

2
:\Users\Administratory | £t Device Manager

File
Gn =

Action View Help

nl @l 8
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Chapter 7 Shared Disk Setup

If you are using a pair of physical machines, refer to Chapter 17 Shared
Disk Setup with SAN Storage for the detailed instructions.

If you are using GAD storage, refer to Chapter 18 Shared Disk Setup
with GAD Storage for the detailed instructions.

Before the shared disks can be installed a SCSI controller needs to be
added to both of the VMs first.

A. Adding SCSI Controller

Step 1: Make sure you have shut down the node 1 VM properly with the
Shutdown option in the Windows Start menu. For Node 1 on the ESXi
console, click ‘Edit’ to edit the node settings. In the 'Edit settings'
window, if ‘SCSI Controller 1’ does not already exist, click the 'Add other
device’ button (Figure 7.1.1), scroll down and select 'SCSI Controller’
(Figure 7.1.2). If ‘'SCSI Controller 1’ already exists, then ensure that the
‘SCSI Controller 1’ is set to ‘VMWare Paravirtual’ and the 'SCSI Bus
Sharing' to 'Physical' (Figure 7.3) and skip to step 4.

NOTE:

When installing both of the cluster nodes on the same ESXi
host, set the 'SCSI Bus Sharing' to 'Virtual'

Figure 7.1 — Add SCSI Controller

|.'25 Ediit geatings - HCPG-Cluster Node- 1 (ESXE 6.5 vinual maching)

Vinual Hardwaes | WM Optons o

8 Acaraed sk M Ao network sdapter (S Aa caner device
* Do COVDND g

» M Memory

F 2 Haro sk 1 e

* o Hardd clisk 2 . B3 USB commolier

o0

¥ Mgl sk 3 100
@ Sound controler

¥ [ SCS1 Controder O

2 SATA Conroller 0
T N O

B eS8 contraber 1 B SATA conmmiler SCSI comtroter

W WVMe conirolier
[ Narwer Arsaritar 1 = -

Step 2: The Edit settings window is updated with a 'New SCSI Controller'
entry. Expand the settings of the 'New SCSI Controller' by clicking on the
arrow (Figure 7.2.1) just to the left of the label.

Figure 7.2 — Add SCSI Controller
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Step 3: In the Expanded settings, change the ‘New SCSI Controller’ to ‘VMWare
Paravirtual’' (Figure 7.3.1) and the 'SCSI Bus Sharing' to 'Physical’ (Figure 7.3.2). Then
click on the ‘Save’ button (Figure 7.3.3) to exit this settings window.

NOTE:

When installing both of the cluster nodes on the same ESXi
host, set the 'SCSI Bus Sharing' to 'Virtual'

Figure 7.3 — Virtual SCSI Controller

= B Mew SCSI Controlier

h
SCSl Bus Sharing Physical o

w

0 Save Cancel

Step 4: Repeat this process for node 2.
B. Adding Shared Cluster Disks to Node 1

Two disks will be added as Shared Cluster Disks, one will be the Cluster
Witness Disk and the second will be the HCP Gateway Cache disk.

Step 1: On the ESXi Console, for Node 1, click the ‘Edit’ button. In the
'Edit settings' window, click the 'Add hard disk' button located at the top
of the window (Figure 7.4.1). This will be the Witness disk.

Figure 7.4 — Virtual SCSI Controller

D B pattings - HCPO-Cludter-Node-1 [ESXI 8.5 vimual maching)
Viroal Harowars | WM Cptions
o 23 Acc har cisk W Aod network adapter |3 A other device

* & CPU a5 i il 1 wirtus maching 7]

& I Mooy

Step 2: Select 'New standard hard disk' from the menu (Figure 7.5.1).
Figure 7.5 — Add Disk
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Step 3: A 'New Hard disk' entry will appear in the Edit settings window.
Change the unit from 'GB' to 'MB' for the 'New Hard disk’ (Figure 7.6.1).

Figure 7.6 — Change Disk Size

=1L ] 100

v 23 eew Hard sk P 4 GB o
™

Save Cancal

Step 4: Next change the size from the default from 40 to 512 (Figure
7.7.1). Then click on the right arrow (Figure 7.7.2) to open a window to
see all of the settings.

Figure 7.7 — Change Disk Size

| Mew Hard disk o 512] MB

3 SCSI Controller 0

Step 5: Notice the Location of the folder where the VM files for Node 1
are stored (Figure 7.8.1).

Figure 7.8 — Witness Disk Location

Location [datastore1] HCPG-Cluster-Node-1/ Browse.. o

Step 6: Change the Disk Provisioning to 'Thick provisioned, eagerly
zeroed' (Figure 7.9.1).

Figure 7.9 — Change Disk Provisioning
Disk Provisioning Thin provisicned

Thick provisioned, lazily zeroed

o D Thick provisioned, eagerly zeroed

Step 7: Change the 'Controller location' by clicking on the down arrow,
then select 'SCSI controller 1' from the list (Figure 7.10.1). Notice that
the disk location is now ‘SCSI (1:0)'.
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Figure 7.10 — Change SCSI Controller

llar "
Controller location SGSI controlier 1 SCSI(1:0)

Step 8: Change the 'Disk mode' by clicking on the down arrow, then
select 'Independent - persistent' (Figure 7.11).

Figure 7.11 — Change Disk Mode

Disk mode Independent - persistent

Step 9: Change the 'Sharing’ by clicking on the down arrow, then select
‘Multi-writer sharing' (Figure 7.12).

NOTE:

If the VMs used in this cluster are on separate VMWare ESXi
hosts, known as cluster-across-boxes, then leave the
‘Sharing’ setting at the default ‘None’. If the VMWare ESXi
host is running ESXi version 7.0, then leave the ‘Sharing’
setting at the default ‘None’.

Figure 7.12 — Change Sharing

Sharing Multi-writer sharing

Step 10: The screen should now look like Figure 7.13. Click ‘Save’
(Figure 7.13.1).

Figure 7.13 — Save Changes
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Step 11: Now a shared cache disk needs to be created. Repeat steps 1,

2, 4-10. Step 3 is skipped as the desired unit by default is GBs for the
shared cache disk. On step 4, use whatever value meets the customer
requirements, for this example 100GB, for the HCP Gateway shared
cache disk. The Controller location for this shared cache disk will be
SCSI(1:1).

Step 12: Power on the Node 1 VM.

NOTE:

Depending on the size of the shared cache disk, it may take a
few minutes or longer for the ESXi host to eagerly zero the
disk before the VM will power on. Logon on to the desktop as
the local Administrator on Node 1. Right-click on the Windows
Start Menu located at the bottom left of the screen and select
the command 'Run’. In the 'Open’ text entry space enter
'diskmgmt.msc' (Figure 7.14.1), then click ‘OK’ to open the
Disk Management window.

Figure 7.14 — Run Disk Management

Run x

Type the name of a program, folder, document, or Internet
resource, and Windows will open it for you.

Open: diskmgmt.msc \.r o

& This task will be created with administrative privileges.

&b Canc | [ Browe-
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Step 12: In the Disk Management window, if the “Initialize Disk” window
is displayed, make sure both “Disk 2” and “Disk 3” are selected (Figure
7.15.1). Select the “GPT (GUID Partition Table)” button (Figure 7.15.2)
and click the “OK” button (Figure 7.15.3) to continue. If you did not see
the “Initialize Disk” screen, go to Step 13. Otherwise, skip to Step 17.

Figure 7.15 — Select New Disks

Initialize Disk

You must intialize a disk before Logical Disk Manager can access

Select disks

ov Dsk 2

v| Dhskc 3

Use the folowing partition style for the selected disks
{O) MER (Master Boot Record)
© @ GPT GUID Patiion Table)

Mote: The GPT partition style is not recognized by all previous versions of

Windows

©O[ ok ]| coa

Step 13: In the Disk Management window, if you did not see the
“Initialize Disk” screen in Step 12 for both “Disk 2” and “Disk 3”, scroll
down to view the two hard disks (Figures 7.16.1 and 7.16.2) with size
512MB and the size of the shared cache disk, for this example 100GB,
that were added in the ESXi console. Note the disks are offline and

unallocated.

Figure 7.16 — New Disk Status

= Disk Management - O X
File Action View Help

s mEm =D

Volume | Layout | Type | Fite System | Status | Capacity [ FreeSpa... | % Free
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Unknown
o 512 MB $12M8
Offline )

Unallocated

Unknown
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"ODisk 2 I

“ODisk 3 1

Step 14: Right click on Disk 2, then select ‘Online’ from the pulldown
menu (Figure 7.17).
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Figure 7.17 — Set Disk Online

Online
Properties

Help

Step 15: The Disk 2 status will change from Offline to Not Initialized
(Figure 7.18). The next step is to initialize the disk by right clicking again
on Disk 2 and selecting “Initialize Disk” (Figure 7.19.1).

Figure 7.18 — Updated Disk Status

"© Disk 2 e

Unknown
12 M 512 MB
o I: Mot Inttialized Unallocated

0 Disk 3 I
Unbkcnown

100.00 GB 100.00 GB

Offline o Unallecated

H Unallocated [ll Primary partition

Figure 7.19 — Initialize Disk

o Initialize Disk

Odfline
Properties

Help

Step 16: From the Initialize Disk menu select the drive (Figure 7.20.1).
Use GPT partition style (Figure 7.20.2). Then click the ‘OK’ button to start
the initialize process.

Figure 7.20 — Initialize Disk Configuration
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Once the initialization process is complete, the menu will revert back to
the Disk Management main menu. Now Disk 2 will show status as Online
(Figure 7.21.1). Note the Unallocated disk space is nhow around 480MB
(Figure 7.21.2), versus the original 512 MB allocation on the ESXi
console. Repeat Steps 13-16 for Disk 3. Note that the Unallocated disk
space is now 99.98GB, versus the original 100GB allocated on the ESXi
console.

Figure 7.21 — Disk Online

= Disk 2 |
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Online o Unallocated o
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Step 17: The next step is to right click in the box that surrounds the ‘480
MB Unallocated’ text for Disk 2 (Figure 7.22.1) and then select New
Simple Volume (Figure 7.22.2) from the menu list.

Figure 7.22 — Create Simple Volume
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Step 18: This will open the New Simple Volume Wizard (Figure 7.23),
click the ‘Next’ button (Figure 7.23.1) to continue.

Figure 7.23 — New Volume Wizard

Mew Simple Volume Wizard x

Welcome to the New Simple
Volume Wizard

This wizard helps you create & simple volume on 8 disk
A smplhs volume Ca0 only be on & sngle disk

To cortinue. chok Ned

T

Step 19: Take the default Simple Volume size (Figure 7.24.1) which is the
maximum value. Then click the ‘Next’ button (Figure 7.24.2) to continue.

Figure 7.24 — Set Volume Size

Mew Simple Volume Wizard b4

Specily Volume Size
Choose a wolume size that is between the maamum and miremum sizes
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Step 20: Select “Do not assign a drive letter or path” (Figure 7.25.1).
Then click the ‘Next’ button (Figure 7.25.2) to continue.
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Figure 7.25 — Set Drive Letter
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Step 21: Click the option ‘Format the volume with the following
settings’ (Figure 7.26.1) radio button. Select ‘File System’ as ‘NTFS’ and
'Allocation Unit size’ as ‘Default’ options. Then type ‘Witness’ into the
Volume label (Figure 7.26.2) data entry box. Then select the box for
‘Perform a quick format’ (Figure 7.26.3). Then click the ‘Next’ button
(Figure 7.26.4) to continue.

Figure 7.26 — Format Partition
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Step 22: Review the selected settings in the dialogue box (Figure 7.27.1).
If they are correct then click the ‘Finish’ button (Figure 7.27.2). If the
settings are not correct, click the Back button and go back to the setting
that needs to be corrected.

Figure 7.27 — Finish
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Step 23: Review updates in the Disk Management console. Notice that
the Witness Disk (Figure 7.28.1), is online and has a Healthy status
(Figure 7.28.2).

Figure 7.28 — Results
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Step 24: Take the Witness disk offline by right-clicking in the “Disk 2” box
(Figure 7.29.1) and select “Offline” (Figure 7.29.2).

Figure 7.29 — Take Disk 2 Offline
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Step 25: Repeat steps 13-24 for Disk 3, in Step 16, for this example, the
disk size of 100GB in ESXi will likely show as 99.98GB, assign G for the
drive letter in Step 20 and Shared Cache for the Volume Label in Step
21. Review the Disk Management window to make sure both drives are

Offline (Figure 7.30)

NOTE

If using a large disk for the cache, you may need to adjust the
Allocation Unit size of the disk. Please contact your system
administrator for more information.

Figure 7.30 — Results 2
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Step 26: If necessary, expand the size of the database disk, drive D:.
Refer to the VM Deployment Guide Chapter 2 for the details.

C. Adding Shared Cluster Disks to Node 2

The Witness and Shared Cache disks have now been added to Node 1 in
the ESXi console and to Windows Disk Management for node 1. Now the
Witness and Shared Cache disks need to be added to Node 2 in ESXi
console and to Disk Manager on Node 2. This section will cover those
steps.

Step 1: Make sure you have shut down the node 2 VM properly with the
Shutdown option in the Windows Start menu. For Node 2 on the ESXi
console, click ‘Edit’ to edit the node settings. In the 'Edit settings'
window, if ‘SCSI Controller 1’ does not already exist, click the 'Add other
device' button (Figure 7.30.1). If ‘SCSI Controller 1’ already exists, then
ensure that the ‘SCSI Controller 1’ is set to ‘VMWare Paravirtual’ and
the 'SCSI Bus Sharing' to 'Physical’ (Figure 7.32) and skip to step 4.

NOTE:

When installing both of the cluster nodes on the same ESXi
host, set the 'SCSI Bus Sharing' to 'Virtual'

Figure 7.31 — Add Other Device
:I}Eﬂtm- B3I 8.5 virtual machineg]

Wrtuad Hardwane Vil Dptions
Add hard disk B Add network acdapter S Add oither device o

b (w=1]
QA Add piher hardware 1o this virtual maching

» B Momory

» ) Hard disk 1

Step 2: In the menu selection scroll down and select 'SCSI controller'
(Figure 7.31.1)

Figure 7.31 — SCSI Controller
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Step 3: The Edit settings window is updated with a 'New SCSI Controller'
entry. Expand the settings of the 'New SCSI Controller' by clicking on the
arrow (Figure 7.32.1) just to the left of the label. In the Expanded settings,
change the ‘New SCSI Controller to ‘VMWare Paravirtual’ (Figure
7.32.1) and the 'SCSI Bus Sharing' to 'Physical’ (Figure 7.32.2). Then
click Save (Figure 7.32.3).

NOTE:

When installing both of the cluster nodes on the same ESXi
host, set the 'SCSI Bus Sharing' to 'Virtual'

Figure 7.32 — Configure New SCSI Controller

* 3 New SCSI Controller Mhware Paraviniua

-

SCSI Bus Sharing o

e Save Cancel

Step 4: Next, click the ‘Edit’ button for node 2 in the ESXi console and
click the 'Add hard disk' icon at the top of the window (Figure 7.33.1).
From the menu select 'Existing hard disk' (Figure 7.33.2)

Figure 7.33 — Add existing Disk

L+ Edit sattings - HCPG-Cluster-Node-2 (E5X0 8.5 virtual machine)
Huwm WML Cpmeng

w301 Pl QiR | R A bl A B aca orner oevica

‘ - New sancacd hied dak
(7 ) = eegracon | >

Exiating hard dlak

B Nevw e cisk 0 Ga

Save Cancel

Step 5: The 'Datastore browser' will appear, select the directory for the
Node 1 VM, for this example, HCPG-Cluster-Node-1 and the disk
‘HCPG-Cluster-Node-1_2.vmdk” (Figure 7.34.1) created earlier on Node
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1. Ensure that the disk you selected is the 512MB disk. Click the ‘Select’
button to continue.

Figure 7.34 —Datastore Browser

o Drtailiore B

@ Uoioad 5 Detete [ More - reste dreciory | (3 Pt

Step 6: Node 2 will now contain the location (Figure 7.35.1) of the first
shared disk (Witness Disk). Open the ‘New Hard Disk’ section and
change the Controller location from ‘SCSI Controller 0’ to ‘SCSI
Controller 1’ (Figure 7.35.2) in the pull down menu, the disk location will
change to ‘SCSI (1:0)’. Change the Disk Mode setting from ‘Dependent’
to ‘Independent - persistent’ (Figure 7.35.3). Then click the ‘Save’
button (Figure 7.35.4) to exit the Windows settings. Then click ‘Edit’ on
the node again, click the right-arrow on ‘Hard Disk 3’ and change the
‘Sharing’ to ‘Multi-writer sharing’ (Figure 7.35.5) then click the ‘Save’
button (Figure 7.35.4) to exit the Windows settings. Repeat Steps 4-6 for
the second shared disk (Shared Cache Disk) selecting the disk named
‘HCPG-Cluster-Node-1_3.vmdk” in Step 5. Ensure the size of the disk is
the correct size, for this example 100GB and the Controller location is
‘SCSI controller 1° and the disk location is ‘SCSI (1:1)’. This disk will be
Hard Disk 4 in the ESXi settings.

NOTE:

If the VMs used in this cluster are on separate VMWare ESXi
hosts, known as cluster-across-boxes, or if the VMWare ESXi
host is running ESXi version 7.0, then leave the ‘Sharing’
setting at the default ‘None’.

Figure 7.35 — Update Witness Disk Settings
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(B Edit settings - HCPG-Cluster-Node-2 (ESXI 6.5 virtual machine)
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o Save Cancel

Step 7: Now that the disks have been added to Node 2, power on the VM.
Then login into the Windows disk management on Node 2 to verify that
the disks are visible. First, login to the Windows Desktop as the local
Administrator on Node 2. Right-click on the Windows Start Menu located
at the bottom left of the screen and select 'Run'. In the dialogue box
following the 'Open:' tag (Figure 7.36.1), enter 'diskmgmt.msc' then click
‘OK’ to access the Disk Manager.

Figure 7.36 — Windows Disk Management

Type the name of a program, folder, document, or Intemet
rescunce, and Windeows wall cpen it for you,

o Open: | EETTEPIITRENR

$ Thes task wall be created with adrminestratve priileges.

Cancel Browse...

Step 8: In the Disk Management window, scroll down to view that the two
hard disks added in the ESXi console appear (Figures 7.37.1 and 7.37.2).
Note these disks are offline as they are controlled by Node 1.

Figure 7.37 — New Drives Added
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Step 9: In the Disk Management window, right-click on Disk 2 and
change the disk to ‘Online’ (Figure 7.38.1). The disk name will change to
‘Witness’. Right-click on Disk 3 and change the disk to ‘Online’. The disk
name will change to ‘Shared Cache (E:)'. Right-click again on Disk 3 in
the Shared Cache E: drive box and change the drive letter to ‘G:’ (Figure
7.38.2).

Figure 7.38 — Node 2 drives online
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Step 10: In the Disk Management window, right-click on Disk 2 and
change the disk to ‘Offline’ (Figure 7.39.1). The disk name ‘Witness’ and
status will no longer be visible. Right-click on Disk 3 and change the disk
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to ‘Offline’. The disk name ‘Shared Cache (G:)’ and status will no longer
be visible (Figure 7.39.2).

Figure 7.39 — Node 2 drives offline
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Step 11: If necessary, expand the size of the database disk, drive D:.
Refer to the VM Deployment Guide Chapter 2 for the details.
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Chapter 8 Active Directory

For Windows Fail-over Clustering to work properly both Node 1 and Node
2 to have to be in an Active Directory domain. If you have previously
added the Nodes into an Active Directory domain, then this chapter can
be skipped.

Step 1: To join a domain, login to the Desktop on Node 1, left-click on the
Windows File Explorer (Figure 8.1.1) in the taskbar. In Windows File
Explorer, right-click on ‘This PC’ (Figure 8.1.2) and select ‘Properties’ to
bring up the Control Panel. Click on ‘Change Settings’ (Figure 8.1.3).

Figure 8.1 — Windows Settings

Step 2: In the 'System Properties’ screen, click ‘Computer Name’
(Figure 8.2.1) and click ‘Change...’ (Figure 8.2.2). If you need to change
the name of the computer before joining the domain, enter the new name
(Figure 8.2.3), then click ‘OK’ (Figure 8.2.4). Note that you may need to
enter the credentials to change the name of the server then click ‘OK’ in
the ‘Computer Name/Domain Changes’ popup window (Figure 8.2.7).
Then click ‘Close’ in the ‘System Properties’ screen, then in the
‘Microsoft Windows’ popup window select ‘Restart Now’ (Figure 8.3.1)
to reboot the server. Then after the server comes back up, return to this
screen and click the ‘Domain:’ button (Figure 8.2.5) and enter the
domain name (Figure 8.2.6) then click ‘OK’ (Figure 8.2.4). Note that you
may need to enter the credentials to join the domain then click ‘OK’ in the
‘Computer Name/Domain Changes’ popup window welcoming you to
the domain. Then click ‘OK’ in the ‘Computer Name/Domain Changes’
popup window informing you to restart your computer (Figure 8.2.7). Then
click ‘Close’ in the ‘System Properties’ screen, then in the ‘Microsoft
Windows’ popup window select ‘Restart Now’ (Figure 8.3.1) to reboot
the server.
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Figure 8.2 — Computer Name/Domain Name
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Figure 8.3 — Join a Domain
Microsoft Windows b4
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Step 4: Repeat the 'Join a Domain' process for Node 2.
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Chapter 9 Adding Failover Cluster Software

If you deployed the pair of HCP Gateway Cluster VMs, you can skip this
chapter, as the Failover Cluster Software is already installed on the VMs.
This chapter provides instructions for adding the Microsoft Failover
Cluster software to an HCP Gateway Single VM or server. The HCP
Gateway cluster requires a minimum of 2 VMs or servers configured with
the Microsoft Failover Cluster software. There are 2 methods to install the
software, a PowerShell command that can be run or a GUI method using
Server Manager.

PowerShell Method

Step 1: Open Windows Powershell as an Administrator. Enter the
command Install-WindowsFeature -Name Failover-Clustering —
IncludeManagementTools (Figure 9.1). If prompted to reboot, reboot the
server and then log back in as a Domain User, this user must have
Administrator Privileges.

Figure 9.1 — PowerShell script

Step 2: Open Windows Control Panel, navigate to System and Security
-> Administrative Tools to verify that the feature was installed (Figure
9.2.1).

Figure 9.2 — Windows Control Panel
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Step 3: Repeat the 'Adding the Failover Cluster Software Powershell
Method' steps 1-2 for Node 2

Server Manager Method

Step 1: Login to Node 1 as a Domain User, this user must have
Administrator Privileges on both nodes. By default after login, Windows
Server Manager will start. From the top menu of the Server Manager
Window, select 'Manage' (Figure 9.3.1) and then 'Add Roles and
Features' (Figure 9.3.2).

Figure 9.3 — Add Roles

e Server Waruger

(€)=~ Server Manager * Local Server

Add Roles and Features

= PROPERTIES Remaove Roles and Features
B2 Dazhboard . For b all Add Serv
vers
i Local Server =T P Craate Sevver Group
BE All Senvers s dts-evisbioom Server Manager Properiees

Step 2: Press 'Next' (Figure 9.4.1) on the 'Before you begin' window

Figure 9.4 — Next
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Step 3: In the 'Select installation type' window, accept the default 'Role-
based or feature-based installation' (Figure 9.5.1). Press the 'Next'
button (Figure 9.5.2).

Figure 9.5 — Next
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Remote Desktop Services inviallation
Ingtall requered role services for Virtual Desktop Infrastructure (WDH] to create a virtual machine-based
or sessicn-based desktop deployment

< Previous | Mgt > : | Cancel

Step 4: In the 'Select destination server' window, the default setting is
‘Select a server from the server pool’ (Figure 9.6.1) and a default
server (Figure 9.6.2) is listed. Then click the ‘Next’ button (Figure 9.6.3).

Figure 9.6 — Select Destination Server
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Step 5: In the 'Select server roles' window, accept the default of “File
and Storage Services” (Figure 9.7.1) and click the ‘Next’ button (Figure
9.7.2) to continue.

Figure 9.7 — File and Storage Services
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Step 6: In the ‘Select features’ window, click the “Failover Clustering’
box (Figure 9.8.1).

Figure 9.8 — Select Features
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Step 7: In the ‘Add Roles and Features Wizard’ window, accept the
defaults and click the “Add Features” button (Figure 9.9.1)

Figure 9.9 — Add Roles and Features Wizard
s Add Roles and Features Wizsrd w0
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Step 8: In the ‘Select Features’ window, notice that “Failover Clustering”
is now selected, accept the defaults and click the “Next” button (Figure
9.10.1)

Figure 9.10 — Select Features
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Step 9: In the 'Confirm installation selections’, accept the defaults.
Then click the 'Install' button (Figure 9.11).

Figure 9.11 — Confirm Selections
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Step 10: The 'Installation progress' window will appear. Wait until the
installation has completed. The installation should finish and indicate that
it was successful (Figure 9.12.1). Then click the ‘Close’ button (9.12.2).

Figure 9.12 — Installation a Success
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Step 11: Repeat the 'Adding the Failover Cluster Software Server
Manager Method' steps 1-10 for Node 2.
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Chapter 10 Validating the Nodes are Cluster
Ready

Step 1: Login to Node 1.

If you deployed the pair of HCP Gateway Clustered VMs, left-click on the
‘Failover Cluster Manager’ icon (Figure 10.1V.1) and then go to Step 3.

Figure 10.1V — VM - Open Failover Cluster Manager

If you just completed installing the Failover Cluster Software in the
‘Adding Failover Cluster Software’ chapter, then left-click on the

Windows icon, locate and select the 'Windows Administrative Tools'
icon (Figure 10.1S.1).

Figure 10.1S — Windows Administrative Tools
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Step 2: In the 'Administrative Tools' window, locate and double-click on
'Failover Cluster Manager' (Figure 10.2.1).

Figure 10.2 — Failover Cluster Manager
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Step 3: In the ‘Failover Cluster Manager' window, right-click on the
'Failover Cluster Manager' and then select 'Validate Configuration'’
(Figure 10.3.1).

Figure 10.3 —Validate Configuration

B Failover Cluster Managree

File Action Wiew Help

o | m| B

- 8
Vahdate Confeguration...

o I Chatier irver chuaters. valdain hardwane ko potental dadover chusters. ard
P . exrdiguraton changes o your badieer clusters
Cennect to Chuster—.

View ew
Refresh ot 188 vet of mdeperdent computers Bt aork lopether 1o mcrease the
arver roles Tha chostered seroan (called nodes] e corrcted by
B 3.2 bry softemne. B one of the nodes fads, anofher node begns o
eperies 55 Theh process o known a4 Sdom
Help

Thés action Launches the validation wizsed, which guides you through the process of testing the hardware configurnat

Actions
Fasdorees Chuster Man... &
B Vasdate Configu
& Creste Cluster.
B Comnectio Chu
Wiew *
G Refoesh
Properties

H Hep

Step 4: If you just completed installing the Failover Cluster Software in
the ‘Adding Failover Cluster Software’ chapter, then in the '‘Before you
begin' window, read the text and then click the 'Next” button (Figure

10.4.1).

Figure 10.4 —Read Before You Begin
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Step 5: In the 'Select Servers or a Cluster' window, enter the names of
both Node 1 and Node 2 (Figure 10.5.1). The names are not case-
sensitive and must be separated by a space. Click the 'Add’ button
(Figure 10.5.2).
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Figure 10.5 — Select Servers
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Step 6: After pressing 'Add' the Cluster wizard will validate that the
selected servers have valid DNS entries (Figure 10.6.1) and display them
in the dialog box. Press the 'Next' button (Figure 10.6.2).

Figure 10.6 — Select Servers
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Step 7: In the 'Testing Options' window, accept the default to run all
tests. Press 'Next' (Figure 10.7.1).

Figure 10.7 — Run All tests

Hitachi Content Platform Gateway Windows Cluster Setup with SAN Storage

Page 50



B Validate a Configuration Wizard x

'}g Testing Options

Before You Bagn Choase between unning all tests or unning sslected tests

Select Servers ora The tests examine the Cluster Configuration. HyperV' Configuration, Invertary. Network, Storage. and
Sluster System Configuration

Microsoft suppons a chuster solution only # the complete configuration [servers, network, and storage) can
Corfimation pass all tests in this wizand. In addion, all hardware components in the clusier solution must be "Cerffied

for Windows Server 2016."

Wakdating

Summary

(®) Aun alllests fecommended)
(O) Run only tests | selact

L1 ]
<Prevous |[Nee> ]| Concel

Step 8: In the 'Confirmation’ windows, press the 'Next' button (Figure
10.8.1), the wizard will start the validation testing.

Figure 10.8 — Start Tests
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Step 9: The 'Validating' page will display the progress of the testing. After
the tests have completed, a 'Summary' window is displayed containing
the testing details. Click the ‘View Report’ button (Figure 10.9.1) to open
the report in Internet Explorer, if prompted to change the settings in
Internet Explorer, select ‘Ask me later’. In the next pop-up, click 'Allowed
Blocked Content'.

Figure 10.9 — View Report
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List BIOS Information Sira
st Dk Sucoess
List Disks To Be Valdated Success
List Envimnment Variablss %
Link Bl e nnad Llasl Bbos Bl 2! v

[ Create the cluster now using the valdated nodes

To view the report creaied by the wizard. chck View Report View Fapodt
To close this wizaed, click Finish o

When installing a cluster and not using Microsoft Storage Spaces, the
following errors (Figure 10.10) are acceptable. For Networking, the
'Validate Cluster Network Configuration' must show 'Success'. If it
shows a 'Warning' or ‘Error’ click on the link to view the message(s). The
warnings in Figure 10.10 are acceptable, for all other warnings/errors you
need to determine what corrective action must be taken. Usually, it's a
DHCP enabled interface which should be changed to a static IP address.
For System Configuration, the result should show 'Success', however it
may show a 'Warning' if the 'Validate Software Update Levels' are not
the same. To correct, run Windows Update on both nodes.

Any other errors must be corrected and the validation test in Steps 3-8 must be re-run
until no more unacceptable errors are reported.

Figure 10.10 — Acceptable Errors in Validate Storage Spaces Persistent Reservation
section

Failure issubng call to Persistent Resenation REGISTER. RESERVATION KEY Cx10000000a SERVICE ACTHON RESERVATION KEY Ox1 00000000 for Test Duish: 1
fram node HCPG.CH1, dis.evisb. cos Incanrect fundion.

Failure itsuing call to Pertistent Resenation REGISTER. RESERVATION KEY Owa SERVICE ACTION RESERVETION KEY Oub for Test Dick O from node HCPG-
CHY dis-eviab.come Incomed Tundion

Test Dhisk O does not support SC51.3 Persistent Redervalions commands needed by custered storage pools that use the Storage Spaces subsyitem,
Some storage devices reguire speciic firmware versions or settings to function propery with fadlever custers. Contact your storage admendstrator ar
storage vendor for help with configuring the storage to fundtion properly with failower clusters that use Storage Spaces.

Test Disk 1 does not support 5C%1-3 Persistent Reservations commands needed by cdustered storage pools that use the Storage Spaces subsyitem.
Some ilorsge devices require specific firmaware versions of settings to fundtion property with failover chusters. Contacd your storage admanisirator or
worage vendor Tor help with configuring the storage Lo functicn property with Taibower clusters that use Storage Spaes.

Step 10: If there are any errors or warnings, click the 'Finish' button

(Figure 10.11.1) to continue. To correct any errors or warnings, minimize
the 'Failover Cluster Manager' window. Correct any issues, then return to
the 'Failover Cluster Manager' window in Step 3 and run Steps 3 -9 to
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re-run the 'Validate Configuration'. If there is a warning about disks
ensure that the shared disks are online.

Figure 10.11 — Test Results

B validate » Configuration Wizard x
w Select Servers or o Cluster
Before You Bagin s Testing has completed for the tests you sslected. Yiou should review the wamings inthe Repett. A
SR ., chuster solution is supported by Microsolt cnly f you nun all cluster valdation tests. and ol tests
Seiect S6rvers or B pucceed fwith or without wamings)
Cluster
Testing Options Node A
Confienation HCPGCN1 dhs-evisb com Valdated
e HCPG-LCH2 dis-evisb com Vakdated
Vaddatng
T
List BIOS information Success
List Desics Success
List Desks To Be Vabdated Success
List Ernvironment Varables Success
Lish Deos Feanmal iiess Doca B s
[ Craate the cluster new using the vaildated nodes.
To view the repon craated by the wizand. chok View Repost. Wiew Repont...
To close this wizand, chck Finish
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Chapter 11 Creating the Failover Cluster

Step 1: After any errors have been addressed, and warnings inspected,
re-run the validation tool in Chapter 10, Steps 3-8. If the validation test is
successful, then, on the Summary window, select the checkbox 'Create
the cluster now using the validated nodes’ (Figure 11.1) then click the
‘Finish’ button to create the cluster. If the “Validate a Configuration
Wizard” window was closed, then right-click on “Failover Cluster
Manager” and select “Create Cluster...” (Figure 11.1.2).

Figure 11.1 — Create Cluster

Wabdste & Conlhguation Witard 4
w 3
h..

Testing hass coempistad for thes hests oo sebected o shoukd review e wamings n the Fapeon A
l chuster solution i suppoied by Momsolt only f you sun all chuster valldation lests, and ol tests.

mucceed futh or wehout wamirgs)
Node: A
HCPGOH deevinh com Wbt
o= HOPGONG din-ervlab Com Wabdated
S— Resu
T | o e Suvoms
Ui Diboy Sucoess
Lt Digica T o Vishelatesd Sutom
Limt Ervviroramesnt Vamabies Sucoess
- ST, £ b

o [ Creste the cluster row using the valdaied nodes

Te view e ropcet conabed by e wizrd, chekt View Fiapeoet N R
T clome thin wizard, chck Finish,

1‘_& Failover Cluster Manager

File Action View Help

&< |m 3

3 FailoverC* - °* |

Validate Configuration... |
o Create Cluster... !

Connect to Cluster...

View S
Refresh

Properties

Help

Step 2: The Create Cluster Wizard will start on the 'Before You Begin'
window, click the 'Next' button (Figure 11.2.1).

Figure 11.2 — Start
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S Creste Cluster Wizard %
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[T D vt sbuowe thin pacge g

Step 3: If you had to click the “Create Cluster...” button in Step 2, then
enter the names of the cluster servers (Figure 10.5.1) in the Select
Servers window and click ‘Add’ (Figure 10.5.2) then click ‘Next’ (Figure
10.6.2). In the 'Access Point for Administering the Cluster' enter the
cluster services network name (Figure 11.3.1) (the Cluster Services
name from the Interface Assignments section in Chapter 3 Host IP
Address Assignments). This is the name you will use when managing the
cluster. This name will always be the active node. Then enter the IP
address for the Cluster Services (Figure 11.3.2). The name and the IP
address were assigned at the beginning, for this example the name is
'HCPG-CL' and the IP address is '10.6.11.20'. After verifying the name
and IP address, press the 'Next' button (Figure 11.3.3).

Figure 11.3 — Enter Access Points

B Create Clustes Wizard %

aSI Access Point for Administering the Cluster

Before You Begin Type the name you want 1o use when adminestenng the cluster
Accesa Point for
Admarestanrg the Chuster Mams HCPGLL o

Cluster

The HetBI0S name i lmited to 15 characters. One or more [Pv4 addresses could not be configured
P sutomancally. For each network to be used, make sure the network & selected, and then type an
address.

Networks Address

o & 10600016 10 3 n -]

Step 4: Verify that the information is correct in the 'Confirmation' window.
If it is correct, then press the 'Next' button (Figure 11.4.1) and the cluster
will be created.
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Figure 11.4 — Confirm Info

8P Create Cluster Wizard x

:J"ii Confirmation

Before You Begn fou are ready o create a clster

Accsss Poirt for The wizard willl cresbe your cluster with the folowing seffings

Admnatenng the

Chuster Cluster -
HePGCL

HCOPG-ONT dts-enviab com
HCPG-CNZ dis-enviab com
Cluster regesiration
DNS and Actree Dwesctory Doman Servces

A Add sl slghbie storage to the cluster
To continue, chok Med

Step 5: The 'Summary' window presents the new cluster information.
Click the 'Finish' button (Figure 11.5.1) to exit.

Figure 11.5 — Finish Cluster Creation

&) Create Cluster Wizard x|

Summary

You have successfully completed the Create Ouster Wizand

Node 2
HCPG-CH1 dis-evisb com

Creating Mew Ouster HCPG-CN2 dis-evisb com

EN Cluster

HCPGCL

Quiorum

Hode and Disk Majorty [Custer Disk 1)

IP Address

106.11.20

To view the report created by the wizand, click View Report Wew Flepart
Ta close this wizand, click: Finish

0=

Step 6: The 'Cluster Wizard' may not assign the 'Witness' disk to the

intended target and may need to be moved. Open the 'Failover Cluster
Manager', click on the arrow just to the left side of the Cluster name that
is located on the left panel, to expand the cluster details (Figure 11.6.1).

Figure 11.6 — Expand Cluster Details
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'.:.; Failover Chuster Manager B N i
Fie Action Yiew Help

| nm B
Bl Failover Cluster Manager Cluster HCPG-CLdts-eviab.com

o 8 HCPG-CLdts-evisb.com
?i-! Summary of Cluster HCPG-CL
HCPGCL has 0 chustered roles and 2 nodes
Mama: HCPGEL dsevish com Matworics: Cluster Hatwark 1, Chaster Me W Valdate Chuster
Cusrent Host Server: HIPGOND Subnets: 3 Pyl and 0 IPvi P View Validation R
Recert Custer Everds: Hona in the Lot karage Spaces Direct (S20): Dissti P
Witnces: Cluster Disk 1 :

HCPG-Cldts-eviaboc... &

B Configure Role..

4 Chose Connection

Step 7: In the expanded details, click on the arrow yo the left of the
'Storage' (Figure 11.7.1) to view the storage information, then click on
“Disks”. Click on each 'Cluster Disk ' (Figure 11.7.2) to verify that it is the
correct size. In the example below, 'Cluster Disk 2' is assigned as
Available Storage. It is actually the Witness disk but was assigned to
Available Storage because it was expected to be 100 GB and it's shown
as 478 MB (Figure 11.7.3). This means that the Cluster Wizard selected
the Shared Cache disk as the Witness disk. The Witness disk needs to
be assigned to Disk Witness in Quorum. If the disk configuration is
correct, skip to Step 14.

Figure 11.7 — Check Disk Sizes

":'_; Fadaver Cluster Manager
File Action View Help
% 2o B

BY Failover Cluster Manager
v B HCPG-CL.dts-eviab.com

™5 Roles -
F Modes Name Status Assigned To Oramatr Mo
o vl Storage o 1 Custer Dk 1 %) Orine Disk WinessinQuonam  HCPGCA
-—‘I p““"[ A Custer Disk 2 () Onine Aualable Storage HCPGCH
H Pooks
BB Enclosures
4 Metworks

[H] Chuster Events

| w L?MMI
i

Volumes (1)

Witneas (H) e

C —
" NTFS 445 ME free of 478 MB

Step 8: In the main 'Failover Cluster Manager' window, right-click on the
Cluster Name (Figure 11.8.1) then a menu will be presented. Select
'More Actions >' (Figure 11.8.2) from the menu, then select 'Configure
Cluster Quorum Settings' (Figure 11.8.3). If a ‘Before You Begin’
window appears, click the ‘Next’ button to continue.

Figure 11.8 — Configure Quorum Settings
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-‘."a' Failover Cluster Manager
File Action View Help
|2 m Bim
5 Failover Cluster Manages Cluster HCPG-CL.dts-evlab.com
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3 Roles Configure Role.. of Cluster HCPG-CL
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v ich Storage View Velidation Report vish com Metworks: Cluster Network 1, Cluster Ne
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iinh a: None in the last iShorage Spaces Direct (S2D): Disabl
o Close Connection 1
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[4] Cluster Ev Reset Recent Events
o More Actions » Configure Cluster Quonsm Settings... o
View » Copy Cluster Roles...
Refresh Shut Down Cluster...
Properties Deestrosy Cluster...
Help Mave Core Cluster Resources »
Cluster-fware Updating

Step 9: The 'Select Quorum Configuration Option' window will appear.
Choose the option 'Select the quorum witness' (Figure 11.9.1) and then
press the 'Next' button (Figure 11.9.2).

Figure 11.9 — Select Quorum Witness

ﬁ? Select Quorum Configuration Option
By,

Before You Begn Select 3 quorum configuration for your cluster
Select Quomm

Configuraton Opton (D) Use default quonum configurstion
e The cluster detesmines quorum management options., inchuding the quorum witness.

o (®) Select the quonm winess

rfics ro Clugter You can add or change the quonum witness. The cluster determines the other quonum management
crum Sottrgs Syons
- (O Advanced quonum configuration

Yo detemine the guonm management options, iIncluding the guonm witness.

o

cPovem | [Hots ] | o

E

Step 10: In the 'Select Quorum Witness' window, select the first option
'Configure a disk witness' (Figure 11.10.1) and press the 'Next' button
(Figure 11.10.2).

Figure 11.10 — Configure Disk Witness
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%}" Select Quorum Witness
i3

Bedore You Begin Select a quorum witness option o add or change the quonum witness for your duster configuration. As a
Select Cuonm

best practice, configure 2 quonum witness to help achieve the highest availabilty of the cluster.

(@) Configure a disic winess o
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(©) Configure a file share witness
Adds a quorum vole of the files share witness

O Configure a cloud witness
Adds 3 quorum vobe of the doud witness

(O Do not configure & quorum winess

Fi W E

S o

Step 11: In the 'Configure Storage Witness' window, select the correct
disk to be used as the 'Witness' disk. Clicking on the '+' to the right of the
check box will display the disk information (Figure 11.11.1). For this
example the intended disk is the small 478 MB disk. After selecting the
intended disk, click the 'Next' button (Figure 11.11.2).

Figure 11.11 — Configure Disk Witness

" Configure Cluster Cuomnem Wizand

“l'? Configure Storage Witness

Bedore You Begn Select the storage volume that you want 1o assign as the dek winess
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= 5 Custer Diskc 2 (%) Oniine HCPG-CNZ Fuemiabie Storage

Volume: (H) Fie System: NTFS 445 MB free of 472 MB

Hame

a
Fonrds e E
ol Qe &
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Step 12: The 'Confirmation' window allows the review of the selection. If
this is correct, click the 'Next' button (Figure 11.12.1).

Figure 11.12 — Confirmation
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& Corfigure Cluster Querum Wizard ¢

135? Coanfirmation

Before You Begin You ane ready to configure the quonum sattings of the cluster,
Select Guorum
Configure Cluster Quorum Settings o)
Disk: Witness Cluster Disk 1
Chuster Managed Voting Enablead
Voting Modes:

Al rodes ane configured 10 have quorum votes

To continwe, chck Next.

Step 13: In the “Summary” window, click the ‘Finish’ button (Figure
11.13) to continue.

Figure 11.13 — Summary

i Configure Clustes Quarum Wizard x

Summary

You hawve successhully configured the quonm settings for the cluster

Cluster Managed Voting
Enabled

Witness Type

Disk Winass

Witness Resource
Chuster Disk 2

Toi view the repoet created by the wizard, click View Report View Repod
To close this wizard, click Finish

Step 14: In the 'Failover Cluster Manager' the 'Disks' (Figure 11.14.1)
show that the 'Disk Witness in Quorum' has been moved to the intended
disk (figure 11.14.2), which in this example is Cluster Disk 2.

Figure 11.14 — Verification
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Step 15: Verify if Database Replication is configured.

IMPORTANT NOTE:

In the Windows Services on both nodes, locate the MariaDB
service, if necessary, change the Startup type from 'Manual'
to 'Automatic’, then start the service.

If you haven’t already done so, now you need to setup the
Database Replication. Follow the instructions in the HCP
GatewayDatabase Replication Setup Windows Guide

e Chapter 1 for modifications to Gateway and database configuration files and
e Chapter 3 when configuring only a 2 node cluster or Chapter 6 when configuring a 4
node cluster.

If you already followed the instructions in the HCP Gateway Database
Replication Setup Windows Guide, then re-run all the Steps in Chapter 2
Change HCP Gateway Configuration above to verify that you have the
correct database and application settings for cluster replication.
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Chapter 12 Setting Up a Service Role

Step 1: On Node 1, in the 'Failover Cluster Manager' right-click on the
Cluster name (Figure 12.1.1), select 'Configure Role’ (Figure 12.1.2).

Figure 12.1 — Configure Role

o ’_"a’ Failover Cluster Manager [
v £3 HCPG-CL 0

B Roles Configure Role...
3 Node: Validate Cluster...
v g Storag View Validation Report
&3 D
= Pa Add Mode...
&8 n Close Connection

P Metwe
[H] Cluste Reset Recent Events

Meore Actions >

Step 2: In ‘Before You Begin’ screen, click the ‘Next’ button.

Step 3: In the ‘Select Role’ screen, choose the ‘Generic Service’ (Figure
12.2.1) and then click the ‘Next’ button.

Figure 12.2 — Generic Service
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| File Server informabon. see Configunng Genenc
3 Genenc Applcation Appl S 0
2 Generic Scrpt
T —
§ HyperV Raphca Broker
GiSCS! Taroet Server ¥

Pwonn | [Tt> ] | oo

Step 4: In the ‘Select Service’ screen (some versions of Windows may
show this window name as ‘Select Role’, scroll to locate the ‘SAM VFS’
service (Figure 12.3.1) and select it. Then press the ‘Next’ button.
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Figure 12.3 — Select VFS
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Step 5: In the ‘Client Access Point’ screen, enter the name (Figure
12.4.1) that clients will use to access the clustered HCP Gateway shares
(the Cluster Role defined in Chapter 3 the Interface Assignments section,
for this example it is ‘HCPG’. Then in the ‘Address’ enter the cluster IP
address for ‘HCPG’ (Figure 12.4.2), this is the cluster IP address that all
the HCP Gateways will be accessed with. This is also referred to as the
Cluster Virtual IP Address. Clients will be mapping to the HCP Gateway
Shares using this IP address and DNS name. Click the ‘Next’ button to
continue.

Example: \\10.6.11.23\<share name>

Figure 12.4 — Client Access Point

é‘}; High Availability Wizsrd »

-"':.' Client Access Point
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o = 106.0.0:16 10 3 T
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Step 6: In the ‘Select Storage’ screen (Figure 12.5.1), select the Shared
Cluster Disk and click the ‘+ icon to verify the size of the disk, in this
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example, ‘Cluster Disk 1’ with size 100GB (Figure 12.5.2), then click the
‘Next’ button.

Figure 12.5 — Client Access Point
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Step 7: On the ‘Replicate Registry Settings’ screen, press the ‘Next’
button (Figure 12.6).

Figure 12.6 — Replicate Registry Settings

§5 High Availability Wizard

C "~ Replicate Registry Setlings

o
[

Programa or services may stors data in the registry. Therefors, £ ia imporant to have this data avadable on
the node on which they are running.  Speciy the regetry keys under HEKEY_LOCAL_MACHINE that should
e rephicated to 3l nodes in the cluster,

coesnn | [Tt | o

Step 8: The ‘Confirmation’ screen will appear, verify the information then
click the ‘Next’ button (Figure 12.7).

Figure 12.7 — Replicate Registry Confirmation
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Step 9: On the 'Summary’ screen notice the message indicating that
“High availability was successfully configured for the role” (Figure
12.8.1). Click the ‘Finish’ button (Figure 12.8.2) to exit.

Figure 12.8 — Summary
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Service

SAM VFS [SAMVFS)
Metwork Mame
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To view the report created by the wizard, chok View Repodt View Rt
T close this wizand, chck Finish

Step 10: Verify that the role is running on Node 1, by clicking on Roles
(Figure 12.9.1) and verify the Node 1, for this example HCPG-CN1 is the
Owner Node (Figure 12.9.2) for the role.

Note:
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The cluster may try to start the role on Node 2, for this
example HCPG-CNZ2. If this occurs, the role will generate an
error event, so right-click the role in the middle-pane, then
select ‘Move’, then select ‘Select Node’, then select ‘HCPG-
CN1’ and finally click 'OK'. In some cases, it may be

necessary to reboot Node 2 to force the cluster role to Node
1.

Figure 12.9 — Verify Role Owner
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Step 11: Scroll down and click the Resources tab (Figure 12.10.1). Right-
click on the SAM VFS entry (Figure 12.10.2) and select Properties. In the
SAM VFS Properties window select the Dependencies tab (Figure

12.10.3). Click on the line Click here to add a dependency (Figure
12.10.4).

Figure 12.10 — Add Dependency to Role
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Step 12: Click the AND box (Figure 12.11.1). Then in the Resource
column on that line, click the down-arrow to open the drop-down menu
and select IP Address: 10.6.11.23 (Figure 12.11.2). Then click Apply
(Figure 12.11.3) and then click OK (Figure 12.11.4).

Figure 12.11 — Add IP Address Dependency
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Step 13: Now you need to add a file share to the role to enable the “SAM
VFS” service and Shared Cache G: drive to be able to move together
during a cluster failover event. Open a Windows File Explorer and create
a folder named “HCPGClusterRole” on the G: drive (Figure 12.12.1).

Figure 12.12 — Windows File Explorer
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Step 14: In the “Failover Cluster Manager”, click on Roles (Figure
12.13.1) then right-click on the service role that you just configured, for
this example HCPG, and select “Add File Share” (Figure 12.13.2).

Figure 12.13 — Add File Share to Role
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Step 15: Select “SMB Share — Quick” (Figure 12.14.1). Click the “Next”
button (Figure 12.14.2) to continue.

Figure 12.14 — New Share Wizard
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Step 16: Select the “Type a custom path” radio button (Figure 12.15.1).
Enter or browse to the folder “G:\HCPGClusterRole” (Figure 12.15.2).
Click the “Next” button (Figure 12.15.3) to continue.

Figure 12.15 — New Share Wizard
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Step 17: Add a “$” to the end of the “Share name” (Figure 12.16.1) to
make this a hidden share. Click the “Next” button (Figure 12.16.2) to
continue.

Figure 12.16 — Specify Share Name
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Step 18: In the ‘Configure Share Settings’ window, accept the defaults
and click the “Next” button (Figure 12.17.1) to continue.

Figure 12.17 — Other Settings
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Step 19: In the ‘Permissions’ window, accept the defaults (or select
‘Customize permissions” to customize the share access and NTFS file
permissions) and click the “Next” button (Figure 12.18.1) to continue. In
the “Confirm selections” window, review the selections and click the
“Create” button. When you receive the share was successfully created
message, click the “Close” button.

Figure 12.18 — Permissions
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Step 20: Set the preferred Node for the Cluster Resources. Left-click on
“‘Roles” (Figure 12.19.1). In the ‘Roles* window, right-click on the cluster
role name and in the drop down menu select ‘Properties’ (Figure
12.19.2).

Figure 12.19 — Registry Finish
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Step 21: In the ‘General’ tab choose Node 1 as the preferred owner.
Click the ‘OK’ button (Figure 12.20).

Figure 12.20 — Choose Owner
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Step 22: In the 'Roles' window (Figure 12.21.1), notice that the service is
running on the preferred node (Figure 12.21.2).

Figure 12.21 — Verify
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Chapter 13 Test the Cluster Configuration

Now that the cluster is built, test the cluster configuration.

IMPORTANT NOTE:

Every time a share is created on the HCP Gateway the ACLs
of the share will need to be updated. Refer to the HCP
Gateway Administration Guide, Chapter 10 Section 2
Add/Configure a Share for the details.

IMPORTANT NOTE:

Every time a share is created on the HCP Gateway, please
refer to the HCP Gateway Windows Database Replication
Guide, Chapter 1 Warning about checking for errors on the
non-active node in the cluster.

Step 1: Use the HCP Gateway Management Ul to create the Storage,
Policies and Shares. For our example the Share will be called “HCP”.
Configure the Share Access permissions when you create the Shares.
The process of creating a Share is covered in the HCP Gateway
Administration Guide, Chapter 10 Section 2 Add/Configure a Share
and will not be covered here.

Step 2: The next step is to test that the shared cache on the G: Drive is
working correctly. Map a client to the share using the cluster IP address.
For this example the cluster role is using 10.6.11.23 (Figure 13.1). You
can also access the share using the DNS name for the cluster role, for
this example the UNC path, \HCPG\hcp (Figure 13.2).

Figure 13.1 — Map Client to Share using IP address
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Figure 13.2 — Map Client to Share using UNC path
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Step 3: The share will be empty, copy a text file into the share (Figure
13.3).

Figure 13.3 — Copy a file

Home Share View

« « 4 L > Network > 1061123 » hep

o Quick access
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Step 4: Wait for the file to be copied to the HCP, there will be about a 3
minute delay. If you are not using a Server Mode Copy Policy, the file icon
(X) (Figure 13.4.1) means the file is offline, which will occur when the file

has been copied to the HCP and completely processed by the HCP
Gateway.

Figure 13.4 — Wait for File to go offline
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Step 5: Right-click on the file and copy it back to the desktop (Figure
13.5).

Figure 13.5 — Copy File to Desktop

] B

Recycle Bin hep-info

Step 6: Verify the file is the same as the one that was copied. Optionally,
follow the steps in the next chapter to fail the cluster to the Passive node
then run the test in this chapter again.
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Chapter 14 Modify Gateway Cluster Share and
NTFS Permissions

After the HCP Gateway Management Ul was used to create a share(s),
customize the default Share and NTFS Permissions.

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’
(Figure 14.1.1), then select the cluster role (Figure 14.1.2), then select
‘Shares’ (Figure 14.1.3), then select the share (Figure 14.1.4) to
customize the share and/or NTFS permissions.

Figure 14.1 — Cluster Role Shares
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Step 2: Right-click on the share (Figure 14.1.4) to customize the share
and/or NTFS permissions and select ‘Properties’ (Figure 14.2.1).

Figure 14.2 — Cluster Role Share Select Properties
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Step 3: Select ‘Permissions’ (Figure 14.3.1). Do not change any settings
in the General and Settings screens.

Figure 14.3 — Cluster Role Share Select Permissions
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Step 4: Select ‘Customize permissions’ (Figure 14.4.1). Select the
‘Permissions’ tab (Figure 14.4.2). Modify the NTFS permissions (Figure
14.4.3). Please refer to the HCP Gateway Administration Guide
Chapter 18 Step 20 for details on the sam.account parameter and the
SAM VFS Windows Service Log On setting to ensure that the HCP
Gateway SAM VFS service will have Full Control access to all the folders
and files.

Figure 14.4 — Cluster Role Share Modify NTFS permissions
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Step 5: Select ‘Share’ (Figure 14.5.1). Modify the Share access
permissions (Figure 14.5.2). Select ‘OK’ (Figure 14.5.3) to save the
changes.

Figure 14.5 — Cluster Role Share Modify Share permissions
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Chapter 15 Cluster Subshares

Prerequisites:
Make sure these settings are set in C:\SAM\etc\sam\sam.properties on
HCP Gateways in the cluster.

e registry.shares=1 (or registry.shares=yes)

e cluster=1 (or cluster=yes)

o cluster.access.ip=<clusterlPAddress> (where <clusterlPAddress> is the IP
address of the Cluster Role that contains the SAM VFS service)

Add subshare on Cluster
Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’

(Figure 14.6.1), then right-click on the cluster role (Figure 14.6.2) and
select ‘Add File Share’ (Figure 14.6.3).

Figure 14.6 — Add Subshare
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Step 2: In the New Share Wizard, select ‘SMB Share - Quick’ (Figure
14.7.1), then select ‘Next’ (Figure 14.7.2).

Figure 14.7 — New Share Wizard
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Step 3: Select ‘Type a custom path’ (Figure 14.8.1) and select ‘Browse’
(Figure 14.8.2).

Figure 14.8 — New Share Wizard 2
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Step 4: Navigate to G:\sam and select the archive# folder for the share
that you want to add a subshare to, select the Subshare (Figure 14.9.1)
and select ‘Select Folder’ (Figure 14.9.2). Note that if there is more than
1 share on the HCP Gateway, the next step will discuss how to determine
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the archive number in the path G:\sam\archive#. If there is only 1 share,
then skip to Step 6.

Figure 14.9 — New Share Wizard 2
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Step 5: In the 'Failover Cluster Manager', select ‘Roles’ (Figure
14.10.1), select the cluster role (Figure 14.10.2), select ‘Shares’ (Figure

14.10.3). Note the last character in the Path name for the share, for this
example ‘1°.

Figure 14.10 — Share Archive Number
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Step 6: Select ‘Next’ (Figure 14.11.1).
Figure 14.11 — New Share Wizard 3
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Step 7: If necessary, change the share name (Figure 14.12.1), DO NOT

change the Share description (Figure 14.12.2) and select ‘Next’ (Figure
14.12.3).
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Figure 14.12 — New Share Wizard 4
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Step 8: Keep all the default settings and select ‘Next’ (Figure 14.13.1).

Figure 14.13 — New Share Wizard 5
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Step 9: The default share permission is Everyone — Full Control (Figure
14.14.1). The default folder permissions are shown (Figure 14.14.2).
Please refer to the HCP Gateway Administration Guide Chapter 18
Step 20 for details on the sam.account parameter and the SAM VFS
Windows Service Log On setting to ensure that the HCP Gateway SAM
VFS service will have Full Control access to all the folders and files.
Select ‘Customize permissions’ (Figure 14.14.3) to configure the share
and folder permissions. Select ‘Next’ (Figure 14.14.4).

Figure 14.14 — New Share Wizard 6
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Step 10: Confirm the settings, select ‘Previous’ to go back and change
something (Figure 14.15.1), select ‘Create’ (Figure 14.15.2) to create the
Subshare.

Figure 14.15 — New Share Wizard 7
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Step 11: The Subshare was successfully created, select ‘Close’ (Figure
14.16.1).

Figure 14.16 — Close New Share Wizard
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Step 12: The Subshare is visible (Figure 14.17.1) in the Failover Cluster
Manager role.
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Figure 14.17 — Failover Cluster Manager Role
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Edit subshare on Cluster

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’
(Figure 14.18.1), select the cluster role (Figure 14.18.2), select ‘Shares’

(Figure 14.18.3), right-click the Subshare (Figure 14.18.4) and select
‘Properties’ (Figure 14.18.5).

Figure 14.18 — Edit Subshare
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Step 2: Do not change any settings in ‘General’ (Figure 14.19.1) or

‘Settings’ (Figure 14.19.3). Select ‘Permissions’ (Figure 14.19.2) to
modify the share and folder permissions.

Figure 14.19 — Subshare Properties
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Step 3: The default share permission is Everyone — Full Control (Figure
14.20.1). The default folder permissions are shown (Figure 14.20.2).
Please refer to the HCP Gateway Administration Guide Chapter 18
Step 20 for details on the sam.account parameter and the SAM VFS
Windows Service Log On setting to ensure that the HCP Gateway SAM
VFS service will have Full Control access to all the folders and files.
Select ‘Customize permissions’ (Figure 14.20.3) to configure the share
and folder permissions. Select ‘OK’ (Figure 14.20.4) to save the settings.

Figure 14.20 — Subshare Permissions
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Delete subshare on Cluster

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’
(Figure 14.21.1), select the cluster role (Figure 14.21.2), select ‘Shares’
(Figure 14.21.3), right-click the Subshare (Figure 14.21.4) and select
‘Stop Sharing’ (Figure 14.21.5).

Figure 14.21 — Delete Subshare
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Step 2: Select ‘Yes’ (Figure 14.22.1).
Figure 14.22 — Confirm Delete Subshare

Stop Sharing X

0 Are you sure you want to stop sharing this folder?

There are 1 shares selected to be stop sharing. The share(s) will be deleted, but the
folder wall remain.

O« [F]

Step 3: The Subshare subshare1 is deleted (Figure 14.23).

Figure 14.23 Subshare Deleted
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Step 4: In Windows File Explorer, navigate to the cluster share C1 and
see that the subshare1 folder was not deleted (Figure 14.24.1).

Figure 14.24 subshare1 folder not deleted
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Chapter 16 How to Switch Cluster Services to
Passive Node

This chapter is optional and explains how to move the Cluster Services
from the Active node to the Passive node. You can perform this action by
either using the Windows Ul or the PowerShell command. The Windows
Ul requires some additional steps.

Using Windows Ul:

Step 1: On the active node of the cluster, for this example, Node 1, open
the Failover Cluster Manager. Then Right-click on the Cluster name
(Figure 16.1.1), in this example it's ‘HCPG-CL.dts-evlab.com’. Click on
‘More Actions’ (Figure 16.1.2), then ‘Move Core Cluster Resources’
(Figure 16.1.3) then ‘Select Node’ (Figure 16.1.4).

Figure 16.1 — Select Node

B Faover Chuster Manager
File Action View Help

e nm B

8 Failover Cluster Manager Cluster HCPG-CL.dts-eviab.com

o HEPG-Cldes-eviab.com
Configure Role...

Validste Cluster
View Validation Report

Add Hode...
Close Conmection

Reset Recent Events

o More Actions ¥ Configure Cluster Cucium Settingt...
View » Copy Cluster Reles...
Refresh Shut Down Chuster.
Peopemties Deestrony Cluster..
Help o Move Core Cluster Resources » Best Possible Node
Chuter- Aware Updating Select Node... o

Step 2: In the select node, choose the other node. In this example, the
cluster is currently running on Node 1 (Figure 16.2.1), it will be switched to
Node 2 (Figure 16.2.2). Then click ‘OK.’

Figure 16.2 — Move Cluster Resource
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Step 3: Notice in the Cluster Summary that Node 2 is now listed as the
“Current Host Server” (Figure 16.3.1).

Figure 16.3 — Cluster Summary

Cluster HCPG-CL.dtz-eviab.com

:l]'f"l Summary of Cluster HCPG-CL
@ HCPGCL has 1 clustered roles and 2 nodes.

Name: HCPGLL dtseviab.com
Current Host Server: HCPGCNZ ()

Step 4: In the Failover Cluster Manager window, click ‘Roles’ (Figure
16.4.1), then right-click on the Cluster Role Name, in this example 'HCPG'
(Figure 16.4.2), then click on ‘Move’ (Figure 16.4.3), then click on ‘Select
Node’ (Figure 16.4.4).

Figure 16.4 — Move Cluster Role

B Fadovar Chunton Wamagar
Fis Action Vw  Help
Gm 5 B

Step 5: In the Move Clustered Role window, choose the other node. In
this example, the cluster is currently running on Node 1 (Figure 16.5.1), it
will be switched to Node 2 (Figure 16.5.2). Then click ‘OK’ (Figure 16.5.3).

Figure 16.5 — Move Clustered Role Select Node
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Step 6: Notice in the Roles window that Node 2 is now listed as the
“Owner Node” (Figure 16.6) and the “Status” is “Running”.

Figure 16.6 — Move Clustered Role Summary

tiame T Tyes Owener Node Prerty irformaton
& HCPG #) Rurning Generic Senace HCPGLOMN2 High

Step 7: In the client, verify that the text file can be copied to the desktop,
as it was previously (Figure 13.6). Optionally, choose to make another
copy or over-write the existing file on the desktop and copy the updated

file back to the share. Validate that the file copied is identical to the
updated file.

Using PowerShell Commands:

Step 1: This PowerShell command will show the status of the Witness
disk (HCPG-CL) and G: drive and SAM VFS service (Cluster Group). On
the active node for the cluster, for this example, Node 1, open a Windows
PowerShell window as Administrator and issue the command get-

clustergroup (Figure 16.7) and note that the Cluster Role is on the active
node HCPG-CN1.

Figure 16.7 — Get Cluster Status

Hame Siatus Tipe Owmner Node Pricety Irformation
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Step 2: Next, failover the Witness disk (HCPG-CL) and G: drive and SAM
VFES service (Cluster Group) to the other node. On the active node for the
cluster, to failover the Cluster Role to the other node in the cluster, in the
Windows PowerShell window, issue the commands get-clusternode
HCPG-CN1 | Get-Clustergroup | move-clustergroup -Node HCPG-
CN2 (Figure 16.8). Note that the Cluster failed over to the other node
HCPG-CN2.

Figure 16.8 — Failover Cluster Role

Name QwnerNode State
Available Storage HCPG-CN2 offline
Cluster Group HCPG-CN2 Online
HCPG-CL HCPG-CNZ2 ‘ Online

Step 3: Check the status of the Witness disk (HCPG-CL) and G: drive and
SAM VFS service (Cluster Group). On the active node for the cluster, in
the Windows PowerShell window, issue the command get-clustergroup
(Figure 16.9) and note that the Cluster failed over to the other node
HCPG-CN2.

Figure 16.9 — Check Failover Status

Name OwnerNode State

Available Storage HCPG-CN2 Offline
Cluster Group HCPG-CN2 Online
HCPG-CL HCPG-CNZ2 Online

Step 4: In the client, verify that the text file can be copied to the desktop,
as it was previously (Figure 13.6). Optionally, choose to make another
copy or over-write the existing file on the desktop and copy the updated
file back to the share. Validate that the file copied is identical to the
updated file.

This completes the installation of the Windows Cluster.
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Chapter 17 Shared Disk Setup with SAN
Storage

Step 1: Configure the SAN storage so that the disks are presented to the
2 Windows cluster servers. In Device Manager you will see the SAN disks
presented (Figure 17.1). Here they are listed as Hitachi Open-V SCSI
Disk Devices. Note the name of the disk for when MPIO is configured.
HITACHI OPEN-V in this example.

Figure 17.1 — SAN disks
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HITACHI OPEN-V SCSI Disk Device
HITACHI QPEN-V SCSI Disk Device
HITACHI OPEN-Y SCS51 Disk Device
HITACHI OPEN-V SC5I Disk Device
HITACHI OPEN-V SCSI Disk Device
HITACHI OPEN-V SCSI Disk Device
I Display adapters
u Firmware
Fr Human Interface Devices
=2 |DE ATASATAPI controllers
= Keyboards
“ Mice and other pointing devices
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Step 2: Install Multipath 1/O. In Windows Add Roles and Features Wizard,
install the Feature - Multipath 1/O (Figure 17.2).

Figure 17.2 — Multipath 1/0
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Step 3: Open MPIO in the Control Panel (Figure 17.3).
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Figure 17.3 — MPIO in Control Panel
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Step 4. Click Add (Figure 17.4).
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Step 5: Enter in the name of the disks Hitachi OPEN- click OK (Figure
17.5).

Figure 17.5 — Enter HITCAHI OPEN-

| Add MPIO Support X
Enter the Vendor and Product Ids (as a siring of 8 characters followed by
16 characters) of the deviees vou want to add MPIO support for,

Device Hardware ID:

W | HITACHI oPEN

N o]/ o

Step 6: You will get prompted to reboot. Click Yes (Figure 17.6).

Figure 17.6 Reboot required
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After the reboot, open Device Manager and expand the Disk drives. You
will see the disks as Multi-Path disks (Figure 17.7).

Figure 17.7 - SAN disks as MPIO disks
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Step 7: Logon on to the desktop on Node 1. Right-click on the Windows
Start Menu located at the bottom left of the screen and enter the
command 'Run'. Click the Run option under Apps. In the 'Open’ text entry
space enter 'diskmgmt.msc' (Figure 17.8.1), then click ‘OK’ (Figure
17.8.2) to open the Disk Management window.

Figure 17.8 — Run Disk Management
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Step 8: In the Disk Management window, make sure both “Disk 3” and
“Disk 4” are selected (Figure 17.9.1), select the “GPT (GUID Partition
Table)” button (Figure 17.9.2) and click the “OK” button (Figure 17.9.3) to
continue. If you did not see the “Initialize Disk” screen, go to Step 9.
Otherwise, skip to Step 13.

Figure 17.9 — Select New Disks

Initialize Disk X

You must inliakze a disk before Logical Disk: Manager can access
Selact disks

ovaﬁc}

o Duskc 4

Use the fobowing partiion style for the selected disks
(O MBR (Master Boct Record)
€)@ GPT GUID Partition Table)

Note: The GPT partition style is not recognized by all previous versions of
Windows

©O[ ok ]| come

Step 9: In the Disk Management window, if you did not see the “Initialize
Disk” screen in Step 8 for both “Disk 3” and “Disk 4”, scroll down to view
that the two hard disks (Figures 17.10.1 and 17.10.2) with size 512MB
and the size of the shared cache disk, for this example 100GB. Note the
disks are offline and unallocated.

Figure 17.10 — New Disk Status
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Step 10: Right click on Disk 3, then select ‘Online’ from the pulldown
menu (Figure 17.11).

Figure 17.11 — Set Disk Online

Online
Properties

Help

Step 11: The Disk 3 status will change from Offline to Not Initialized
(Figure 17.12.1). The next step is to initialize the disk by right clicking
again on Disk 3 and selecting “Initialize Disk” (Figure 17.13.1).

Figure 17.12 — Updated Disk Status

"0 Disk 3 |
Unknown

12 M 512 M8
o [ Mot Intisdized Unallccated

*O Disk 4 I

Unkngwn
Offline i) Unallccated
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Figure 17.13 — Initialize Disk
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Offline
Properties
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Step 12: From the Initialize Disk menu select the drive (Figure 17.14.1).
Use GPT partition style (Figure 17.14.2). Then click the ‘OK’ button
(Figure 17.14.3) to start the initialize process.

Figure 17.14 — Initialize Disk Configuration

Initialize Disk x|

You must intialize & disk before Logical Disk Manager can access it
Select disks

o ] Disk 3

Use the following parition style for the selected disks
(T} MER (Master Boot Record)
o @ GPT (GUID Partiion Table)

Mote: The GPT parition style is not recognized by all previous versions of

Windows.
(3) =

Once the initialization process is complete, the menu will revert back to
the Disk Management main menu. Now the Disk 3 will show status as
Online (Figure 17.15.1). Note the Unallocated disk space is now around
480MB (Figure 17.15.2), versus the original 512 MB capacity. Repeat
Steps 9-12 for Disk 4, noting that the Unallocated disk space is now
around 99.98GB, versus the original 100GB capacity.

Figure 17.15 — Disk Online

= Disk 3

Basic

430 MEB 430 MB

Online o Unallocated e
“O Disk 4

Unknown

100.00 GB 100.00 GB

Offline Unallocated
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Step 13: The next step is to right click in the box that surrounds the ‘480
MB Unallocated’ text for Disk 3 (Figure 17.16.1) and then select New
Simple Volume (Figure 17.16.2) from the menu list.

Figure 17.16 — Create Simple Volume
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Step 14: This will open the New Simple Volume Wizard (Figure 17.17),
click the ‘Next’ button (Figure 17.17.1) to continue.

Figure 17.17 — New Volume Wizard
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Welcome to the New Simple
Volume Wizard

This wizard helps you Create 8 simple volume on 2 dsk
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Step 15: Take the default Simple Volume size (Figure 17.18.1) which is
the maximum value. Then click the ‘Next’ button (Figure 17.18.2) to

continue.

Figure 17.18 — Set Volume Size

Mew Simple Volume Wizard

Specily Volume Size
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Back Cancel

Step 16: Select “Do not assign a drive letter or path” (Figure 17.19.1).
Then click the ‘Next’ button (Figure 17.19.2) to continue.
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Figure 17.19 — Set Drive Letter
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Step 17: Click the option ‘Format the volume with the following
settings’ (Figure 17.20.1) radio button. Select ‘File System’ as ‘NTFS’
and 'Allocation Unit size’ as ‘Default’ options. Then type ‘Witness’ into
the Volume label (Figure 17.20.2) data entry box. Then select the box for
‘Perform a quick format’ (Figure 17.20.3). Then click the ‘Next’ button
(Figure 17.20.4) to continue.

Figure 17.20 — Format Partition
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Step 18: Review the selected settings in the dialogue box (Figure
17.21.1). If they are correct then click the ‘Finish’ button (Figure 17.21.2).
If the settings are not correct, click the Back button and go back to the
setting that needs to be corrected.

Figure 17.21 — Finish
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Step 19: Review updates in the Disk Management console. Notice that
the Witness Disk (Figure 17.22.1) is online and has a Healthy (Figure
17.22.2) status.

Figure 17.22 — Results
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Step 20: Take the Witness disk offline by right-clicking in the “Disk 3” box
and select “Offline”.

Step 21: Repeat steps 9-20 for Disk 4, in Step 13, the disk size of a
100GB in ESXi will likely show as 98.88GB, using G for the drive letter in
Step 16 and Shared Cache for the Volume Label in Step 17. Review the
Disk Management window to make sure both drives are online and
Healthy (Figure 17.23)

Figure 17.23 — Results
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Step 22:

Now that the disks have been added on Node 1, we can login into the
Windows disk management on Node 2 and verify the disks are visible.
First, login to the Windows Desktop on Node 2. Right-click on the
Windows Start Menu located at the bottom left of the screen and enter
'Run'. Click on the ‘Run’ option under Apps. In the dialogue box following
the 'Open:' tag (Figure 17.24.1), enter 'diskmgmt.msc' to access the Disk
Manager.

Figure 17.24 — Windows Disk Management

Type the name of a program, folder, document, or Intemet
rescurce, and Windows will open it for you,

o Open: | EETTEPIITRENR

9 Thes task wall be created with adrminestratve privileges.

Cancel Browse...

Step 23: In the Disk Management window, scroll down to view that the
two hard disks are visible (Figures 17.25.1 and 17.25.2). Note these disks
are offline as they are controlled by Node 1.

Figure 17.25 — New Drives Added
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Step 24: In the Disk Management window, right-click on Disk 3 and
change the disk to ‘Online’. The disk name will change to ‘Witness’.
Right-click on Disk 4 and change the disk to ‘Online’. The disk name will
change to ‘Shared Cache (E:)’. Right-click again on Disk 3 and change
the drive letter to ‘G~

Step 25: In the Disk Management window, right-click on Disk 3 and

change the disk to ‘Offline’. The disk name ‘Witness’ and status will no
longer be visible. Right-click on Disk 3 and change the disk to ‘Offline’.
The disk name ‘Shared Cache (G:)’ and status will no longer be visible.

Step 26: If necessary, expand the size of the database disk, drive D:.
Refer to the VM Deployment Guide Chapter 2 for the details.
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Chapter 18 Shared Disk Setup with GAD
Storage

Step 1: Configure the GAD storage so that the disks are presented to the
2 Windows cluster servers.

For this example, the cache drive (G:\) will be provided by a 100GB GAD
lun from 2x VSP E590 arrays spread across 2 datacenters. GAD is an
active/active solution, where the virtualized LUN is read and writable from
both sites.

Since GAD is an active/active solution, for this example, a 512MB quorum
device is needed for cluster arbitration purposes. This lun should reside
preferably on an independent 3rd site or in the cloud.

GAD relies on Hitachi’s replication technology; therefore, FC replication
will be established between both sites. Minimum 2 FC links (1 link per
fabric) are needed, recommended is 4 links (2 links per fabric).

On windows OS level, an NTFS cluster size of 32KB can be used in order
to support a maximum volume of 128TB.

Step 2: Logon on to the desktop on Node 1. Right-click on the Windows
Start Menu located at the bottom left of the screen and enter the
command 'Run'. Click the Run option under Apps. In the 'Open’ text entry
space enter 'diskmgmt.msc' (Figure 18.1.1), then click ‘OK’ (Figure
18.1.2) to open the Disk Management window.

Figure 18.1 — Run Disk Management

Run x

Type the name of a program, folder, document, or Internet
resource, and Windows will open it for you.

Open: diskmgmt.msc \.r o

& This task will be created with administrative privileges.
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Step 3: In the Disk Management window, make sure both “Disk 3” and
“Disk 4” are selected (Figure 18.2.1), select the “GPT (GUID Partition
Table)” button (Figure 18.2.2) and click the “OK” button (Figure 18.2.3) to
continue. If you did not see the “Initialize Disk” screen, go to Step 4.
Otherwise, skip to Step 8.

Figure 18.2 — Select New Disks
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Step 4: In the Disk Management window, if you did not see the “Initialize
Disk” screen in Step 3 for both “Disk 3” and “Disk 4”, scroll down to view
that the two hard disks (Figures 18.3.1 and 18.3.2) with size 512MB and
the size of the shared cache disk, for this example 100GB. Note the disks
are offline and unallocated.

Figure 18.3 — New Disk Status
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Step 5: Right click on Disk 3, then select ‘Online’ from the pulldown
menu (Figure 18.4).

Figure 18.4 — Set Disk Online

Online
Properties

Help
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Step 6: The Disk 3 status will change from Offline to Not Initialized
(Figure 18.5.1). The next step is to initialize the disk by right clicking again
on Disk 3 and selecting “Initialize Disk” (Figure 18.6.1).

Figure 18.5 — Updated Disk Status
"0 Disk 3 |

Unknown
12 M f12 M8
o [ Hot Intishzed Unallccated

*O Disk 4 I
Unknown

100.00 GB 100,00 GB

Offline i) Unallecated

B Unaliccated [l Primary partition

Figure 18.6 — Initialize Disk

o Indtialize Disk

Offline
Properties

Hclp

Step 7: From the Initialize Disk menu select the drive (Figure 18.7.1).
Use GPT partition style (Figure 18.7.2). Then click the ‘OK’ button (Figure
18.7.3) to start the initialize process.

Figure 18.7 — Initialize Disk Configuration

Initialize Disk X |

You must indialize & disk before Logical Disk Manager can acoess it
Select disks

o ) Disk 3

Use the folowing partition style for the selected disks
(O) MBR (Master Boot Record)
o {® GPT (GUID Partiton Table)

MNote: The GPT padition style is not recognized by all previous versions of

Windows:
3] Carc

Once the initialization process is complete, the menu will revert back to
the Disk Management main menu. Now the Disk 3 will show status as
Online (Figure 18.8.1). Note the Unallocated disk space is now around
480MB (Figure 18.8.2), versus the original 512 MB capacity. Repeat
Steps 4-7 for Disk 4, noting that the Unallocated disk space is now
around 99.98GB, versus the original 100GB capacity.
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Figure 18.8 — Disk Online
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Step 8: The next step is to right click in the box that surrounds the ‘480
MB Unallocated’ text for Disk 3 (Figure 18.9.1) and then select New
Simple Volume (Figure 18.9.2) from the menu list.

Figure 18.9 — Create Simple Volume
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480 MB o 480 MB New Simple Volume... o
Online Unallocated g :
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Step 9: This will open the New Simple Volume Wizard (Figure 18.10),
click the ‘Next’ button (Figure 18.10.1) to continue.

Figure 18.10 — New Volume Wizard
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Step 10: Take the default Simple Volume size (Figure 18.11.1) which is
the maximum value. Then click the ‘Next’ button (Figure 18.11.2) to

continue.
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Figure 18.11 — Set Volume Size
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Step 11: Select “Do not assign a drive letter or path” (Figure 18.12.1).
Then click the ‘Next’ button (Figure 18.12.2) to continue.

Figure 18.12 — Set Drive Letter
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() Mount in the following empty NTFS folder

€D 3 Do not assign a drive letter or dive path

L2)
< Back Cancel

Step 12: Click the option ‘Format the volume with the following
settings’ (Figure 18.13.1) radio button. Select ‘File System’ as ‘NTFS’
and 'Allocation Unit size’ as ‘Default’ options. Then type ‘Witness’ into
the Volume label (Figure 18.13.2) data entry box. Then select the box for
‘Perform a quick format’ (Figure 18.13.3). Then click the ‘Next’ button
(Figure 18.13.4) to continue.

Figure 18.13 — Format Partition
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Step 13: Review the selected settings in the dialogue box (Figure
18.14.1). If they are correct then click the ‘Finish’ button (Figure 18.14.2).

If the settings are not correct, click the Back button and go back to the
setting that needs to be corrected.

Figure 18.14 — Finish
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Step 14: Review updates in the Disk Management console. Notice that

the Witness Disk (Figure 18.15.1) is online and has a Healthy (Figure
18.15.2) status.

Figure 18.15 — Results
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Step 15: Take the Witness disk offline by right-clicking in the “Disk 3” box
and select “Offline”.

Step 16: Repeat steps 4-15 for Disk 4, in Step 7, the disk size of a
100GB in ESXi will likely show as 98.88GB, using G for the drive letter in
Step 11 and Shared Cache for the Volume Label in Step 12. Review the
Disk Management window to make sure both drives are online and
Healthy (Figure 18.16).

NOTE:

An NTFS Allocation Unit size of 32KB can be used in Step 12
in order to support a maximum volume size of 128TB for the
cache drive.

Figure 18.16 — Results
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Step 17: Now that the disks have been added on Node 1, we can login
into the Windows disk management on Node 2 and verify the disks are
visible. First, login to the Windows Desktop on Node 2. Right-click on the
Windows Start Menu located at the bottom left of the screen and enter
'Run'. Click on the ‘Run’ option under Apps. In the dialogue box following
the 'Open:' tag (Figure 18.17.1), enter 'diskmgmt.msc' to access the
Disk Manager.

Figure 18.17 — Windows Disk Management

Type the name of a program, folder, document, or Intemet
rescurce, and Windows will open it for you,
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9 Thes task wall be created with adrminestratve privileges.

Cancel Browse...

Step 18: In the Disk Management window, scroll down to view that the
two hard disks are visible (Figures 18.18.1 and 18.18.2). Note these disks
are offline as they are controlled by Node 1.
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Step 19: In the Disk Management window, right-click on Disk 3 and
change the disk to ‘Online’. The disk name will change to ‘Witness’.
Right-click on Disk 4 and change the disk to ‘Online’. The disk name will
change to ‘Shared Cache (E:)’. Right-click again on Disk 3 and change
the drive letter to ‘G:’.

Step 20: In the Disk Management window, right-click on Disk 3 and

change the disk to ‘Offline’. The disk name ‘Witness’ and status will no
longer be visible. Right-click on Disk 3 and change the disk to ‘Offline’.
The disk name ‘Shared Cache (G:)’ and status will no longer be visible.

Step 21: If necessary, expand the size of the database disk, drive D:
Refer to the VM Deployment Guide Chapter 2 for the details.
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