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Introduction

The objective of the Hitachi Content Platform Gateway (HCP Gateway) is
to enable organizations to intelligently manage data which is stored on the
Hitachi Content Platform. The HCP Gateway enables applications and
user access to cloud/object storage via legacy file systems protocols. The
HCP Gateway also helps organizations manage data, protect data and
help organizations comply with governance and compliance rules and
regulations including immutability, retention, legal hold, data integrity,
chain-of-custody, and data disposition.

The HCP Gateway software provides data management with easy access
to data for users/applications, independent of what access protocol or
storage system is used. By separating the data access from the data
storage, HCP Gateway enables IT administrators to manage the data (for
example, move data to new storage locations) without impacting
user/application access, which provides tremendous flexibility. The Policy
engine in HCP Gateway automates processes and reduces IT
administration and cost.

The key benefits of HCP Gateway are:

Help organizations meet compliance and governance requirements
Meet retention and auditing requirements

Security and isolation features to keep data safe

Simplifies file system administration by eliminating backup
Increases efficiency by using policy-based automation

Reduces costs by enabling low-cost private cloud storage
Reduces risk with encryption

Enables transition from legacy storage to cloud or object storage

HCP Gateway is licensed software and cannot be used without a valid
license key from Hitachi Vantara.

This document will cover the administration of HCP Gateway. If there are
questions or topics not covered, contact Support.

WARNING:

Do not cut and paste text from this document directly into a
Windows or Linux HCP Gateway server. It is required to first
copy the text to a Windows Notepad to remove any
formatting, before copying from the Windows Notepad to the
final destination.
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Documentation Conventions

The following conventions are used throughout this manual to represent
specific types of information.

All images, diagrams, or drawings are listed as Figures in the following
format:

Figure X.Y.Z - Description
X = Chapter of document
Y = Sequence number for each Figure in a Chapter

Z = Callouts inside a Figure (these are represented by small numbers
inside red circles)

Figure 2.1 - Example

o Mode | Read/Write

Read-Only
WORM

o Apply Cancel o

2.1.1 — Select File System Mode
2.1.2 — Read/Write option

2.1.3 — Apply setting to share
2.1.4 — Cancel selection

WARNING:

Precautionary note in a box.

NOTE:

Commentary or additional information need on the topic.

Action Buttons

Below is a list of ACTIONS that can be performed on the GUI page:

E Browse to location other than Default location

Login
Login to application
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f» Logout
- Logout of Application

Start
Start a new process such as Audit
Stop
Stop the current process
Apply )
Apply changes to current setting
Cancel
Do not apply changes to current setting
Add
Add something like user or share or storage
TEST )
— J Test connection
/

Edit setting

Delete setting

Refresh displayed information

m_ Turn a setting ON or OFF
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Pre-Installation Planning

HCP Gateway is a software appliance that includes:

Virtual File System (filter driver)

Operating System (Debian Linux OS or Windows Server — license not included)
Database (Maria DB)

Management Console (WildFly provides Webserver interface)

Core code (C++)

Many of the HCP Gateway features are enabled and tracked using an
internal database. It is critical for data protection to backup this database
outside of the data storage device. The HCP is the recommended choice
for a backup target. The HCP Gateway application includes a database
and configuration file backup utility for ease of use. If you want to use a
different backup utility/application, contact Support to discuss your plans.

HCP Gateway supports several options for storage including local
storage, network storage and cloud storage. Local storage is anything that
the host OS can access, which could include local disk, iISCSI, SAN,
network drive using a UNC path, etc. HCP Gateway supports NFSv3,
NFSv4, SMB, and SFTP access to data. Do not use the cache drive for
local storage, add a separate drive for local storage.

HCP Gateway has a default 100GB license key for demo purposes. Any
capacity above 100GBs requires a production license key. Starting in
HCP Gateway version 4.1.3, the License Key is generated based on a
digital fingerprint of the server that is running the HCP Gateway. Make
sure that a Fixed IP address is used, otherwise HCP Gateway will not be
accessible after a reboot.

Shares cannot be created unless the HCP Gateway system has available
Storage configured to hold the content.

Note that the Windows HCP Gateway will auto-negotiate TLS with the
storage system starting from 1.2 and if both the Gateway and storage do
not support 1.2, then the Gateway will revert to TLS 1.1 and then to TLS
1.0 until both Gateway and storage both support the same version. The
Linux HCP Gateway will not auto-negotiate TLS version and is configured
for 1.2 in the Linux OS.

If you elect to run HCP Gateway in an environment that is not explicitly
supported then your maintenance agreement may be terminated and the
support team will only provide limited help.

Deployment Options

The first decision is what access protocols are required for client and user
access? The answer will determine what OS configuration will be used:

NFS only — Linux Debian Server 10.x
SMB only — Microsoft Windows Server 2016 and 2019 Standard or higher

If you are unsure about your future requirements for protocol access,
consult Hitachi Vantara to discuss the options and requirements.

Hitachi Content Platform Gateway Administration Guide Page 8



The HCP Gateway is distributed as either an appliance, VM, or Software

only image.

e Appliance

HCP Gateway software is pre-installed on a Hitachi physical server at the Hitachi

Distribution Center.

e VM

HCP Gateway can be installed on a virtual machine (VM). HCP Gateway supports

the following VM hosts:

o VMWare ESXi version 6.5 or higher

Network Ports

NOTE:

LACP is supported with HCP Gateway networking. Verify that
the latest versions of the Intel Chipset and NIC drivers are
installed.

Protocol Port

HTTPS 28443,8000

Wildfly Admin 9990 (internal only)
RDP 3389

MySQL 3306

CIFS 445,137,138,139,145
NFS 111,2049
SFTP/SSH 22

End-User Restore Client 9090

S3 443

iSCSI 860,3260

Active Directory 389,686,9389
Windows Failover Cluster Service 3343

RPC 135

Windows Cluster Administrator 137

Hitachi Content Platform Gateway Administration Guide
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Database Management

Managing the HCP Gateway is easier with a GUI SQL interface.
Applications that can be used include: DBeaver, HeidiSQL, or MySQL
CLI. The documentation references HeidiSQL by name, but any of the
applications listed above can be used. HeidiSQL and DBeaver are not
included due to distribution limitations associated with its Open Source
license but can be downloaded and installed during Gateway setup. For
Linux, you can install the software on a separate Windows client.

Database Replication

Replicating the database to another Gateway(s) provides the ability to
access customer data when the primary Gateway is not available. Refer
to the Hitachi Content Platform Gateway Multi-Node Replication Guide for
details on the features and configurations available. The most common
configuration is a 2-node master to master configuration, but only 1 node
can be active at a time. If the primary Gateway is not available and files
are written to a replica Gateway, contact Hitachi support for assistance
when failing back to the primary Gateway. It is recommended to turn off
the Windows SAM VFS and Wildfly services on the non-active node(s).

When using a Server Mode Copy or Tiering policy where the cache is not
shared between the Gateways, the file metadata will replicate
immediately, but the file content will not be available on the replica
Gateway(s) until the file content is written to the storage on the HCP.

Disk Setup and Management

The configuration of disks in the HCP Gateway documentation is written
for normal use cases. As a reminder do not delete any folders, or files on
the D: and E: drives in Windows and the /archive, /var/lib/mysql and
[/storage filesystems in Linux.

Do not use the cache drive, which is E: drive in Windows or /storage in
Linux for additional copies of data on local Gateway storage.

Do not put the Windows page file or the Linux swap file on the cache
drive (E: drive in Windows or /storage in Linux) or the database drive (D:
drive in Windows or /var/lib/mysql partition in Linux).

For Local Gateway Storage, add another drive, F: drive in Windows or
mount another disk in Linux as /storage/local (used for additional copy of
the data on HCP Gateway server that is separate from the cache).

WARNING:

If you add an additional disk to the HCP Gateway for local
storage after copying files to the HCP Gateway, you will need
to move the files on the local storage to the new storage.
When adding another drive for the local storage, in Windows,
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create a Storage folder on the additional drive and add that as
the Local Storage in Chapter 9. In Linux, mount another disk
to /storage/local.

Quotas

Quotas on HCP Gateway are supported in Windows, but are not
supported in Linux.

Data Migration

If there is existing data to be migrated to the HCP Gateway there are a
few key considerations:

e Only write to Shares and Exports presented, do not write directly to local drives (such
as E:, G: in Windows or /archive or /storage in Linux) on the HCP Gateway.

e Despite its popularity, Robocopy has known issues working with HCP Gateway that
can result in corrupted data, hence we highly discourage the use of Robocopy.

Hitachi Content Intelligence

Pay special attention to permissions management prior to starting the migration.
Follow the instructions in the Access and Permissions Management section below.
e If the Share is configured with Retention and data needs to be validated prior to
being committed, consider using a longer grace period in the Retention policy, so the
files can be hash validated by the migration application and recopied if needed
before the files are locked under Retention.

o We suggest considering these migration tools:

o DataTrust Copy2HCPG (C2HCPG) - requires a paid license to use
e Quest SecureCopy

e GuruSquad RichCopy 360

e Hitachi CMT

[ ]

[ ]

Access and Permissions Management

There are two areas to consider when managing permissions on HCP
Gateway. The first is access to the HCP Gateway Ul. Typically, this is
managed in Active Directory (see Chapters 8 and 27 for details) or users
can be configured locally on the HCP Gateway.

The second is the ACLs (only in Windows) and Access Permissions (in
Windows and Linux) on the exposed Shares. When using Windows,
configure the inheritable ACL permissions at the top the share before
creating any folders or files, by accessing the share on the HCP Gateway
in Windows File Explorer using \\localhost\share and then right-clicking in
the white space of the share and selecting Properties -> Security. Make
sure the inheritable permissions include a Full Control ACL for the user
that is configured in the sam.account parameter in
C:\SAM\etc\sam\sam.properties and that the SAM VFS service is
running as the same user. The default user is the local SYSTEM account.

Hitachi Content Platform Gateway Administration Guide Page 11



Refer to Step 16 in Chapter 18 HCP Gateway Software Upgrade for
more details.

VMWare VMotion

Using VMWare VMotion with HCP Gateway or any other application that
will pause the Gateway will likely cause corruption in the MariaDB
database on the Gateway.

Applications that scan the database or filesystems

Using applications that scan the database or filesystems or pause the
database on the Gateway, such as Eracent, Splunk, Puppet, Sophos,
Nessus, Qualys Cloud Security Agent, Configuration Management Client,
Snow Inventory Agent, Rubrik Backup Agent, CynetEPS, NSClient++
Agent, Windows Defender are known to cause the shares to go offline on
the Gateway. Please follow the instructions in Chapter 20 Anti-virus
Scanning in the HCP Gateway Administration Guide for instructions on
how to configure these applications so they do not interfere with the
operation of the Gateway.

HCP Gateway Logins and Passwords (default):

It is highly recommended that default password for the HCP Gateway Ul
admin be changed for security reasons. The person doing the installation
will have to manually reset the default passwords, required by law in the
State of California (USA). For Windows, a PowerShell script is provided to
assist in this process to reset the HCP Gateway Ul admin password.

HCP Gateway Ul / Management Console:
Username: admin

password: admin

Windows OS Administrator:
Username: administrator

password: <set by the person who installed the HCP Gateway>

Linux OS Administrator:
Username: vault

password: Organic

WildFly Administrator / Console Administrator (for Upgrades and
Maintenance — deploy Ul war file):

Username: admin
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password: Organic (Linux) or Organ1c@HV (Windows)

How to manually reset the HCP Gateway Ul admin
password

Step 1 — Open a Windows PowerShell prompt running as Administrator
and change directory to C:\SAM\ps (Figure 3.1.1). Issue the command

AsetRunOnce.ps1 (Figure 3.1.2). Select the Windows Start button and

restart the HCP Gateway. After the HCP Gateway reboots, a prompt will
appear to change the Ul admin password.

Figure 3.1 — Change HCP Gateway Ul admin password

EX Administrator: Windows PowerShell

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

inistrator> cd \SAM\ps m

\setRunOnce.psl |2 !

Step 2 — A popup window will appear (Figure 3.2) click OK to start the
process to reset the Gateway Ul Admin password.

Figure 3.2 — Reset password

The HCP Gateway UlfAdmin account password must be set. You will be
prompted to enter the password twice.

Step 3 — Enter a new Ul Admin password (Figure 3.3.1) that will be used
to log into the HCP Gateway Ul. Then click the OK button.

Figure 3.3 — Enter New Ul Admin password

[Enter a new U 'adein’ password

Lser name: 1 utadmin

Y

o 10 ool
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Step 4 — Verify the Ul password (Figure 3.4.1) by re-entering it. Then click
the OK button.

Figure 3.4 — Re-Enter New Ul Admin password

Windgws PowerShell credential request. 4 =
u" 3
e

ReEnber the new LI "admin’ password
Lser rame: 1 utedmn
Password: |
=
Note:

If the passwords do not match, the Change password popup
screen will not advance. If you do not remember the original
password the only way to fix the issue is to cancel the
Windows PowerShell credential request and restart the
PowerShell change password process.

WARNING:

Secure all passwords. If passwords are forgotten or lost you
must contact Hitachi Vantara support for assistance.
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HCP Gateway Login

Access to the HCP Gateway Management Console is via a web browser
over HTTPS. In your browser window, type the IP address or DNS name
followed by : 28443/hcpg (e.g., https://192.168.1.10:28443/hcpq). If
logged into the HCP Gateway, there is a shortcut on the desktop for the
HCP Gateway Ul.

Enter admin in the username (Figure 4.1.1) and enter the password
(Figure 4.1.2), select the Locale (Windows only) (Figure 4.1.3) pulldown
and choose the locale that matches the locale setting for your OS, then
select Login (Figure 4.1.4) or press the enter key.

The Linux version of HCP Gateway does not have a Locale (Figure 4.1.3)
menu.

If the HCP Gateway Ul is configured to use Active Directory (see Chapter
8), when logging in with an active directory user account, you do not need
to enter the domain name, just the user account name.

Figure 4.1 — Login

Hitachi Content Platform Gateway

& Usermame o
& Password o
Locale English (United Sta o
Login o
NOTE:

For security reasons the system default passwords should be
changed and the new passwords stored securely.

When doing VM deployment, upon first login to the HCP Gateway
Windows Operating System, the default HCP Gateway Ul admin
password will need to be changed, after which the system will reboot.

For non-VM deployments, the default passwords will need to be changed
by running the PowerShell script and setting a registry entry, then reboot
the HCP Gateway system, and then login to Windows OS as
Administrator. Please refer to the Changing the Password section in the
next chapter.

To exit the HCP Gateway Management Console, click on Logout (4.2.1).
Figure 4.2 - Logout
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Getting Started

Summary of the steps required to configure the HCP
Gateway system

Changing the Ul Admin Password (applies to VM deployment during the first login to
the Windows Operating System)

Setup and configure HCP and/or HCP for Cloud Scale object storage for use with
HCP Gateway

Configuration — Verify network interfaces

Configuration — Add license key

Storage — Add Storage and configure Storage Group

Policy — Create policies

Shares — Create and configure shares

Shares — Make shares active and give access to Users and Applications
Operations — Configure backup schedule

Configure Antivirus scanning

Configure Windows OS Time zone

HCP Gateway Management Console

Navigation is achieved by selecting options located in a column on the left
side of the page (Figure 5.1). Selecting a topic can be done by using a
mouse and clicking on it. The default page is the summary page which
displays summary information on Shares and Storage.

Summary — List of Shares & storage, with statistics

Shares — Create & manage Shares and settings

Storage — Add and manage Storage options

File Explorer — Like MS Explorer, admin view of shares, versioning files, Legal Hold,
Privileged Delete, Delete file copy from Local Storage, Copy Files to Cache

Events — Operational, Warnings and Errors, such as when an internal operation
starts or stops

Logs — Information, Warning or Error messages

Reports — Run and download reports

Policy — Create & manage Policies

Operations — Gateway Backup and Restore, Delete on Storage, Cache Management
Support — HCP Gateway version information and contact info

Configuration — License, Network, Email, Active Directory, General, Users and
Properties

Figure 5.1 — Main Menu
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Shares
Storage

File Explorer
Events

Logs
Reports
Policy
Operations
Support
Configuration

The Operations and Configuration web pages contain subsections which
are displayed in tabs across the top of the page (Figure 5.2.1).

Figure 5.2 — Secondary Menu

License Network Email Active Directory Genefal Users Propefties o

Summary
Shares
Storage

File Explorer
Events

Logs
Reports
Policy
Operations
Support

HCP Gateway Configurations settings in
C:\SAM\etc\'sam\sam.properties

This section will explain the parameters used to configure the HCP
Gateway Ul, internal HCP Gateway Ul Backup, MariaDB access and SAM
VFS Filter Driver. Do not change any of these parameters unless
instructed in the HCP Gateway Software Upgrade, HCP Gateway
Database Replication, HCP Gateway Cluster guides or by HCP Gateway
Support.

Here is a sample version of the parameters (Figure 5.6)

Figure 5.6 — Sample C:\\SAM\etc\sam\sam.properties file
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;=-,_" *CASAM\etc\sam'\sam.properties - Notepad++ [Administrator]

File Edit Search View Encoding Language Settings Tools Macro Run Plugins Window 7

= —

o B il h 2 g 2 BE=S EDEDE

=l sam propertes £1

sswords=0gi3vyJNMR+1HBFCWhydEg==
ort=3306
rogram="C:\Program Files\MariaDB 10.4\bin\mysql.exe"

g=0gi3vyJNMR+1HEFCWhydEg==

The parameters that start with backup. (2-12) are updated when the HCP
Gateway Backup is configured in the HCP Gateway Ul Backup page. Do
not change any of these settings in this file unless directed by HCP
Gateway Support.

binlog.folder (13) - the location of the binary transaction logs used by the
MariaDB database.

binlog.name (14) - the prefix name of the binary transaction logs used by
the MariaDB database. When using a set of HCP Gateways with
database replication or a clustered set of HCP Gateways, the number in
the name will be different on each node.

cluster (15) - When using a clustered set of HCP Gateways, the value will
be 1. When using a standalone HCP Gateway or a set of HCP Gateways
with database replication, the value will be 0.

cluster.access.ip (Not shown) - When using a clustered set of HCP
Gateways, enter the the IP address of the Cluster Role that contains the
SAM VFS service.

data.folder (16) - the location of the HCP Gateway MariaDB database
that contains the metadata information for the files on the shares on the
HCP Gateway.
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database.binlog (17), database.dump (18), database.program (23) -
the location of the MariaDB database programs used by the HCP
Gateway.

database.ip (19) - the IP address or FQDN of the location of the MariaDB
database, recommended to set this to 127.0.0.1 when the database is on
the Gateway, so it will use IPv4.

database.name (20) - the name of the MariaDB database used by the
HCP Gateway.

database.password (21) - the encrypted password for the user sam that
is used by the SAM VFS service to connect to the MariaDB database
used by the HCP Gateway.

database.port (22) - the TCP port used to connect to the MariaDB
database.

database.root.password (24) - the encrypted password for the user root
that is used by the SAM VFS service to connect to the MariaDB database
used by the HCP Gateway.

database.username (25) - the username used by the SAM VFS service
to connect to the MariaDB database used by the HCP Gateway.

letter (26) - the drive letter for the cache drive, E:\ for a standalone or an
HCP Gateway node in a replication set, G:\ for an HCP Gateway cluster
node.

registry.shares (27) For a single standalone HCP Gateway, add the line
registry.shares=yes. This will configure HCP Gateway to look in
Windows Registry for the share configuration.

For a clustered pair of HCP Gateways with a shared cache, add the line
registry.shares=yes to both nodes of the cluster. This will configure HCP
Gateway to look in Windows Registry for the share configuration.

When using database replication with or without cluster, on the active
node, add the line registry.shares=yes. On all of the other nodes that do
not have a shared cache with the active node, add the line
registry.shares=no. When using database replication without a shared
cache, only 1 node can have this parameter set to yes.

IMPORTANT NOTE:

When using more than 1 HCP Gateway with database
replication or more than 1 clustered pair of HCP Gateways,
when the HCP Gateway active node is not available and the
replica node becomes the active node, change the
registry.shares parameter from no to yes on the new active
node and restart the SAM VFS service. When the original
active node then becomes available again and is promoted to
the active node, change the registry.shares parameter from
yes to no on the new passive replica node and restart the
SAM VFS service.
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report.dir (28) - the drive letter for the HCP Gateway reports created in
the HCP Gateway Ul Reports page.

sam.account (29)

The default setting is to use the local System account, set
sam.account=SYSTEM.

If there is a domain service account that has access to all of the files on
the Gateway, use that account for the sam.account parameter in the
C:\SAM\etc\sam\sam.properties file.

IMPORTANT NOTE:

If the sam.account parameter is not added to the
C:\SAM\etc\'sam\sam.properties file, then the SAM VFS
service will not start and an error “sam.account setting is
missing in configuration file” will be entered into the
C:\SAM\var\log\sam\log-0.txt file.

server.id (30) - when using database replication with or without cluster,
each HCP Gateway node needs to have a unique server.id. Generally In
a pair of HCP Gateway nodes in a replication set, the active node will
have server.id=1, the passive node will have server.id=2. Refer to the
HCP Gateway Database Replication and HCP Gateway Cluster Setup
Guides for additional information.

server.ignore (Not shown) - when using database replication without
cluster, on each HCP Gateway set server.ignore=0. When deploying a
cluster with a shared cache and only 1 node will be active at a time, set
server.ignore=1 on each HCP Gateway.

server.ip (31)
The default setting is 127.0.0.1.
The valid values are a valid host IP address, localhost or 127.0.0.1.

Used by the HCP Gateway Ul and SAM VFS Filter Driver for any local
services or sockets. Thrift clients can use this to connect to the local Thrift
service. Only need to change from the default when recommended by
HCP Gateway Support.

NOTE:

Only IPv4 addresses are supported. If both IPv6 and IPv4 are
enabled on the server, do not use "localhost" for thrift.ip or
server.ip.

thrift.ip (32)
The default setting is 127.0.0.1.

The valid values are a 127.0.0.1, valid host IP address or localhost.
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If this value is not set to 0.0.0.0, then the server.ip and thrift.ip
parameters must have the same value.

Used internally by the HCP Gateway Ul and SAM VFS Filter Driver Thrift
Server to listen for requests from the specified IP addresses. Only need to
change from the default when recommended by HCP Gateway Support.

NOTE:

Only IPv4 addresses are supported. If both IPv6 and IPv4 are
enabled on the server, do not use "localhost" for thrift.ip or
server.ip.

ui.locale (33) - the locale setting for the Gateway Ul which should match
the Ul locale of the Windows OS.

zip.program (34) - the location of the 7zip compression program used by
the HCP Gateway Ul Backup.

Hitachi Content Platform Gateway Administration Guide
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Recommended Best Practices and HCP / HCP
for Cloud Scale Settings

Supported Versions

HCP Supported Versions

e HCP8.x
e HCP 9.1 or later

HCP for Cloud Scale Supported Versions

e HCP for Cloud Scale 2.3 or later

IMPORTANT NOTE:

When using encryption and/or compression on HCP
Gateway, it will not be possible to read the file content directly
from the HCP namespace or HCP for Cloud Scale bucket.
The only way to read the file content is through the HCP
Gateway.

Recommended Best Practices

o Server Mode — use COPY policy to ensure data is always stored and protected on
HCP system and a copy is kept on the cache of the HCP Gateway.

o S3v4 Payload Signature — enabling the S3 v4 payload signature will have some
performance impact. If required in the customer environment, enable it on the HCP
for Cloud Scale or the HCP. HCP Gateway can be configured to use the Amazon S3
signature authentication policy when communicating with the HCP storage system.

e Encryption with HCP- please use data encryption in either the HCP Gateway or
HCP storage, but not in both. If encryption is needed, we recommend enabling
encryption in the HCP storage, since the HCP has more resources than the
Gateway. Enable on the Gateway only if using a local Storage and need encryption
on the files on the local storage. The Gateway uses the industry standard AES-256
encryption algorithm.

e Compression with HCP — please use data compression in either the HCP Gateway
or HCP storage, but not in both. If compression is needed, we recommend enabling
compression in HCP Storage, since the HCP has more resources than the Gateway.
Enable on the Gateway only if using a local Storage and need compression on the
files on the local storage. The Gateway uses the industry standard LZW (Lempel-Ziv-
Welch) compression algorithm.

o Deduplication with HCP - the Gateway deduplicates at the share level, the HCP
deduplicates at the HCP level. Use Gateway deduplication when using more than
one Storage in the Storage Group, otherwise use deduplication on the HCP.
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o Compression, Encryption and Deduplication (HCP for Cloud Scale) - If required,
enable Compression, Encryption and Deduplication on the HCP Gateway share,
as these settings are not available on the HCP for Cloud Scale buckets. Note that
Deduplication is not available on a share on the HCP Gateway when the share is
configured with an HCP for Cloud Scale storage using File Path storage.

NOTE:

Enabling Compression and Encryption at the Gateway level
will have a performance impact and will increase the CPU
load and RAM usage of the system.

e Privileged Delete - HCP Gateway Privileged Delete is NOT supported with HCP for
Cloud Scale buckets since the HCP for Cloud Scale Retention is in Compliance
mode and the HCP for Cloud Scale is not able to delete files until the Retention
Period on the file expires. HCP Gateway Privileged Delete is supported with HCP
namespaces.

o Metadata Replication — use HCP Gateway Database Replication

o Data replication — For HCP, use HCP Active/Active replication. For HCP for Cloud
Scale, use HCP Gateway Storage Group to write to multiple HCP for Cloud Scale
clusters.

¢ GPT format for database D:, cache E: and local storage F: drives — please use
GPT format for the D:, E: and F: drives to permit the Microsoft Windows file system
to be larger than 2TB on those drives.

e Active Directory Setup - HCP Gateway can integrate with one Microsoft Active
Directory server to utilize AD users, groups, and permissions. The HCP Gateway Ul
is used to configure AD access for the Management Console Ul only.

Separately, you will need to use the Windows File Explorer to configure AD access
for the shares, folders, and files.

Local users and Active Directory users cannot be used at the same time in the HCP
Gateway Ul. If using Active Directory users, only the local admin user will remain
enabled in the HCP Gateway Ul, which can be used to access the HCP Gateway Ul
in case the Active Directory server is not accessible.

e Configure Share Permissions - The ACLs and Access Permissions on the exposed
Shares are managed in Windows File Explorer. When using Windows, configure the
inheritable ACL permissions at the top the share before creating any folders or files,
by accessing the share on the HP Gateway in Windows File Explorer using
\\localhost\share and then right-clicking in the white space of the share and selecting
Properties -> Security. In Linux, manage the Share permissions in the Shares page
of the HCP Gateway UL.

e In Windows Server 2019, when setting the Time Zone, if you receive this error
Unable to continue (Figure 6.1), then open a Windows PowerShell running as
Administrator and for this example, set the time zone to US Mountain Standard Time.

Figure 6.1 — Windows error setting time zone
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In PowerShell, enter the command Get-TimeZone -ListAvailable |
where StandardName -like “Mountain*” (Figure 6.2.1). Locate the time
zone Mountain Standard Time (Figure 6.2.2). Enter the command Set-
TimeZone -name “Mountain Standard Time” (Figure 6.2.3). Verify the
time zone was set correctly by entering the command Get-TimeZone
(Figure 6.2.4).

Figure 6.2 — PowerShell set time zone

EX Administrator: Windows PowerShell

> Get-TimeZone | where StandardName

B Hnunf 1
- Mazatlan

g Dd\11uhl Time (Mexico)
eUtcoffset : : : 0
SupportsDaylightSavingTime :

Standard Time @ )
0 Mountain Time (US & Canada)
" andard Time
TightName g in Daylight Time
eltcoffset . ) s - )0
SupportsDaylightSavingTime :

©

00) Mountain Time (US & Canada)
andard Time
( Daylight Time
ﬂutcan,et : ) P -
SupportsDaylightSavingTime : Truu

Hitachi Content Platform Gateway Administration Guide

Page 25



HCP Settings

Best Practices

Encryption — only enable on HCP Storage

Compression — only enable on HCP Storage

Deduplication — enable on both HCP Gateway and HCP storage

Metadata Replication — use HCP Gateway DB replication

Data Replication — use HCP Active/Active Replication for data

Payload Signature — Recommend using S3 V4 signature with HCP storage

Configuring HCP Tenant and Namespace Settings

In the HCP Tenant Management Console, create an HCP Tenant and
Namespace that will be used by the HCP Gateway to store the data and
backups.

HCP S3 Payload Signature Settings

e HCP 9.x supports both S3 v4 signed and unsigned payload.
e HCP 8.x supports both S3 v4 signed and unsigned payload.

HCP Tenant Settings

Authentication Types — Enable both Local and Active Directory Authentication
Configuration -> Namespace Defaults — Enable Versioning

Security —> MAPI — Enable the management API

Security —> Users — Assign Data Access Permissions to the user that owns the
Namespace: Browse, Read, Write, Delete, Read ACL, Write ACL, and Privileged
(Figure 6.3)

Figure 6.3 — Tenant Security for Users
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HCP Namespace Settings

e Assign Owner to HCP Namespace (Figure 6.4.1)

e Versioning — Enable versioning for ALL HCP Namespaces including data and
database backup.

e Retention — Do not set retention (HCP Gateway will pass the retention settings for

each file)

MPU (supported on HCP 8.x or higher) — Enable

Settings —> ACLs — Enable ACLs and Enforce ACLs

Settings —> Optimization — Enable Optimized for Cloud protocols only

Protocols —> HTTP(S) — Enable HTTPS (Figure 6.5.1)

Protocols —> HTTP(S) — Enable HTTP (Figure 6.5.2)

Protocols —> HTTP(S) — Enable REST API (Figure 6.5.3)

a. Select authenticated access only
b. Enable Active Directory single sign-on (if needed)
e Protocols —> HTTP(S) — Enable Hitachi APl for Amazon S3 (Figure 6.5.4)
a. Select Authenticated access only
b. Enable Active Directory single sign-on (if needed)
c. Remember to click Update Settings (Figure 6.5.5) on each screen to save
the changes.

Figure 6.4 - Namespace Assign Owner
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Configure the pruning settings on HCP to meet customer requirements for
how long they want to keep the files on HCP after they are deleted on the
HCP Gateway. When a file is deleted from the share on the HCP
Gateway and the Delete on Storage runs to delete that file off the HCP,
the pruning setting will determine how long the file will remain on HCP
before they are removed by the HCP garbage collection. Also, please
make sure that HCP replication is configured so that when the Delete on
Storage deletes the file off the primary HCP cluster, the HCP replication
will delete the file off the replica HCP cluster.

HCP for Cloud Scale Settings

Best Practices

Encryption — only use on HCP for Cloud Scale

Compression — only use on HCP Gateway

Metadata Replication — use HCP Gateway DB replication

Data Replication — use HCP Gateway Storage policy to write data to multiple Cloud
Scale clusters (from single Gateway)

e Payload Signature — if required in the customer environment, enable and use S3 V4
signature with HCP for Cloud Scale
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e HTTPS — must enable HTTPS for all communication to HCP for Cloud Scale (cannot
use HTTP)

e Deduplication — use on HCP Gateway only if using “UUID” method for S3 Object ID

o If using “File Path” method for S3 Object ID please see note below.

IMPORTANT NOTE:

When using the “File Path” (no name mangling) setting for S3
Object ID creation (in the HCP Gateway Storage Policy and
Share Configuration), the following are required:Disable all
deduplication to avoid Data Loss

1. Disable all deduplication to avoid Data Loss

2. A separate S3 bucket must be created on an HCP for
Cloud Scale for each share on all of the HCP
Gateways at the customer site. Every bucket on HCP
for Cloud Scale at the customer site must have a
unique name. Every share on each HCP Gateway at
the customer site must have a unique Storage defined
in the Storage page on the HCP Gateway that will
read from and write to the HCP for Cloud Scale
bucket created for this HCP Gateway share. Failure to
follow these recommendations may result in data loss
if a user writes a file with the same file system path
and name and different content to more than 1 share
on the HCP Gateway.

3. Do not enable compression or encryption on the HCP
Gateway share using HCP for Cloud Scale storage
because the user will not be able to read the file
content directly from the HCP for Cloud Scale bucket.

HCP for Cloud Scale Settings

Only generate the credentials once on the HCP for Cloud Scale, as each
time the credentials are generated, the old credentials are invalidated.

When using a share on the HCP Gateway with Retention, enable Object
Lock on the HCP for Cloud Scale bucket in order for the HCP Gateway to
lock files under Retention and Legal Hold.

When using a share on the HCP Gateway without Retention, enable
Object Lock on the HCP for Cloud Scale bucket in order for a Legal Hold
to be placed on a file.

Do not enable any settings in the Expiration Lifecycle for any HCP for
Cloud Scale buckets except, it is supported to enable the Delete
incomplete multi-part uploads and configure the number of days until
the upload is aborted, the default is 7.
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Do not set retention on HCP for Cloud Scale buckets, the HCP Gateway
will handle setting the file retention and then removal after the file
retention expires.

Use HCP Gateway database replication to replicate the file metadata on
the files in the HCP Gateway shares to a secondary HCP Gateway.

To write to multiple HCP for Cloud Scale clusters from a single HCP
Gateway, in the HCP Gateway Ul Storage page, add a Storage for each
bucket on each HCP for Cloud Scale and then combine up to 3 Storages
into a Storage Group on the HCP Gateway Storage page. Then use this
Storage Group when creating the share on the HCP Gateway.

HCP for Cloud Scale bucket names cannot have upper case letters.

IMPORTANT NOTE:

When using an HCP Gateway share with retention, the
Privileged Delete feature in the HCP Gateway is not available
because it will not be able to delete a file off the HCP for
Cloud Scale bucket because the HCP for Cloud Scale uses
Compliance mode for retention.

HCP for Cloud Scale Payload Signature Settings

HCP for Cloud Scale 2.3 only supports S3 v4 signed payload.

Hitachi Content Platform Gateway Administration Guide Page 30



HCP Gateway Summary Page

The Summary page is the default starting point or landing page for the
HCP Gateway application. The Summary page consists of two sections:
Shares and Storage (Figure 7.1). Prior to configuring and using HCP
Gateway these sections will be blank. Once HCP Gateway is operational
the objective of the Summary page is to provide a status on each Share
(Figure 7.1.1) and backend storage (Figure 7.1.2). To most effectively
utilize system resources the status page is not dynamic. To update the
status on all of the Shares or Storage select the refresh button (Figure
7.1.3) at the top of each section. To update the status on a single Share
or Storage, select the refresh button (Figure 7.1.4) for that specific Share
or Storage. The date and time in the Refresh column (Figure 7.1.5) are
the last time the status was updated for the Share or Storage.

Figure 7.1 — Summary Page

0
Shares Hame Status Mode Files Size o v
Storage 52 Active Retention 2 0.01 GB
File Explorer
H1 Active Read/ Write T 0.01 GB
Events
Logs m Active Server 1 0.00 GB
Reports Al Active Retention 0 0.00 GB
Policy
Operations Toeal(27)
Support
Configuration Storage 0
Namie Status Type Files Size C
Local ACtive Local 2B 0.01 GB
HCPE124 Active S3IHCP 2578 4004 GB
HCPBEIZS Active SIHCP ] 0,00 GE
C52301-pb-21-1-0l Active HCP Cloud Scale 4 0.01 GB

This section lists the Shares that have been configured in HCP Gateway.
Each row contains the information related to one Share.

o Name of the Share (Figure 7.2.1).

e Status of the Share (Figure 7.2.2) - The Status will be either “Active” or “Off Line.”
Status is Active when the Share is accessible to Users or Applications. The Status is
Off Line when the Share is not visible or accessible to Users or Applications.

¢ Mode of the Share (Figure 7.2.3) - The options are: Read-Only, Read/Write, Server,
Copy, Tiering and Retention. In Read-Only Mode files managed by the Share are
accessible via read operations, but no file updates or new files can be created. In
Read/Write Mode the files in the Share can be read, or overwritten, or deleted and
new files can be written. Server, Copy and Tiering Modes allow the files to remain in
the HCP Gateway cache for fast access and can be read, modified, deleted and new
files can be written. In Retention and Read/Write Modes, the shares can be
configured to allow the files to remain in the HCP Gateway cache for fast access. In
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Retention Mode, files in the Share can be read and new files can be written.

However, files cannot be changed or deleted if the Retention time has not been
passed. In Read/Write mode, files in the Share can be read and new files can be
written. However, files cannot be edited in place, use Save As to save the file to a

new name, but can be overwritten.

File count in the Share (Figure 7.2.4) - shows the number of files in the share.

Size or capacity in the Share (Figure 7.2.5) - shows the total size of all the files in the
share. The minimum size displayed in the GUI is 0.01 GBs. If the total of all the files
in a Share are below this value the GUI will display 0.01 GBs. Note this does not

apply to licensed capacity just GUI display.

The refresh button G (Figure 7.2.6) - To update the info for all Shares, select the
refresh button from the column header (Figure 7.2.6). To update info for a select
Share, select the Refresh button (Figure 7.2.7) for a specific Share. The date and
time in the refresh column show the last time the metrics were updated. The Total
line (Figure 7.2.8) will show the total number of files and the total capacity used for all

the Shares.

WARNING:

The File and Size data are NOT dynamically updated. The
Refresh button must be selected to update the metrics. Note
that if there are tens of millions of files on a share, the share
may become unresponsive while the statistics are gathered

from the database.

Figure 7.2 — Share Summary

Shares

Mame '0 Status 0 Mode 0
52 Active Retention
H1 Active Read/Write
T Active Server

R1 Active Retention
Touslzr) @
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0.00 GE

0.00 GB

1.30GE

This section lists the Storage that is available for the Shares on the HCP

Gateway. Each row contains the information related to one Storage

option.

Name (Figure 7.3.1) — The name assigned to the storage device

Status (Figure 7.3.2) — Active or Not active

Type (Figure 7.3.3) — Type of storage device, Local, S3 HCP, etc.
File (Figure 7.3.4) — The total number of files on that storage device
Size (Figure 7.3.5) — Amount of space used on that storage device
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o Refresh — Used to refresh all Storage information using the refresh button on the
Header line (Figure 7.3.6) or only information for a specific Storage using the refresh
button on that line (Figure 7.3.7). The date and time in the refresh column show the
last time the metrics were updated.

WARNING:

The File and Size data are NOT dynamically updated. The
Refresh button must be selected to update the metrics. Note
that if there are tens of millions of files on a share, the shares
may become unresponsive while the statistics are gathered
from the database.

Figure 7.3 — Storage Summary

Storage
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HCP Gateway Configuration

The Configuration section (Figure 8.1 - Configuration) is composed of 7
topics. To select a topic simply select the desired topic name and it will

turn blue and load in the work area.

8.1 License

Figure 8.1 - Configuration

License Network Email Active Directory General Users

Summary o 9 6 0 6 0

Shares
Storage

File Explorer
Events

Logs
Reports
Paolicy
Operations
Support
Configuration

Below is a list of topics and a brief description of what can be done in

each.
License — EULA, Add License Key (Figure 8.1.1)

Active Directory — Add, configure (Figure 8.1.4)

Users — add and manage users (Figure 8.1.6)

Some Configuration topics such as License and Network are mandatory,

the remaining are optional. Each topic will now be covered.

8.2 License

The HCP Gateway is licensed by managed capacity. All HCP Gateway
Software License keys are generated for a specific server and tied to a
digital fingerprint of the server. On the License page (Figure 8.2.1) select
Fingerprint (Figure 8.2.2) to generate the digital fingerprint (Figure 8.2.3)

for the server. Send the digital fingerprint and total license capacity
purchased to Hitachi Support so they can generate the license key.

Figure 8.2 — Digital fingerprint

Hitachi Content Platform Gateway Administration Guide

General — Cache Management and Unit settings (GBs or TBs) (Figure 8.1.5)

Properties - configure HCP Gateway properties (Figure 8.1.7)

Network — Interfaces (required to be static IP and MAC addresses) (Figure 8.1.2)
Email — required to enable alerts to be sent to Admins or Users (Figure 8.1.3)
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Used Capacity. 5.64G8 Total Capacity. 100.00 GB

Installed License Keys ingerPri II, o

Server FingerPrint: 7518-18A3-BAEC-D4DE-90CA-FEDT-3030-8108 ﬂ

The License page will display both the Used Capacity (Figure 8.3.1) and
Total Capacity (Figure 8.3.2) licensed. Type or paste the HCP Gateway
License key into the box (Figure 8.3.3). Next the Submit button (Figure
8.3.4) must be selected to enter the information into HCP Gateway. If the
License key is valid, it will add the key to the installed keys and adjust the
total License capacity.

NOTE:

If a “License Key invalid” error appears, verify that the Locale
in the HCP Gateway Ul login page matches the Locale of the
HCP Gateway Windows server.

Figure 8.3 - License

License  Metwork Emaill  Active Directory  General  Users

Used Capacity 5,64 GE if) Total Capacity: 100.00 GB )

Uze of thiz software iz subject 1o license terms which may have been agreed
between your crganization and Hitachi Vantara. If none exists, your use is
subject to the Hitachi Vantara Software License Terms available at
hitps:/feww. hitachivantara. com/en-us/company/legal. himl. In either case,
your use is strictly limited use 1o your Entitlement

Input your license key. submit )

L]

Note

If the License key is not valid an error will be displayed
(Figure 8.4.1). If the “License Key invalid” error appears,
verify that the Locale in the HCP Gateway Ul login page
matches the Locale of the HCP Gateway Windows server.

Figure 8.4 -Error License Key
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8.5 Installed License Keys

All License keys are displayed and entered on the Installed License Key
page (Figure 8.5). For demonstration and basic functional testing
purposes a 100 GB default license is provided. As the Used License
capacity approaches the License capacity an administrative alert is
generated. File access will not be impacted when the licensed capacity
has been reached.

Figure 8.5 - Installed License Keys

e Network Email Active Directory General Users

Used Capacity: 5.64 GB Total Capacity: 100.00 GB
—
License Installed License Keys  FingerPrint

Installed Key Type Capacity Delete

DEFAULT Demo 100.00 GB

8.6 Network

Installed Network Interfaces will be displayed in the table (Figure 8.6.1)
Make sure that a Fixed IP address is used, otherwise the HCP Gateway
may not be accessible after a reboot.

Figure 8.6 Network

Imteriace Addeess o Metmask Ganeway WAL Address

Intei(H) 825 T4L Gigakut Netwaork Connectson 106.14.21 L5500 O0-0C- 29 Fi- 28-99

8.7 Email

Enable and configure email in order for the HCP Gateway to send
information or alerts to Users or Administrators. From the email tab select
the check box Enable Email (Figure 8.7.1). Then fill out the remainder of
form and select the Save button.

Figure 8.7 - Email
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Network Email Active Directory General Users Properties

Enable Email v @

SMTP Host 10.6..4.139 £

Use SSL [ 3]

SMTP Port 5 0O

From Address test@hcpg.com o

SMTP Username [ 6 ]

SMTP Password 0 Test @

Distribution List

Error Notifications 0
Waming Notifications 0
All Notifications @

Save .B

SMTP Host - The hostname or IP address of the SMTP server that HCP Gateway
should use for sending alert emails (Figure 8.7.2).

Use SSL - Check this box if the SMTP host is configured for TLS/SSL (Figure 8.7.3).
SMTP Port - Default port is 25 for unencrypted communication or 465 for TLS/SSL,
but check with your email administrator to verify what port is appropriate for your
organization (Figure 8.7.4).

From Address - When HCP Gateway sends an alert email it will use this as it's
“From address”. It is generally a good idea to create a unique email address to assist
in filtering HCP Gateway alerts from other mail (Figure 8.7.5).

SMTP Username - If the SMTP host requires authentication, provide a username
here, otherwise leave this field blank (Figure 8.7.6).

SMTP User Password — If the SMTP host requires authentication, provide the
password for the username here, otherwise leave this field blank (Figure 8.7.7).
Distribution List Error Notifications — Valid email address and/or distribution list
address to receive Error level event emails. Multiple email addresses can be entered,
separated by commas (Figure 8.7.8).

Distribution List Warning Notifications — Valid email address and/or distribution
list address to receive Warning and Error level event emails. Multiple email
addresses can be entered, separated by commas (Figure 8.7.9).

Distribution List All Notifications — Valid email address and/or distribution list
address to receive Operational, Warning and Error level event emails. Multiple email
addresses can be entered, separated by commas (Figure 8.7.10).

Test - Test if the HCP Gateway can connect to the SMTP host email server (Figure
8.7.11).

Save - Save the configuration and send a test email to the Distribution List(s)
Notification fields with valid email addresses (Figure 8.7.12).
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NOTE:

The first time the test email is sent, if it is not received within a
few minutes, check the SPAM folder of the user the email
was sent to and select to report the email as not SPAM so
that future emails will be received in the user’s Inbox.

8.8 Active Directory setup for Management Console
Users

HCP Gateway can integrate with one Microsoft Active Directory server to
utilize AD users, groups, and permissions. Active Directory 2012, 2016
and 2019 are supported. This page in the HCP Gateway Ul is used to
configure AD access for the Management Console Ul only.

Separately, you will need to use Windows File Explorer to configure AD
access for the shares, folders, and files.

Local users and Active Directory users cannot be used at the same time
in the HCP Gateway UI. If using Active Directory users, only the local
admin user will remain enabled in the HCP Gateway Ul, which can be
used to access the HCP Gateway Ul in case the Active Directory server is
not accessible.

To join Active Directory, select the Enable Active Directory check box
(Figure 8.8.1).

Figure 8.8 - Active Directory

Licenss Metwork Emaal Active Directory

Summary

Shares

Storage Enable Active Directory L]

File Explorer 0

Everns

Logs 6'

Reports '0‘

Palicy

Operations a‘

Support

Configuration (5]
0o
Lo ]

@ save

WARNING:

AD can be confusing if you are not familiar with it. Contact
your AD administrator and get their assistance with getting
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the correct user, group or service account and credentials. If
you are part of a large organization also request which
Search Base to use.

IMPORTANT NOTE:

The HCP Gateway AD configuration will only use objects that
are in the level immediately below the Search Base.

Use SSL Select this box to use secure Active Directory (Figure 8.8.2). Refer to
LDAP authentication to Active Directory via SSL certificate
chapter for more information about how to configure Active Directory
with SSL.

Upload certificate Only use this option if the Use SSL box is selected. Browse to the
location where the secure client certificate is located, highlight the
certificate and select the Upload button (Figure 8.8.3).

Domain The name of the Active Directory domain you wish to join. Depending
on the version of Windows AD server you are using this may need to
be the short name, i.e., domain name, or long name, i.e.,
domainname.com or domainname.local (Figure 8.8.4).

Host The IP address or host name of the AD server (Figure 8.8.5).

Port The port used to connect to Active Directory. For non-SSL the default
port is 389, 0 can also be used and should find the appropriate port.
For SSL, port 636 is the default (Figure 8.8.6).

Search base The path that contains the Active Directory users and groups. Be sure
to set the correct Port (Figure 8.8.6) before selecting the Browse
button.

Gateway AD User Select the Browse button (Figure 8.8.7) to open the Select search

base screen (Figure 8.9). Enter an administrator username in the
User field (Figure 8.9.1) and password in the Password field (Figure
8.9.2), then select the Connect button (Figure 8.9.3) to access the AD
search base. It is advisable to create a special user for this task as
this user is allowed access to the Active Directory Administrator
group. This user only requires read-only privileges; the user will be
used by HCP Gateway to validate login requests and access to the
HCP Gateway Ul. Each OU has a Common Name (CN). Both the
Groups and the users in the Groups for user and admin level access
must be located immediately under the Search Base OU. You will
select the CN entry for the OU where the User and Admin groups are
located.

Search Base OU (CN=Users, DC=dtschdmz,DC=com)
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e Group for user level access (CN=Domain Users, CN=Users,
DC=dtschdmz,DC=com)

e Group for admin level access (CN=Domain Admins,
CN=Users, DC=dtschdmz,DC=com)

IMPORTANT NOTE: For this example, the users Administrator and
Andy Thomson are members of the Domain Admins group (Figure
8.11). The Domain Admins Group and CN's for Administrator and
Andy Thomson are all in the level immediately below the Search Base
(Figure 8.11).

Gateway AD Admin

After selecting the Connect button (Figure 8.9.3) various domain and
configuration information should be displayed in the left pane. Select
the CN entry that lists the OU where the User and Admin Groups are
located (Figure 8.9.4), then select Apply (Figure 8.9.5). The user level
privilege will not have access to modify the HCP Gateway Ul
Configuration page and won’t be able to access the download,
versioning and show deleted files features in the HCP Gateway Ul
File Explorer page.

To add a group with user level access from AD, select the Browse
button (Figure 8.8.8). Select the Connect button (Figure 8.10.1) to
access the AD search. Under the Search Base OU, select the CN
entry for the group that you want to provide user level privileges
(Figure 8.10.2 and 8.10.3). Select the Apply button (Figure 8.10.4) to
save the setting.

To add a group with admin level access from AD, select the Browse
button (Figure 8.8.9). Select the Connect button (Figure 8.11.1) to
access the AD search. Under the Search Base OU, select the CN for
the group that you want to provide admin level privileges (Figure
8.11.2 and 8.11.3). Select the Apply button (Figure 8.11.4) to save
the setting.

Select the Save button (Figure 8.8.10) to save the AD configuration.

Figure 8.9 - Search Base
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SEARCH BASE

User:  administrator o

Password:  sssssssses o Connect o

» CN=Builtin,DCedtschdmz DCe=com
CHN=Computers, DC=dischdmz,DC=com
OUsDaAccess, DCsdtschdmz DCscom
CN=defauliMigrationContainer30,0C=dtschdmz. D
OU=Domain Controllers, DC=dischdmz DC=com
CN=ForeignSecurityPrincipals,DC=dischdmz,DC=c
CN=infrastructure, DC=dtschdmz, DC=com
CN=LostAndFound, DC =drschdmz,DC=com
CN=Managed Service Accounts,DC=dischdmz, DCs
CN=NetappAdm, DC=dtschdmz, DC=com
CN=NTDS Quotas,DC=dtschdmz, DC=com
OU=NYPATes10U, DC=drachdmz,DC=com
CHN=Program Data, DC=dtschdmz, DC=com
QU=Services, DCedischdmz,DC=com

CN=System DC=dtschdmz,DC=com

CNsUsers, DC=dischdme, DC=com

>

5 Je

Figure 8.10 - AD User Group

SEARCH USER
User: administrator Password . sssssssses
» CN=System, DCe=dtschdmz DC=com &

o' CN=Usgers,DC=dvschdmz, DC=com

CHN=Administrator
CN=Allain TDBank

CN=Allowed RODC Password Replication Gro:

CHN=Andy Thomson
CN=Cert Publishers
CN=Chris TDBank
CH=Dany

CN=Denied RODC Password Replication Grou

CN=DnsAdmins
CN=DnsUpdateProxy
CN=Domain Admins
CN=Domain Computers
CN=Domain Controllers
CHN=Domain Guests

w

[ 4 Jre

Figure 8.11 - AD Admin Group
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SEARCH ADMIN
User administrator Password TITTIITY Y Connect o
» CH=System,DC=dtschdmz.DC=com # protie Value
v CN=Users, DC=dtschdmz, DC=com .
» CN=Administrator member CN=Andy Thomson,CH
» CH=Allain TDBank member CH=Tony Chen,CH=Ust
[ =& ]lo 55
CH=Allowed RODC Password Replication Gro R CNaDTS Default Login,
» CH=Andy Thomson
» CM=Cert Publishers member CN=HCPSrv-hcp-dema
¥ CH=Chris TDBank member CN=Administrator,CH=
» CH=Dany
sAMAccountType 268435456
» CH=Denied RODC Password Replication Grou
» CH=DnsAdmins objectClazs top
» CN=OnsuipdatePraxy objectClass group
(3] chepomaingamine |
» CH=Domain Computers SEkTCom x
» CM=Domain Controllers objectCategory CN=Group,CNe=Schem:
* CN=Domain Guests en Domain Admins
» CH=Domain Users
: ara R Tne -214ATARIAIA v
< » € ]
o Apply Cancel

8.12 Cache Management (General Tab)

HCP Gateway has some configuration parameters that are important to its
functioning. On ingest the HCP Gateway saves files to a local cache. All
Shares write data into this common cache. To prevent the cache from
getting full and rendering the HCP Gateway server unusable, it is
important to reserve some space which is done by setting the Cache
Limit (Figure 8.12.1). The default setting is 90% and can be set to any
value between 20% and 95%. Once this value is reached all of the Shares
on the Gateway are put into Read Only mode.

To avoid reaching this threshold and putting the Shares into Read Only
mode, the Cache Watermarks feature can be enabled (Figure 8.12.2).
The role of the High Watermark (Figure 8.12.3) is to release the file
content, which is stored on the Storage(s) in the Storage Group(s), from
the local cache to avoid reaching the Cache Limit. The default setting is
85% and can be set to any value between 20% and 95%. The High
Watermark needs to be lower than the Cache Limit and higher than the
Low Watermark. How much lower is dependent upon how much data is
ingested during peak time. If the peak write rate is 10MB/sec and the
Gateway holds files in cache for 3 minutes or 180 seconds, the minimum
gap needs to be 180 * 10MB/sec or 1.8GBs. Better safe than sorry so
multiple that by a factor of 2-3.

The role of the Low Watermark (Figure 8.12.4) is to stop the draining of
the Cache. The default setting is 60% and can be set to any value
between 20% and 95%. The Low Watermark must be lower than the
High Watermark. If the environment is very active with lots of writes, then
the safe route is to set the Low Watermark at 10-15% below the High
Watermark. Deleting files from Cache is an expensive operation so
smaller gaps will have less impact to writes than larger gaps. The
Watermark Clear option (Figure 8.12.5) is used to select which files to
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release from cache and can be set to "Oldest Create Date", “Oldest
Modification Date” or "Oldest Last Access Date".

IMPORTANT NOTE:

It is required to manually create one index that will be used by
the Cache Management clear option, which is configured in
the HCP Gateway Ul Configuration -> General page and the
Copy file to cache option, which is configured in the HCP
Gateway Ul Operations -> Cache Management page. If you
change one or both of these settings from the setting that was
used when upgrading to HCP Gateway version 4.3.8, then,
from the Windows Start menu, open a MariaDB 10.4 (x64)
Command Prompt and login to MySQL by issuing the
command mysql -uroot -p --ssl SAM (Figure 8.13.1). Then,
if necessary, find the id of each share from the archive table
in the database by issuing the query select id,name from
archive; (Figure 8.13.2). There are 3 options to choose from,
"Oldest Last Access Date" (default), "Oldest Create Date" and
"Oldest Modification Date". Note that adding more than 1
index will reduce performance of the HCP Gateway.

¢ When using the "Oldest Last Access Date" (default),
add the Access Date index to the 1_fs table, for this
example the share A1 which has id = 1, by issuing
the query ALTER TABLE 1_fs ADD INDEX
iAccess(fsid, type, visible, location, accessDate);
(Figure 8.13.3).

o When using the "Oldest Create Date", add the Create
Date index to the 1_fs table, for this example the
share A1 which has id =1, by issuing the query
ALTER TABLE 1_fs ADD INDEX iCreate(fsid, type,
visible, location, createDate); (Figure 8.13.4).

e When using the "Oldest Modification Date", add the
Modify Date index to the 1_fs table, for this example
the share A1 which has id = 1, by issuing the query
ALTER TABLE 1_fs ADD INDEX iModify(fsid, type,
visible, location, modifyDate); (Figure 8.13.5).

Note

If there are tens of millions of files in the share, it may take a
few minutes to add the index to the table and the share may
become unresponsive. Exit the MySQL CLI by issuing the
query exit (Figure 8.13.6). Close the MariaDB Command
Prompt by issuing the command exit (Figure 8.13.7).

NOTE
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In a clustered or replicated set of HCP Gateways, you only
need to add the index to the # fs table(s) on the first node
you upgrade, the changes will replicate to the other node(s).

Some organizations have lots of data and others do not, therefore there is
the option to report metrics in Units of TBs or GBs (Figure 8.12.6). This
metric option can be changed at any time. A GB is calculated as
1024x1024x1024 bytes. Units are traced to two decimal points, so round
up at 0.51. This impacts any metric on Summary Pages, Shares, Storage
and Reports.

The final parameter is the administrative Ul Timeout (Figure 8.12.7).
Select the save button (Figure 8.12.8) to save any changes.

Figure 8.12 - General

Cache Limit 90 % o

Enable Watermarks v o

High Watermark 80 %

Low Watermark 60 %

Units in GB

Watermark clear option Oldest Last Access Date W o

Ul Timeout 30 minutes

ave @

Figure 8.13 — Add fs table index
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B Administrator: Command Prompt (MariaDB 10.4 (x64)) - mysql -uroot -p --ssl SAM

binary distribution

\b and others.

" to clear the current il'lrjll_jt statement.

from archive; @

sid, type, visible, location, :

[;u.;_-] 1C8

MariaDB [SAM]>

B Administrator: Command Prompt (MariaDB 10.4 (x64)) - mysgl -uroot -p --ssl SAM

8.14 Users

HCP Gateway supports the role-based access to “administer” and to
“view” the system. The roles categories are administrator or general user.
A user can view information but not configure, start or stop any
processes. The administrator role (admin) has full control of the HCP
Gateway configuration and operation. An Admin can add users by
selecting the Add button (Figure 8.14.1).

Figure 8.14 - Manage Users
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This action displays a form (Figure 8.15) that needs to be filled out. The
mandatory items are: Username, Password/confirmation, and User level.
The remaining fields are optional.

Figure 8.15 - Add Users

Username: o
Full Name 0
Password: o
Confirm Password

Email: 'o
Locale: English(United States) 0
Alert Level: ERROR 0
Alert time: 1 minute o
User Level: User 0

o Apply Cancel

The requirements for each info box are:

Username — Must be a minimum of 3 and maximum of 256 alpha numeric
characters excluding special characters (Figure 8.15.1).

Full name - If provided it must be a minimum of 3 and maximum of 256
alpha numeric characters excluding special characters (Figure 8.15.2).

Password — Must be a minimum of 3 and maximum of 256 alpha numeric
characters excluding special characters (Figure 8.15.3).

Confirm password — Enter the password again for confirmation that you
entered it correctly (Figure 8.15.3).

Email — Email address or SMS address can be entered here (Figure
8.15.4)

Locale — Default is English, select from pull down (Figure 8.15.5)
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Alert level — Select Alert Level from list: Off, Error, Warning,
Operational (Figure 8.15.6). For a list of Alerts see description in next
section below.

Alert time — Select how often to receive this alert if the issue is recurring
(Figure 8.15.7).

User level — Select from the options in pull down menu. The default
option is User (Figure 8.15.8).

To save the information entered select the Apply button (8.15.9)

Alerts levels from most severe to least are: Error, Warning, Operational
and Off. The user will receive alerts of the selected level as well as all
levels above the selected level. For example, if the user requests Warning
alerts they will also get Error alerts. A description of each is provided in
the table below:

¢ ERROR
Indicates a serious error that occurred during a scheduled operation and that the
process was not able to continue. Possible causes include:
o Target does not exist

o /O error
o database error
¢ WARNING

Indicates an error that does not immediately impact the operation of the system, but
may need attention. Possible causes include retrying a file save to target storage.
e OPERATIONAL
Details about the normal operation of the system. Includes:
o Updates to schedules
o Updates to settings
o Operation start/stop times
e OFF
When this level is selected, the user does not receive any alerts.

8.16 Properties

HCP Gateway has some configuration parameters that are important to its
functioning. Refer to Chapter 5 Section HCP Gateway Configurations
settings in C:\\SAM\etc\sam\sam.properties for a detailed description of
these parameters (Figure 8.16).

NOTE:

Do not change the server.ip (Figure 8.16.1) or thrift.ip
(Figure 8.16.2) unless instructed by HCP Gateway Support.
Both of these fields must have a value before selecting Save
(Figure 8.16.6).

The sam.account (Figure 8.16.3) parameter must match the Log On As
account used by the Windows SAM VFS Service.
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If cluster (Figure 8.16.4) is selected, it is required to enter the
cluster.access.ip (Figure 8.16.5).

On a single or replicated set of HCP Gateways, the SAM VFS service in
Windows Services must be restarted after changing any of these
parameters. On a clustered set of HCP Gateways, the Cluster Role that
contains the SAM VFS service must be restarted after changing any of
these parameters. Note that restarting the SAM VFS service will cause all
of the shares to go offline for a minute or 2.

Figure 8.16 - Properties

HCP Gateway

License  Network Email  Active Directory  General Users Properties
Summary
Shares
Storage serverip 127.0.01
File Explorer
thrift.i 0.0.0.0
Events eip
Logs sam.account SYSTEM
Reports
Policy cluster 4]
Operations )
cluster.access.ip
Support
Note: This setting will take effect after restarting SAM VFS service

save 0O
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HCP Gateway Storage

9.1 Introduction

HCP Gateway can manage data on local, network attached, public cloud
storage and private cloud storage like the Hitachi Content Platform (HCP)
or HCP for Cloud Scale. Before an administrator can create a Share there
must be a place to save the data.

The Storage (Figure 9.1) page is divided into two sections: Storage
(Figure 9.1.1) and Storage Group (Figure 9.1.2).

The Storage section is where physical or virtual devices are added to the
HCP Gateway system and ultimately where the file content will reside.
Storage devices are not exposed to Shares. Shares are configured to
interact with Storage Groups, which consist of one or more Storage
devices.

Figure 9.1 — Storage Tab (menu)

Storage Group a Add
Summary
Shares Hame Starage 1 Storage 2 Storage 3
E .. Losal
File Explorer
Events HCPE124 HCPE124
Legs Local-HCP HCPB124

Reports
Policy test HCPE124 HCP8125

Operations
S [pmmmze  Temewmsa 0000 00000 [0 ]

Configuration

Storage o Add
Hame Status Type HNumber of Files Total Capacity Available Capacity C
Local Active Local 28 100.00 GB 24.52GB 29 C,
HCPE124 Active S3IHCP 2578 NfA NI& 29 C.
HCPE125 Active S3IHCP 0 N/A Nr& 29 &
£523001-pb-21-1-01 Active HCP Cloud Scale 4 NfA N/A 2 ¢

Note that a Storage device provides storage capacity to the HCP
Gateway. A Storage device can be used by one or more Storage Groups.
Similarly, Storage Groups can be used by more than one Share.

The Storage table (Figure 9.2) provides an overview of available Storage
devices. Each Storage device has attributes and metrics. The metrics
include number of files, total capacity, and available capacity. The metric
information is displayed from a point in time. To get the most current
metrics for a specific Storage device, select the refresh button (Figure
9.2.2) on a specific storage device. Alternatively select the refresh button
in the header (Figure 9.2.3) to refresh the metrics for all Storage devices.
The date and time shown in the refresh column indicate the last time the
metrics were refreshed. The Status of Storage can be Active or Inactive.
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Active indicates that the Storage is ready and can be used. Inactive
implies that the Storage is not available for use.

NOTE

If there are tens of millions of files in the storage, the
shares used by the storage may become unresponsive
when calculating the metrics.

Figure 9.2 — Storage Table

Storage
Name Status Type Number of Files Total Capacity Available Capacity
Local Active Local 28 100.00 GB 24.52GB
HCP8124 o Active S3 HCP 2,578 N/A N/A
HCP2125 Active $3 HCP 0 N/A N/A
C52301-pb-21-1-0} Active HCP Cloud Scale 4 N/A N/A

9.3 Edit/Delete Storage

The Storage configuration has only a few settings that can be edited once
it has been used by a Share. Stopping the Share will not change which
fields can be edited.

To edit an existing storage configuration, select the storage name (Figure
9.2.1). A popup form (Figure 9.3) will appear with the current configuration
information displayed. To edit the storage information, select the Edit
settings (pencil icon) (Figure 9.3.1). If the storage has not been used in
a share, you can delete the storage by selecting the trash can icon
(Figure 9.3.2). The Storage Type is not editable (Figure 9.3.3). Select the
Apply button (Figure 9.3.4) to save the changes.

Figure 9.3 — Edit Storage
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Storage Properties | /' |

MName Local

Storage Type o Local
Path F\Storage

Readonly

o Apply Cancel

9.4 Add Storage

To make additional storage available to HCP Gateway, select the Add
button for Storage (Figure 9.6.1). This will open up a pop-up form (Figure
9.4) that must be completed and saved by selecting the Apply button
(Figure 9.4.5).

Each storage option must have a Name (Figure 9.4.1). A name must be a
minimum of 3 characters and less than or equal to 256 characters. The
Type of storage can be selected from the drop-down menu (Figure 9.4.2).
The supported storage type options include: Local, S3 HCP, S3 AWS,
UNC and HCP for Cloud Scale.

If you are using local storage, enter the path to the storage in the input
area (Figure 9.4.3). The default local path in Windows is recommended to
be “F:\Storage”. The default local path is Linux is recommended to be
Istoragel/local. To enable the new storage, select the Apply button
(Figure 9.4.5) or to discard the information in the form select Cancel.

Figure 9.4 — Add Storage

New Storage
Name o
Storage Type Local o
Storage Type l Local l
Path o
Local
Readonly o Path S3 HCP
Apply Cancel Readonly S3 AWS
o UNC
HCP Cloud Scale
1
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WARNING: Do not use the cache drive for local storage, instead add
another disk to the Gateway for local storage. In Windows, do not use the
cache drive, the E: drive, for local storage. In Linux, ensure that
[/storage/local is not on the same disk as the cache, /storage/sam.

9.5 Local Storage

Figure 9.5 depicts the dialogue box for configuring Local Storage as a
storage source. The Name must be a minimum of 3 characters and less
than or equal to 256 characters. The Storage Type will already be filled in
as Local.

In Windows the Path is typically a drive letter followed by a colon and then
the backwards slash followed by the name and is recommended to be:
F:\Storage (Figure 9.5W). The path must exist before you can add it into
HCP Gateway.

In Linux the recommended path is: /storage/local (Figure 9.5L). Ensure
that /storage/local is not on the same disk as the cache, /storage/sam.

Figure 9.5W — Windows - Local Storage

Storage Properties | # |

Hame Local
Storage Type Local
Path F\Storage
Readonly
Bpply Cancel

Figure 9.5L — Linux - Local Storage

Storage Properties /i
Name Local

Storage Type Local

Path /storage/local

Readonly

WARNING: When using the Linux version of HCP Gateway, the Storage
Name should be all lower case and not use spaces or any invalid
characters. Windows versions of HCP Gateway can have spaces in the
Storage Name.

Hitachi Content Platform Gateway Administration Guide Page 52



9.6 Add HCP Storage

Now create the Storage on the HCP Gateway that will use the namespace
on the HCP as the location to store the files.

WARNING: The HCP must be configured prior to adding it as Storage on
the HCP Gateway. Meet with the HCP Administrator and discuss Tenants,
Data Namespaces, Backup Namespaces, and the form in Figure 9.8. In
addition, the HCP “tenant.hostname” and
“namespace.tenant.hostname” name and IP address information must
be entered in either DNS or the local “hosts” file located in the
“C:\Windows\System32\drivers\etc” folder on the HCP Gateway
Windows and “letc/hosts” in HCP Gateway Linux.

In addition, the HCP needs to have the following configuration parameters
set (refer to the HCP Settings chapter for details on the HCP
configuration settings):

e Generate Authorization Token for the owner of the namespace that will provide the
Access and Secret keys to be entered in the Add Storage page, you will find the
“Generate Authentication Token” button in the Security -> Users page of the Tenant
on the HCP. In the Authorization Token, all the text before the “:” is the S3 access
key, all the text after the “:” is the S3 secret key that you will enter in the Storage
page on the HCP Gateway.
Figure 9.6
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Assign an owner to the HCP Namespace

Enable ACLs — Enforce ACLs

Enable “Optimized for Cloud protocols only”

Enable Multipart Upload if using large files

Enable Protocols — HTTP (optional), HTTPS, REST API, and Hitachi API for Amazon
S3

Enable Versioning

In Tenant/Configuration/Namespace Defaults - Enable Versioning

In Tenant/Security - Enable MAPI

In Tenant/Security - Assign Data Access Permissions to the user that owns the
Namespace: Browse, Read, Write, Delete, Read ACL, Write ACL, and Privileged

In the HCP Gateway Ul, navigate to the Storage page (Figure 9.6.1).
Select Add (Figure 9.6.2) in the Storage section of the page.
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Figure 9.6.1 — Add Storage

it Coflusgs F¥e)
STy

T P R thirage I St g 3

— Pk Sy Tygee Peurndeer of Fidet Tozad Cagacinty Avadatis Capscey [ v}

In the “New Storage” window, enter Name (Figure 9.7.1) and select S3 HCP (Figure 9.7.2)
from the “Storage Type” drop down menu. The options vary in the Windows and Linux
versions of HCP Gateway.

Figure 9.7 — Storage Types in Windows

New Storage

Name o
Storage Type l Local |
Path Local o
E
Readonly S3 AWS
UNC

HCP Cloud Scale

The description about each field in the Add Storage page is listed below.

Name — The name for the HCP storage (Figure 9.8.1).

S3 Protocol — Enter the S3 Protocol, HTTP or HTTPS used to connect to
the HCP namespace (Figure 9.8.2). When selecting the HTTPS S3
Protocol, the Verify SSL Certificate of the HCP namespace will be visible
and will automatically be enabled (Figure 9.8.3).

Verify SSL Certificate — Enable or disable whether to verify the SSL
Certificate of the HCP namespace (Figure 9.8.3). Note that this setting is
only available when selecting the HTTPS S3 Protocol (Figure 9.8.2) and
is enabled by default. After upgrading to HCP Gateway version 4.3.8,
check all the S3 storage in the HCP Gateway Ul Storage page to make
sure that all the storage are Active. If any S3 storage is not Active, then
either install a valid certificate on the S3 storage or disable this setting.

S3 Host 1 — Enter the FQDN of the first “tenant.hostname” used to
connect to the HCP namespace (Figure 9.8.4).

S3 Host 2 — Enter the FQDN of the second “tenant.hostname” used to
connect to the HCP namespace (Figure 9.8.5). See additional information
below Figure 9.8.
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S3 Access — Enter the Base64-encoded username for the HCP user
account that owns HCP namespace for this storage (Figure 9.8.6).

83 Secret — Enter the MD5-hashed password for the HCP user account
that owns the HCP namespace for this storage (Figure 9.8.7).

S3 Bucket — Enter the name of the namespace on the HCP for this
storage (Figure 9.8.8).

S3 Request Timeout — Number of seconds to wait before an S3 Request
will time out (Figure 9.8.9).

WARNING: The S3 Request Timeout default is 300 seconds. This will
handle a multi-part upload of a large file in most cases, it's been tested
with 900GB files. However, if you receive “Fail to migrate” warnings in
the C:\SAM\var\log\log-#.txt log in Windows or /var/log/sam/log-#.txt in
Linux, then you may need to increase the timeout.

Multipart Upload — Uploads multiple chunks of a file to the object storage
in parallel for faster writes (Figure 9.8.10). Recommended to leave this
enabled unless otherwise directed by HCP Gateway support.

Signed Payload — Enable or disable the S3 v4 signed payload (Figure
9.8.11) which will have some performance impact when enabled.
Recommended to leave this enabled unless otherwise directed by HCP
Gateway support.

Read-only — Enable only if access to the storage is needed to be read-
only (Figure 9.8.12)

Select the Test button (Figure 9.8.4) to ensure there is network
connectivity to the HCP storage device. If the Test button returns
“Storage inactive”, then check the network and HCP configuration and
resolve any connectivity issues. Once the Test button returns “Storage
Active”, select Apply (Figure 9.8.13) to save the settings or to discard the
information in the form select Cancel. The Apply button will not allow you
to save the Storage if the Test button returns “Storage inactive”.

NOTE:

Ensure that there is an entry in the local hosts file on the HCP
Gateway or a DNS entry for the “namespace.tenant.host”.

Figure 9.8 — Add HCP Storage

Hitachi Content Platform Gateway Administration Guide Page 55



S3 HCP Storage

Name o
Storage Type S3 HCP
53 Enable Enable

$3 Protocol HTTPS o

Verify SSL
v
Ceruficate o

$3Host | O T
S3Host 2 o Test

Active Host Host 1
S3 Access

53 Secret

S3 Bucket

53 Request
Timeout

300 Seconds

Bt et Tt Deacior® ¢ Cpstomaned ie sidest

0000

Mulupart Upload +

Signed Payload v @
Readonly @

@ oy | concel y

In Figure 9.8 the S3 Host 2 field (Figure 9.8.4) was skipped so it can be
addressed appropriately. The primary HCP information was entered as S3
Host 1. If the primary HCP is not available and the HCP replicates data to
a second HCP system, adding an S3 Host 2 entry will make the HCP
Gateway aware of the second HCP for reading and writing files when the
primary HCP is not available. When you enter a value in the S3 Host 2
field, you can then define the Active Host (Figure 9.9.2) as the primary
HCP for reads and writes. You can test the S3 Host 2 connectivity by
selecting the Test button (Figure 9.9.3).

WARNING: If the Active Host is S3 Host 1 and S3 Host 1 fails to
communicate with the HCP Gateway, the HCP Gateway will automatically
fail the Active Host to S3 Host 2. WWhen the S3 Host 1 comes back
online, the HCP Gateway will not automatically fail back the Active Host
to 83 Host 1. When S3 Host 1 is back online, manually change the
Active Host to S3 Host 1.

Figure 9.9 — DR HCP
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9.10 Add HCP for Cloud Scale Storage (Windows only)

IMPORTANT NOTE:

When using the Use File Path (no name mangling) setting
when creating an HCP Gateway Storage using an HCP for
Cloud Scale bucket, a bucket must be created on an HCP for
Cloud Scale for each share on all of the HCP Gateways at the
customer site. Every bucket on every HCP for Cloud Scale at
the customer site must have a unique name. Every share on
each HCP Gateway at the customer site must have a unique
Storage defined in the Storage page on the HCP Gateway
that will read from and write to the HCP for Cloud Scale
bucket created for this HCP Gateway share. Failure to follow
these recommendations may result in data loss if a user
writes a file with the same file system path and name and
different content to more than 1 share on the HCP Gateway.

WARNING: The HCP for Cloud Scale must be configured prior to adding
it as Storage on the HCP Gateway. Meet with the HCP for Cloud Scale
Administrator and discuss Data Buckets, Backup Buckets, and the form in
Figure 9.12. In addition, the HCP for Cloud Scale “hostname” name and
IP address information must be entered in either DNS or the local “hosts”
file located in the “C:\Windows\System32\drivers\etc” folder on the HCP
Gateway Windows and “/etc/hosts” in HCP Gateway Linux.

In addition, the HCP for Cloud Scale and HCP for Cloud Scale buckets
need to have the parameters set as described in the HCP and HCP for
Cloud Scale Settings chapter.

In the HCP Gateway Ul, navigate to the Storage page (Figure 9.10.1).
Select Add (Figure 9.10.2) in the Storage section of the page.

Figure 9.10 — Add Storage
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In the “New Storage” window, enter Name (9.11.1) and select HCP for
Cloud Scale (9.11.2) from the “Storage Type” drop down menu. The
options vary in the Windows and Linux versions of HCP Gateway.

Figure 9.11 — Storage Types in Windows

New Storage

Name o

Storage Type Local |
Path Local

S3 HCP
Readonly S3 AWS
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2

The description about each field in the Add Storage page is listed below.
Name — The name for the HCP for Cloud Scale storage (Figure 9.12.1).

S3 Protocol - It is required to enter HTTPS as the S3 Protocol used to
connect to the HCP for Cloud Scale bucket (Figure 9.12.2). When
selecting the HTTPS S3 Protocol, the Verify SSL Certificate of the HCP
namespace will become visible and will automatically be enabled (Figure
9.12.3).

Verify SSL Certificate — Enable or disable whether to verify the SSL
Certificate of the HCP for Cloud Scale namespace (Figure 9.12.3). Note
that this setting is only available when selecting the HTTPS S3 Protocol
(Figure 9.12.2) and is enabled by default. After upgrading to HCP
Gateway version 4.3.8, check all the S3 storage in the HCP Gateway Ul
Storage page to make sure that all the storage are Active. If any S3
storage is not Active, then either install a valid certificate on the S3
storage or disable this setting.

S3 Host 1 — Enter the FQDN of the “hostname” used to connect to the
HCP for Cloud Scale bucket (Figure 9.12.4). Note that the S3 Host 2 and
Active Host are greyed out, because the S3 access and S3 secret keys
are unique on each HCP for Cloud Scale, so it is not possible to have 2
Cloud Scale hosts in one HCP Gateway Storage. If the HCP Gateway
needs to read and write to more than one HCP for Cloud Scale bucket,
create a Storage in the HCP Gateway for each HCP for Cloud Scale
bucket and add them both to a Storage Group.

S3 Access — Enter the Base64-encoded username for the HCP for Cloud
Scale user account that owns the Cloud Scale bucket for this storage
(Figure 9.12.5).

83 Secret — Enter the MD5-hashed password for the HCP for Cloud
Scale user account that owns the HCP for Cloud Scale bucket for this
storage (Figure 9.12.6).
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S3 Bucket — Enter the name of the bucket on the HCP for Cloud Scale for
this storage (Figure 9.12.7).

S3 Request Timeout — Number of seconds to wait before an S3 Request
will time out (Figure 9.12.8).

WARNING: The S3 Request Timeout default is 300 seconds. This will
handle a multi-part upload of a large file in most cases, it's been tested
with 900GB files. However, if there are “Fail to migrate” warnings in the
C:\SAM\var\log\log-#.txt log in Windows or /var/log/sam/log-#.txt in
Linux, then it may be necessary to increase the timeout.

Multipart Upload — Uploads multiple chunks of a file to the HCP for
Cloud Scale bucket in parallel for faster writes (Figure 9.12.9).
Recommended to leave this enabled unless otherwise directed by HCP
Gateway support.

Signed Payload — If required in the customer environment, enable the S3
v4 signed payload (Figure 9.12.10).

Read-only — Enable only if access to the storage is needed to be read-
only (Figure 9.12.11)

Path Storage — Select UUID to store the objects on the HCP for Cloud
Scale bucket using a unique generated UUID, as is used with HCP
storage. Select Use file path to store the files on the HCP for Cloud Scale
bucket with their existing file paths in the share (Figure 9.12.12). Please
read and understand the IMPORTANT NOTE at the beginning of this
section (Section 9.5) before enabling the Use file path setting.

Select the Test button (Figure 9.12.4) to ensure there is network
connectivity to the HCP for Cloud Scale storage device. If the Test button
returns “Storage inactive”, then check the network and HCP for Cloud
Scale configuration and resolve any connectivity issues. Once the Test
button returns “Storage Active”, select Apply (Figure 9.12.13) to save
the settings or to discard the information in the form select Cancel. The
Apply button will not allow you to save the Storage if the Test button
returns “Storage inactive”.

NOTE:

Ensure that there is an entry in the local hosts file on the HCP
Gateway or a DNS entry for the FQDN “hostname”.

Figure 9.12 — Cloud Scale Storage
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9.13 Add UNC Storage (Windows only)

In order to add a UNC Storage, select Add Storage (Figure 9.6.2) then
select the UNC option from the Storage Type pull-down menu (Figure
9.7.2).

Name — Enter the name for the UNC storage (Figure 9.13.1).

UNC Path — Enter the UNC path with the syntax \\IPaddress\share
(Figure 9.13.2).

Use Alias — This must be selected to use the UNC storage (Figure
9.13.3). The HCP Gateway will add an alias to the local Windows hosts
file C:\Windows\System32\drivers\etc\hosts. Do not make any changes to
this alias.

Username — Enter the username to connect to the UNC path (Figure
9.13.4).

Password — Enter the password for the user to connect to the UNC path
(Figure 9.13.5).

Read-only — Select this option if you want to only enable read access to
the files on the UNC storage (Figure 9.13.6).
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Test — Select the button to test the connectivity to the UNC share (Figure
9.13.7). Note that if the Test button returns “Storage inactive”, check the
network and UNC configuration settings and resolve any issues until the
Test button returns “Storage active”.

Path Storage — Select whether to store the objects on the UNC Storage
using UUID or Use file path (Figure 9.13.8). The default is UUID and
uses a unique generated UUID for each object. Use the file path when
you want the objects on the storage to have the same name as the files in
the share. Use file path is used by the Gateway Ul Backup and when
using a second HCP Gateway as a storage.

To enable the new storage, select the Apply button (Figure 9.13.9) or to
discard the information in the form select Cancel. The Apply button will
not allow you to save the Storage if the Test button returns “Storage
inactive”.

Figure 9.13 — UNC Storage
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9.14 Storage Groups

After the HCP or other storage has been added in the Storage page, it is
time to create a Storage Group. Storage Group allows the HCP Gateway
to write to one, two or three storage targets. You will add the Storage
Group to a share when you create a share. A file is written to the storage
targets in the order they are listed in the Storage Group. On the top part of
the Storage Ul page, select Add (Figure 9.14.1).

Figure 9.14 — Add Storage Group

Hitachi Content Platform Gateway Administration Guide Page 61



Storage Group

Summary
v — Storagel] Storage 2 Storage 3
Local Local
File Explorer
i HCPB124 HCRa) 24
Legs Local-HCP HCP8124
Reports
Palicy Iesl HCPg124 i
Opetaticne £52301:pb-21-1-0) €52301:p8:21-1
o 3 DE = g =1-0
Support . ‘ ’ ’

Enter a Name (Figure 9.15.1) in the form, it must be 3 characters or
longer and less than 255 characters. Then select the down arrow (Figure
9.15.2) in the “Storage 1” box to see available Storage options. If you
want to add a second Storage location, select the down arrow in the
Storage 2 box (Figure 9.15.3), then select a storage from the available
Storage options. If you want to add a third Storage location (Figure
9.15.4), select the down arrow then select a storage from the available
Storage options. Then select Apply (Figure 9.15.5) to save the setting.

Figure 9.15 — Add Storage Group
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HCP Gateway Shares

The Shares are the most critical aspect of the HCP Gateway system and
time should be taken to review the user and application requirements
before configuring a Share. Note that once files are written to a Share, the
Share cannot be deleted until all the files, folders and the file history
records are deleted from the database. If the Share is configured with a
Server Mode Policy or is Read/Write, all the data in the Share can be
deleted.

WARNING:

Do not use the Windows or Linux sharing to share any other
folders on the HCP Gateway. All sharing of the shares MUST
be handled by the HCP Gateway application.

IMPORTANT NOTE:

When adding a share when using a clustered or replicated set
of HCP Gateways, follow the steps in Section 10.2.1 after
creating the share on the active node.

10.1 Shares Menu Page

The Share landing page contains a summary of all the Shares listed in the
order they were created (Figure 10.1). The information related to each
Share is in a row. In the example below the share S2 has a retention
policy, is active and uses the CIFS protocol.

Figure 10.1 — Shares

Share o Add
Summary
m Hame D Archive id ) Policy @) status @ Mode O Protocol @ Action o Subshares o (o] @
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File Explorer
Evenis H1 3 Active Read/Write cifs Stop View &
Logs =
1 5 Tier Active Server cifs Stop View
Reports s cCo
Policy Rl 7 Ret Active Retention cifs Stop View [
Operations
Supor B2 9 Ret Active Retention cifs Stop View C,
Configuration SFTP 1n Active ReadWrite cifs Stop View c,
operations 13 Active ReadWrite cifs Stop View &
test 16 CopyNOW Active Copy cifs Stop View &

Add — add a new share (Figure 10.1.1).

Name — (Figure 10.1.2) must be a minimum of 3 characters and not more
than 256 characters. Review the list in section 10.2 of this chapter for
special characters that are not allowed in the name.
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Archive Id — the id number of the share in the HC Gateway database
(Figure 10.1.3).

Policy — select from the list of configured Policies (Figure 10.1.4)
Status — is either Active or Offline (Figure 10.1.5)

Mode — examples of the mode can be: Read/Write, Read Only, Server,
Copy or other Policy type (Figure 10.1.6)

Protocol — is either CIFS or NFS (Figure 10.1.7)
Action — Start or Stop the Share (Figure 10.1.8).

Subshares (Windows only) — View Name, Path and Access information
about Subshares inside a Share (Figure 10.1.9)

Refresh — Gray button G (Figure 10.1.10) refreshes all shares, otherwise each share can
be refreshed by selecting the refresh button in the appropriate row (Figure 10.1.11).

To view the settings of a Share simply select the “Name of the Share”
(e.g., S2) and a form will pop-up with the current settings. Some Share
settings can be modified and saved, others cannot. For instance, you can
disable the Share, or change the Hash, Compression, Encryption,
Deduplication and Replication settings.

WARNING:

Changes to settings of a Share only apply to new data;
changes are not applied to existing data.

10.2 Add / Configure a Share

To add a Share to HCP Gateway, select the Add button (Figure 10.1.10).
This will open a form in a pop-up window (Figure 10.2W for Windows and
Figure 10.2L for Linux). Check the appropriate Windows or Linux figures
when viewing the settings, as not all the settings are the same in
Windows and Linux and are pointed out below. In this form are the default
settings. To change them simply select the pull-down menu and select a
different option.

Figure 10.2W — Add Share (Windows)
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Figure 10.2L — Add Share (Linux)
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Name — (Required) This will be the Share name. It must be a minimum of
3 characters and not more than 256 characters and may not use any
special characters listed below (Figure 10.2W/L.1).

WARNING: In Windows, the name of the Share will be what users see as
the exposed Share name on the network. Enter a valid Windows Name in
the field (Figure 10.2W/L.1) and an optional description (Figure
10.2WI/L.2).

The following are special characters that cannot be used in a Windows share name:
* (asterisk)

< (less than)

> (greater than)

: (colon)

“ (double quote)
(forward slash)
(backslash)
(

| (vertical bar or pipe)

/
\

? (question mark)

The following share names are invalid:

Hitachi Content Platform Gateway Administration Guide Page 66



CON, PRN, AUX, NUL, COM1, COM2, COM3, COM4, COM5, COMG,
COM7, COMS8, COM9, LPT1, LPT2, LPT3, LPT4, LPTS, LPT6, LPT7,
LPT8, and LPTO.

Description — optional text description for the Share (Figure 10.2W/L.2)
(e.g., Image scans of Reseller agreements).

(Linux only) Share Path — Enter the NFS mount point, for this example,
sharepath. The HCP Gateway will add “/archive” to the beginning of the
path, for example “/archive/sharepath” (Figure 10.2L.13). The
“/archive/sharepath” will be the NFS export for the share.

Storage Group — Select from the list of previously defined Storage
Groups. (Figure 10.2W/L.3).

Share — the default option Yes sets a Share as accessible to users and
applications. The alternative is No and this can be used when setting up
the Share before publishing it or for maintenance reasons (Figure
10.2W/L.4).

Hash — content based cryptographic hashes are used to create a digital
fingerprint for a file that the HCP Gateway can use to verify its integrity
over time (Figure 10.2W/L.5). The options are MD-5 (128 bit), SHA-1 (160
bit) and SHA-256 (256 bit). The higher the bit count the less likely
collisions exist.

Policy — a list of previously defined policies will be displayed on a pull-
down list and one can be selected. If no policies have been created the
list will be empty. If the policy field is left blank, the share will be in
read/write Archive mode. Note multiple policies can be combined during
the Policy configuration, but not here (Figure 10.2W/L.6). Refer to the
HCP Gateway Policy chapter for more details.

Mode — the mode is automatically set based upon the policy, the options
are Read/Write, Read-Only or a Policy type (Figure 10.2W/L.7).

Enable Cache — options are Yes or No (Figure 10.2W/L.8). This option is
not available with a Server Mode Copy, Directory Copy or Combine policy
because the Enable Cache setting is set to Yes automatically and cannot
be changed. Setting this option to Yes (the default) will keep the files in
the cache after writing them to HCP storage. It will also keep files in local
cache after reading them from HCP storage. This provides faster read
performance for future access. If the Cache High Watermark causes the
file to be released from the cache, then when the file is read again, it will
remain in the cache until the cache high watermark releases it from the
cache again. Note that you must Enable Watermarks in the
Configuration -> General page in order for this feature to work, so that
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when the cache capacity reaches the High Watermark, files will be
released from the cache based on the Watermark clear option (see the
HCP Gateway Configuration chapter Section 5 for the details). Setting
this option to No will maintain the current behavior, where files will be
released from the cache for a share in Archive mode and when the
Tiering time is reached in a Server Mode Tiering Policy. After writing the
file to the storage, a sparse file (stub) will be left in the cache and the file
content will only be available on the storage.

Include Retention — a list of previously defined include retention
policies will be displayed, select the include retention policies you want to
apply to this share (Figure 10.2W/L.9).

Compression — can be enabled or not. Compression works well with
some content types, such as text and is not effective with other types
(Figure 10.2W/L.10), such as zip files.

Encryption — to enable encryption, select the Yes option. HCP Gateway
encrypts each file with a unique key. Keys need to be backed up, so
configure the integrated backup in the Operations page or use a 3rd party
backup tool to back up the database (Figure 10.2W/L.11).

Deduplication — Deduplication is limited to the contents of a Share
(Figure 10.2W/L.12). If deduplication is set to Yes then HCP Gateway will
compare the hash of a newly ingested file/object to existing files/objects to
determine if the file/object exists. If the file/object exists then a pointer to
the original file/object will be saved but not the content. Deduplication is
done at a file/object level and this is sometimes also referred to a single
instancing. When you enable Deduplication, you will need to select a
Hash option (Figure 10.2W/L.5).

NOTE:

When using Compression, Encryption and Deduplication
together on a share, the order of operations on a file is
Deduplication, Compression then Encryption. If a file with the
same content is written to the share again, the Compression
and Encryption operations will not run once the HCP Gateway
determines the file is a duplicate.

Privileged — When logged into the HCP Gateway Ul as an admin level
user, select the Privileged (Figure 10.2W13/10.2L.15) option to enable
the users who will be able to use the Privileged Delete (see the
Administrator Privileged Delete chapter for the details) and the Delete
File Copy off Local Storage (see the Delete File Copy off Local Storage
chapter for the details) features. If assigning an Active Directory
user/group for the Ul Privileged Delete permission, select Browse
(Figure 10.3.1) to select the Active Directory User/Group that will be given
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the Privileged Delete permission, which also permits that User/Group to
delete a file copy off local storage. If assigning local users for the Ul
Privileged Delete permission, select the local user(s) (Figure 10.3.2) that
will be given the Privileged Delete permission, which also permits that
user(s) to Delete a File Copy Off Local Storage. Select Apply (Figure
10.3.3) to save the settings.

Figure 10.3 — Enable Privileged Delete Permissions

Content Access Privileged

AD User/Group Browse §D

Local Users

o admin

® Apply Cancel

Once all the settings for the Share and Privileged have been entered, the
Apply button (Figure 10.2W/L) must be selected to create the Share.
Note that if any of the Storage devices in the Storage Group are not
active, you will not be able to create the Share until all the Storage
devices in the Storage Group are active.

WARNING: Do not use the Windows or Linux sharing to share any of the
HCP Gateway shares. All configuration of the shares MUST be handled
by the HCP Gateway UIl. However, creating, editing or deleting a
Subshare inside an HCP Gateway share is performed in Windows File
Explorer.

Windows: After creating the share in the HCP Gateway Ul, configure the
Share Access Permissions in Windows File Explorer. Refer to the Getting
Started chapter for details on the registry.shares parameter. By default,
Windows sets the Share Access Permissions to Everyone - Full Control.
To configure the Share Access Permissions, in Windows File Explorer on
the HCP Gateway navigate to \localhost (Figure 10.4W.1), right-click on
the Share name (Figure 10.4W.2) and select Properties (Figure
10.4W.3).

Figure 10.4W — Windows Share Properties
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Select the Sharing tab (Figure 10.5W.1) and select Advanced Sharing (Figure 10.5W.2).

Figure 10.5W — Windows Share Properties
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Select Permissions (Figure 10.6W.1).

Figure 10.6W — Windows Advanced Sharing
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If necessary, edit the settings for Everyone (Figure 10.7W.1). Select Add
(Figure 10.7W.2) to add permissions for other users or groups, select
Remove (Figure 10.7W.3) to remove permissions for a user or group.
Select OK (Figure 10.7W.4) to save the settings. Select OK (Figure
10.6W.2) to close the Advanced Sharing window. Select OK (Figure
10.5W.3) to close the share Properties window.

Figure 10.7W — Windows Share Permissions
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Windows: After creating the share and setting the Share Access
Permissions and before creating any folders or files in the share, set any
additional Inheritable NTFS Permissions that are needed for the folders
and files on the share. Make sure the inheritable permissions include the
user that is configured in the sam.account parameter in
C:\SAM\etc\sam\sam.properties and that the SAM VFS service is
running as the same user. The default user is the local SYSTEM account.
In Windows File Explorer, map a drive to the share and right-click in the
white space (Figure 10.8W.1) and select Properties. In the Properties
window, select Security (Figure 10.8W.2) then Advanced. If necessary,
change the Owner (Figure 10.8W.3). If necessary, change the Permission
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entries (Figure 10.8W.4). Select OK (Figure 10.8W.5) to continue. Select
OK in the Properties window to save the settings. Note that if there are
already folders and files in the Share, this process may take some time to
apply the new permissions to all the folders and files.

Figure 10.8W — Windows - Set NTFS Permissions
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Linux: To restrict the access to the share, set the Share Access
Permissions by selecting Access (Figure 10.2L.14). Select Restrict
Enable (Figure 10.9L1). For hosts with Read and Write access to the
share, enter the names of the hosts, separated by a space (Figure
10.9L.2). For hosts with Read Only access to the share, enter the names
of the hosts, separated by a space (Figure 10.9L.3). Select Apply to save
the changes (Figure 10.9L.4). Stop and restart the share for the access
changes to take effect.

Figure 10.9L — Linux - Restrict Share Access Permissions

Local-HCP

Content Access Privileged

Restrict Enable o

Write Access Hosts

L2
Read Access Hosts o

* Share needs to restart io apply the resinct access settings update

* Use blank 1o separate hosts

o Apply Cancel

Hitachi Content Platform Gateway Administration Guide Page 72



Linux: After creating the share, set any additional Linux Permissions that
are needed for the folders and files on the share using the chown and/or
chmod commands.

Additional steps when adding a share in a clustered set of HCP Gateways

When using a clustered or replicated set of HCP Gateways, after creating
a share on the active node of the cluster or replication set, check the
MariaDB error log on the non-active node(s) in the file
D:\MariaDB\data\*.err, where * is the name of the HCP Gateway server,
for any of the following errors.

¢ "[ERROR] Master 'node1": Slave SQL: Error 'Table 'sam.XX_backfill' doesn't exist' on

query."

¢ "[ERROR] Master 'node1": Slave SQL.: Error 'Table 'sam.XX_migration' doesn't exist'
on query."

¢ "[ERROR] Master 'node1": Slave SQL: Error 'Table 'sam.XX_ntfs' doesn't exist' on
query."

e "[ERROR] Master 'node1": Slave SQL: Error 'Table 'sam.XX_restoration' doesn't
exist' on query."

If any of the errors above are in the MariaDB error log, then follow the
steps below to completely replicate the share to the non-active node.

¢ On the non-active node that contains the error, open the Windows Failover Cluster
Manager and move the role that contains the SAM VFS service from the active node
to the non-active node with the error. If using a replicated set of HCP Gateways, then
stop the SAM VFS service on the active node and then start the SAM VFS service
on the non-active node with the error.

e Then on the non-active node, open a web browser to the HCP Gateway Ul using the
URL https:/llocalhost:28443/hcpg and navigate to the Shares page and start the
new share.

e Open a MariaDB Command Prompt, login as the root user and issue the queries

stop slave 'node1’; then start slave 'node1’;

MariaDB [SAM]> stop slave 'node1’;

Query OK, 0 rows affected (0.002 sec)

MariaDB [SAM]> start slave 'node1’;

Query OK, 0 rows affected (0.004 sec)

Verify that replication is synchronized between the active and non-active nodes by

issuing the query show all slave status\G

MariaDB [SAM]> show all slaves status\G
*kkkkkkkkkkkkkkhhkkkkkkhhkkkkk 1 I"OW *kkkkkkkkkhkkkkkhhkkhkkkhhhkhkk
Connection_name: node1

Slave_SQL_State: Slave has read all relay log; waiting for
the slave I/O thread to update it

Slave_lO_State: Waiting for master to send event
Master Host: 10.6.11.241

Master_User: replication_user
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Master_Port: 3306

Connect_Retry: 60

Master_Log_File: hcpg-1-bin.000004
Read_Master_Log_Pos: 2193608
Relay Log File: hcpg-2-relay-node1.000002
Relay_Log_Pos: 2174085
Relay_Master_Log_File: hcpg-1-bin.000004
Slave_lO_Running: Yes
Slave_SQL_Running: Yes
Replicate_Do_DB: SAM,sam
Replicate_Ignore_DB: mysq|l
Replicate_Do_Table:
Replicate_Ignore_Table:
Replicate_Wild_Do_Table:

Replicate_Wild_Ignore_Table:
SAM.%event,SAM.license,SAM.report_status,sam.%event,sam.license,s
am.report_status

Last_Errno: 0

Last_Error:

Skip_Counter: 0
Exec_Master_Log_Pos: 2193608
Relay_Log_Space: 2174397
Until_Condition: None
Until_Log_File:

Until_Log_Pos: 0
Master_SSL_Allowed: Yes
Master SSL_CA File:

Master SSL_CA_Path:

Master SSL_Cert:
Master_SSL_Cipher:
Master_SSL_Key:
Seconds_Behind_Master: 0
Master_SSL_Verify_Server_Cert: No
Last 10 _Errno: 0
Last_IO_Error:
Last_SQL_Errno: 0
Last_SQL_Error:
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Replicate_Ignore_Server_Ids:
Master_Server_Id: 1
Master_SSL_Crl:
Master_SSL_Crlpath:
Using_Gtid: Slave_Pos
Gtid_IO_Pos: 1-1-9726,4-4-32,3-3-32,2-2-103
Replicate_Do_Domain_lds:
Replicate_Ignore_Domain_Ids:
Parallel_Mode: conservative
SQL_Delay: 0
SQL_Remaining_Delay: NULL

Slave_SQL_Running_State: Slave has read all relay log;
waiting for the slave 1/O thread to update it

Slave_DDL_Groups: 58
Slave_Non_Transactional_Groups: 9666
Slave_Transactional_Groups: 8
Retried_transactions: 0

Max_relay_log_size: 104857600
Executed_log_entries: 29735
Slave_received_heartbeats: 352950
Slave_heartbeat_period: 30.000
Gtid_Slave_Pos: 1-1-9726,2-2-103,3-3-32,4-4-32

In the HCP Gateway Ul Shares page, stop the share that was started in Step 2.

¢ In the Windows Failover Cluster Manager, move the cluster role back to the original
node. If using a replicated set of HCP Gateways, stop the SAM VFS service on the
node that had the error and then start the SAM VFS service on the original active
node.

10.10.2 Modify a Share

The process to modify a share varies based on the type of policy being
used by the share. In the Shares page in the HCP Gateway Ul, select the
name of the share. Generally, you can edit the Description (Figure
10.2WI/L.2), Share (Figure 10.2W/L.4), Hash (Figure 10.2W/L.5), Enable
Cache (Figure 10.2W.8), Include/Exclude Retention (Figure 10.2W/L.9),
Compression (Figure 10.2W/L.10), Encryption (Figure 10.2W/L.11) and
Deduplication (Figure 10.2W/L.12) fields. In addition, you can edit the
Share Access permissions by selecting the Access (Figure 10.2L.14)
(Linux only) or Privileged tabs (Figure 10.2W13/10.2L.15).

NOTE:
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The Name of the share cannot be modified in the HCP
Gateway Ul. Please contact Hitachi Vantara support for
assistance to modify the Name of a share.

10.10.3 Delete a Share

The process to delete a share varies based on if retention policy is being
used or not. If no retention policy is used, complete steps 1 and 2,
otherwise complete steps 1 and 3.

Step 1: Delete all the files and folders in the share

Step 2: If the Share is configured with a Server Mode Copy policy or in
Archive Mode without a Retention policy the process is:

Step 3: If the Share is configured in Archive Mode with a Retention policy,
there is one additional setting you need to enable in the Delete on
Storage settings.

Go to the Operations -> Delete on Storage page in the Ul

Turn the Status button to On for the share you want to delete

Select the Settings button for the share you want to delete

In the Deleted file versions section, select "Delete all versions"

In the File history record, select "Remove all deleted files records"

Select the "Start Now" button to run the Delete on Storage for the share you want
to delete

Once the Delete on Storage finishes (you can check the Events page in the Ul to
check the completion status), then go to the Shares page, select the Share, stop the
Share and select the Delete button.

Step 3: If the Share is configured in Archive Mode with a Retention policy,
there is one additional setting you need to enable in the Delete on
Storage settings.

Go to the Operations -> Delete on Storage page in the Ul

Turn the Status button to On for the share you want to delete

Select the Settings button for the share you want to delete

In the Deleted file versions section, select "Delete all versions"

In the Expired retention files section, select "Delete" (this is the additional setting
when using a Retention policy)

In the File history record, select "Remove all deleted files records"

Select the "Start Now" button to run the Delete on Storage for the share you want
to delete

Once the Delete on Storage finishes (you can check the Events page in the Ul to
check the completion status), you go to the Shares page, select the Share, stop the
Share and select the Delete button.

When the share is deleted, any reports that were configured are removed from the Ul
Reports page and Windows scheduler. However, any report output files will remain in
the E:\Reports folder and will need to be manually deleted.
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10.10.4 Rename a Share

NOTE:

The Name of the share cannot be modified in the HCP
Gateway Ul. Please contact Hitachi Vantara support for
assistance to modify the Name of a share.

10.10 Add a Subshare (Windows only)

The HCP Gateway Subshare feature allows creating a share inside of an
HCP Gateway share at any level of the share folder tree. This feature is
currently only available in Windows. To add a subshare when using an
HCP Gateway with Microsoft Failover Cluster, refer to the HCP Gateway
Windows Cluster Setup Guide Chapter 14. The registry.shares
parameter needs to be in the C:\SAM\etc\sam\sam.properties file for the
Subshare feature to operate. Refer to the Getting Started chapter for
details on this parameter. In Windows File Explorer on a standalone HCP
Gateway, navigate to the HCP Gateway share, for this example
\localhost\new-share (Figure 10.10.1) then create a folder that will
become the Subshare, for this example, sub-1 (Figure 10.10.2). Right-
click on the Subshare folder (Figure 10.10.2) and select Properties
(Figure 10.10.3).

Figure 10.10 - Create Subshare
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IMPORTANT NOTE

It may take a few minutes after creating the Subshare folder
before the Sharing tab is available. You can Refresh or close
and open the Windows File Explorer that contains the
Subshare folder to reduce the amount of time to wait to see
the Sharing tab.

Select Sharing (Figure 10.11.1), then select Advanced Sharing (Figure
10.11.2).
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Figure 10.11 - Share Subshare
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Select Share this folder (Figure 10.12.1), if necessary, edit the Share
name (Figure 10.12.2), select Permissions (Figure 10.12.3) to configure
the Subshare Access Permissions. Select the Security tab in Figure 10.11
to configure the Inheritable NTFS Permissions. Follow the steps in the
Chapter 10 Section 2 Add / Configure a Share section for configuring
Share Access and Inheritable NTFS Permissions. Select OK (Figure
10.12.4) to save the Subshare settings. Select Close in the Subshare
Properties window (Figure 10.11.3). Stop and restart the share in the HCP
Gateway Shares page for the Subshare configuration to be saved in the
Gateway database. Refer to Section 10.1 Shares Menu Page for details
on stopping and starting a share.

Figure 10.12 — Subshare Advanced Sharing
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10.12 Edit a Subshare (Windows only)

To edit a subshare when using an HCP Gateway with Microsoft Failover
Cluster, refer to the HCP Gateway Windows Cluster Setup Guide
Chapter 14. To edit a Subshare on a standalone HCP Gateway, in
Windows File Explorer, navigate to the HCP Gateway share, for this
example \localhost\new-share (Figure 10.10.1) then right-click on the
Subshare folder (Figure 10.10.2) and select Properties (Figure 10.10.3).
Select Sharing (Figure 10.11.1), select Advanced Sharing (Figure
10.11.2). Enable/Disable the Subshare (Figure 10.12.1), edit the Share
name (Figure 10.12.2), select Permissions (Figure 10.12.3) to configure
the Subshare Access Permissions. Select the Security tab in Figure 10.11
to configure the Inheritable NTFS Permissions. Follow the steps in the
Add / Configure a Share section above for configuring Share Access
and Inheritable NTFS Permissions. Select OK (Figure 10.12.4) to save
the Subshare settings. Select Close in the Subshare Properties window.
Stop and restart the share in the HCP Gateway Shares page for the
Subshare configuration to be saved in the Gateway database. Refer to
Section 10.1 Shares Menu Page for details on stopping and starting a
share.

10.13 Delete a Subshare (Windows only)

To delete a subshare when using an HCP Gateway with Microsoft
Failover Cluster, refer to the HCP Gateway Windows Cluster Setup
Guide Chapter 14. To delete a Subshare on a standalone HCP Gateway,
in Windows File Explorer, navigate to the HCP Gateway share, for this
example \Wlocalhost\new-share (Figure 10.10.1) then right-click on the
Subshare folder (Figure 10.10.2) and select Properties (Figure 10.10.3).
Select Sharing (Figure 10.11.1), select Advanced Sharing (Figure
10.11.2). Unselect Share this folder (Figure 10.13.1), then select OK
(Figure 10.13.2) to remove the Subshare. Select Close in the Subshare
Properties window (Figure 10.11.3). Stop and restart the share in the HCP
Gateway Shares page for the Subshare configuration to be saved in the
Gateway database. Refer to Section 10.1 Shares Menu Page for details
on stopping and starting a share.

Figure 10.13 - Remove Subshare
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HCP Gateway Policy

Policies can be applied to data when it is ingested into the share (e.g., set
retention) or when data is at rest (e.g., legal hold). Policies are defined
independent of a Share and can be applied to more than one Share. A
Policy must be defined before it can be applied to any Share. Therefore, if
data in a Share needs to be retained for 5 years, then a Policy must be
configured with 5-year retention prior to creating the Share. If the Policy
was applied to the Share after data had been ingested the existing data
would not be retroactively subject to that 5-year Retention Policy. Only
data ingested after the 5 Year Retention Policy is applied to the Share
would be subject to Retention.

Policies fall into two categories: Server (NAS like mode) and Archive.
Archive mode includes all Policies related to Compliance or Governance.
Server mode covers all other Policy types. Unlike Archive mode, files in
Server mode can be edited or deleted.

Policies cannot be deleted because they need to be kept around for
auditing purposes and for files that still exist that were created with a
policy.

You can disable a policy that you no longer need, but any files that were
assigned the policy will retain that policy information available.

Policies in Archive mode:

Retention

Include Retention
Exclude Retention
Legal Hold

Read Only

Policies for Server mode:

Combine

Copy

Copy Release
Directory Copy
Tiering

Exclude Tiering

11.1 Archive Mode and Retention Policies:

Retention — A Policy applied at a Share level that does not allow a user or

administrator to delete or modify data until after a specified time has elapsed. The

Retention Units can be defined in seconds, days, months or years, with the

maximum of a 100-year retention period allowed. Associated with the Retention
Period is a Grace Period. The Grace Period allows a predefined window of time after
file is ingested prior to the setting of the Retention Policy. During the Grace Period a
file can be modified or deleted by a user or administrator. Note that you can’t use an
Include Retention policy with a Share level Retention policy. When the retention
expires on a file, the file will be left in read-only mode. The user can choose to

change the file properties to read-write to modify the file.
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Include Retention — A Policy to enforce Retention at a Directory or File level versus
at Share level. This Policy enables different Retention periods to be set on one or
more directories or files in a Share with the maximum of a 100-year retention period
allowed. Note that you can’t use an Include Retention policy with a Share level
Retention policy.

Exclude Retention — A Policy applied to a directory in a Share where Retention has
been applied at the Share level. The designated directory or directories would be
excluded from the Share Retention Policy. This Policy can be applied to files in
addition to directories. Typically, this policy is used with content management
systems that have temporary directories for work-in-process files or annotations.
When you add the Share with a Share level Retention policy, you can select the
Exclude Retention policy.

Legal Hold — A Policy applied to data at rest that does not allow a user or
administrator to delete or modify data for the length of time the file is under the Legal
Hold.

Read-Only — A Policy that is applied at a Share level (e.g., all files in the Share) that
restricts user and administrator privileges to only enable reading of files. No files can
be ingested, modified or deleted. This is typically used for a Cold share or archive or

for remote offices document distribution by the corporate office (e.g., policies,
procedures, forms, etc.)

The following syntax must be followed for configuring Include and Exclude
Retention.

Directories use “d:” as a prefix (lowercase).
Files use “f.” as a prefix (lowercase).

File extensions use “e:” as a prefix and must begin with a ”.” (lowercase).

For multiple items use the “|” bar as a separator with no spaces added.

Characters “*” and “?” can be used as a wildcard in a filename or directory
name.

VERY IMPORTANT:

In Windows, use the backslash “\” character around
folder names, in Linux use the forward slash “/”
character around folder names.

Windows Directory Examples:
d:folder1\ — select all files and folders in the directory folder1

d:Florida\|d:Alabama\ — select files and folders located in the directory
named Florida or Alabama

d:New™*\ — select files and folders located in directories that start with
"New" like New Jersey, New York, etc.

d:\State\Colorado\ — select files and folders in the directory
\State\Colorado that starts at the root of the share
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Linux Directory Examples:
d:folder1/ — select all files and folders in the directory folder1

d:Florida/|d:Alabama/ — select files and folders located in the directory
named Florida or Alabama

d:New*/ — select files and folders located in directories that start with
"New" like New Jersey, New York, etc.

d:/State/Colorado/ — select files and folders in the directory
/State/Colorado that starts at the root of the share

File Examples:
f:*.* — select all files and folders in the Share
f:filename.txt — select files named filename.txt

f:anno*.txt — select all files whose names that start with “anno” and end in
“_tXt”

Extension Examples:
e:.conf — select all files with a .conf extension

e:.temp|e:.mp3|e:.txt — select all files with .temp or .mp3 or .txt extension

Windows Combined Examples:

d:Florida\|f:*KatyPerry*.*|e:.mp3" — select all the files in the Florida
folder that have KatyPerry in the name and have the extension . mp3

d:FolderAl\|f:xyz*.*|e:.log — select all the files in FolderA that start with
xyz in their name and have the extension .log

Linux Combined Examples:

d:Florida/|f:*KatyPerry*.*|e:.mp3" — select all the files in the Florida
folder that have KatyPerry in the name and have the extension . mp3

d:FolderA/|f:xyz*.*|e:.log — select all the files in FolderA that start with
xyz in their name and have the extension .log

Retention Policy Rules:

¢ Include Retention
a. The first character in the Include filter can only be lowercase. Uppercase
characters are not allowed. Select the blue “i” icon for help.
e Asterisk *’ character is allowed, but an include filter of “d:*\" does not protect the files
in the ROOT directory. It does protect files in subdirectories.
e If you need to protect all files, including those in the ROOT directory, use the include
filter “f:*.*".

e Retention is applied on both the Gateway and HCP systems.

e Setting Retention and keeping a cache copy of files in addition to HCP Storage
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b. Use Archive mode

e Create a Storage Group with 1 storage device, the HCP Namespace.
Enable the Cache Watermark, set the High and Low Watermarks.

o When creating the share, set Enable Cache to Yes to keep a copy of the file in cache
until it is released from cache by the Cache High Watermark.

o When creating the share, select the desired retention policy.
Retention will be applied only on the objects on the HCP.

e Cached copy of file is useful for fast reads.

Retention on a Subfolder

o When retention is set on a subfolder (e.g. in Windows, retention is set on Colorado
subfolder in the following path “H:\abc\sales\usa\Colorado” or Linux
Imnt/abc/sales/usa/Colorado), the path before the subfolder becomes fixed and
cannot be deleted, renamed or in any way modified.

e Legal Hold and Retention Scheduler

e There is a scheduler in place that handles legal hold and retention. The scheduler
runs every 10 minutes, so it can take up to 20 minutes before a legal hold is placed
or removed from a file or retention is set on a file on the HCP. This also impacts the
Grace Period being used to set Retention on an object.

Below are some examples of using Archive Mode Policies:

Example 1: A Share called Keep was created and a One Year Retention
Policy was applied at inception. Six months later the CIO informs the HCP
Gateway Administrator that the data in the Keep Share needs to be
placed on 3 Year retention. The HCP Gateway administrator creates a
new Retention Policy called 3Year. They then go to the Policy menu and
disable the One Year Retention Policy and then add the new 3Year
Policy. All the existing files will retain the One Year Retention, but all new
files will get the 3 Year Retention. Then if other Shares are using the One
Year Retention Policy go back to the Policy menu and make it active.

Example 2: A Bank uses ApplicationXtender to manage documents. They
need to retain the documents for 5 years. However, ApplicationXtender
uses a folder called \anno to save the annotation file for the data file.
Unfortunately, there is a single anno file for each data file so the anno file
needs to be able to change. The HCP Gateway Administrator sets up a
Share called Documents and applies a 5 Year Retention Policy. They also
set up a Policy to exclude retention on the \anno directory in the
Document Share.

11.2 Server Mode Policies (all data remains Read/Write
and can be edited in place):

e Combine — Sometimes more than one Policy is needed and the “Combine Policy” is
used to apply two or more Policies at one time. Just select the check boxes for
desired Policies to the applied (Figure 11.1).
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WARNING:

Listed below are the restrictions when using a Combine
policy.
e Users are not able to combine a Copy policy and an
Include Retention policy.
o Users are not able to combine a Retention policy and
an Include Retention policy.
e Users are not able to combine more than 1 Retention
policy.

Figure 11.1 — Combine Policy

Enabled Active
Policy Type Combine
Policies O copy - Hold
Lock ReadOnly
dir ret tierl
worm archive_part

Copy — This Policy works at a Share level. It determines when a file is written to the
storage location(s) defined in a Storage Group. The options are: immediate,
seconds, minutes, hours, months, and years. The file is stored in cache until the time
value is met, the file is then written to the storage device(s) and will remain in cache
if the Cache Watermarks are enabled, until the Cache High Watermark is reached.
When afile is read in a share and the file content is not in the cache, usually
because the cache high watermark was reached which caused the file content to be
released from the cache, the file content will be restored to the file in the cache and
the file content will remain in the cache until the Cache High Watermark is reached
and releases the file content from the cache. The Enable Cache setting is not
available in a Share when you select a Copy policy.

WARNING:

Do not combine “Server Mode” policy and “Include Retention”
policy. This is not supported.

Copy Release (Cache Release) — This Policy works at a Share level. It determines
when a file is written to the storage location(s) defined in a Storage Group. The
Enable Cache setting is not available in a Share when you select a Copy Release
policy. The 'Release’ action of the Copy Release Policy will only be applied if a file is
new or modified. If a file is deleted before the file was saved to the Storage Group,
the file is permanently deleted. The options are:

Immediately copy new files (Figure 11.2.1) will immediately copy a newly written
file to the Storage Group.
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e Copy time (Figure 11.2.2) options are immediately, seconds, minutes, hours, days,
months, and years. When a file is modified or the Immediately copy new files is not
enabled, the file will be copied to the Storage Group when this time is reached, and

the file will remain in cache until the Release from cache time is reached.
o Release from cache time (Figure 11.2.3) options are immediately, seconds,

minutes, hours, days, months, and years. The file is stored in cache until this time
value is met (Figure 11.2.3). If the file is modified, the modified file is written to the
Storage Group and will be released from the cache when this time value is met after
the file was modified. When a file is read that is not in the cache, the file will remain
in the cache, and if the Cache Watermarks are enabled, until the Cache High
Watermark is reached. If the Release from cache time is less than the Copy time,

the file will be released from cache shortly after it is written to storage.

Figure 11.2 — Copy Release (Cache Release) Policy

Policy

Name

Enabled Active

Policy Mode i ] Server

Policy Type Copy Release
Immediately copy new files @ o

Copy time o & Years
Release from cache time §) O Years
Date Created 08-04-2021
Authorized Policy

Date Disabled

Authorized To Disable

Apply Cancel

NOTE:

If the Ul File Explorer is used to version a file before the
release time is reached, then the file will remain in cache, and
if the Cache Watermarks are enabled, until the Cache High
Watermark is reached.
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o Directory Copy — This Policy is similar to Copy Policy in that it makes a copy at a
specified time to the storage location(s) and the cache also behaves the same.
However, it only works on specific directories or folders versus at the Share level like
the Copy Policy.

o Tiering — This is an aging Policy to keep a file in cache for fast retrieval. Upon
reaching the time constraint in the Tiering policy, the files are copied to the storage
location(s) specified in the Storage Group. If the Enable Cache setting is set to Yes
on the share, the file will remain in the cache until it is released from cache by the
Cache High Watermark. If the Enable Cache setting is set to No on the share, the
file will be released from the cache after it is copied to the storage location(s)
specified in the Storage Group. Note that prior to reaching the tiering date/time the
data is not stored and protected in the storage location(s) specified in the Storage
Group (for example the HCP system), there is just a single copy in the local cache on
the Gateway. If the file is read and is not in cache, then if the Enable Cache setting is
set to Yes on the share and the Cache Watermarks are enabled, the file will remain
in the cache until it is released from cache by the Cache High Watermark. Note that
files under a Tiering policy are editable in place both before and after reaching the
time constraint in the Tiering policy.

o Exclude Tiering — The Exclude Tiering policy is combined with a Tiering policy in a
Combine policy to exclude files from following the rules of the Tiering policy. Files
under an Exclude Tiering policy will follow the rules of an Archive Mode policy
without Retention where the file will be protected in the storage location(s) specified
in the Storage Group (for example the HCP system), within a couple minutes of
being written to the share. These files cannot be edited in place but can be
overwritten.

Below are some examples of using a Server Mode Policy:

Example 1: A remote office wants to simplify their operations and replace
Windows servers with HCP Gateway. A Share called Users is created and
a Copy Policy is applied to this share. The result is data is written to the
HCP Gateway cache for fast access. And the Copy Policy makes an
immediate copy to a central HCP, thus effectively making a real time
backup of the User data.

Example 2: The Sales team in the same remote office creates monthly
deals that the Sales Reps can uses to close business that month. The
Sales Manager wants fast access to the deals data which changes for a
month. The HCP Gateway Administrator sets up a Share called Deals for
the Sales Manager. He then applies a Tiering Policy that keeps the data
only in local cache for 30 days and then writes a copy to HCP for long
term storage. Then based on the Enable Cache setting for the share, the
file will remain in cache (Enable Cache=Yes) or be released from cache
(Enable Cache=No).

Example 3: The Central IT department is instructed by the CIO to keep all
user web browsing logs for 30 days in cache for fast retrieval, but the
HTML files are to be written to storage immediately since they will rarely
be accessed. The HCP Gateway Administrator creates a Tiering policy for
30 days and creates an Exclude Tiering policy for all files with an “.html”
extension. The Administrator then creates a Combine policy that includes
the Tiering and Exclude Tiering policies. Then the Administrator creates a
Share called Tracking with the Combine policy. The web browsing logs
will remain only in local cache for 30 days and then the logs will be copied
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to the HCP. The HTML files will be immediately copied to the HCP. Then
based on the Enable Cache setting for the share, the files will remain in
cache (Enable Cache=Yes) or be released from cache (Enable
Cache=No).

Example 4: The same remote office users want fast access to a project
folder. IT knows from experience that most users do not look at files after
60 days. Use the Copy Policy to do two things. First, keep the files in local
cache for fast access. Second, make an immediate copy of the files to
HCP storage. Additionally, use the Cache Watermark setting to delete the
older files from local cache over time.

WARNING: If using Copy or Tiering Policy that is not immediately writing
the data to HCP, then the data is only on local cache disk on the Gateway
and not protected from system failures.

11.3 Policy Menu Page

The Policy menu page provides a list of all existing Policies (Figure 11.3).
The details of each Policy are listed in a row (Figure 11.3.1). The Policy is
applied to a Share can be changed as needed. However, a Policy set on
a Share cannot be deleted. Optionally a new Policy can be applied, and it
will only impact data after it was applied.

Example: 2 Year Retention Policy applied to Share ABC. After 6 months
2 Year Retention Policy is removed from Share ABC so data can be R/W.
Existing data will continue to be under retention for remaining time.
Eighteen months for data written in the first day the Policy was set and 2
years for data written in minutes before Policy was removed. If another
Policy called 90-day retention is applied to Share ABC then new data will
only be under retention for 90 days but all existing data will be under
retention until two years from the file create date.

In cases where there are many Policies the “All” button can be selected
(Figure 11.3.2) and the displayed Policies can be narrowed down by
selecting a Policy Type (e.g., Legal Hold) from the pull-down menu.

Figure 11.3 — Policy Menu

Policy 0 il O
Summary
shares Hame Enabled Type RetTime RetUnit Grace Time GraceUnit Exclude Include Policies  Tiening Time  Tieding Unit  Copy Tame
Storage
File Explorer o | BelenDOn] YT ACtive Retention 1 Viears 2 Days |

Evey CopyioHCP Active Copy o
Logs

Reports

Operations
Support
Configuration

11.4 Add Policy

To Add or create a new Policy select the Add button (Figure 11.3.3).
Then the Policy form to be filled out appears as a pop-up window (Figure
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11.4). Form items number 1-6 are mandatory, however the items in the
green box (Figure 11.4) are optional. Each Policy Type requires specific
information for it to be configured, thus the selection from the pull-down
menu (Figure 11.4.4) will determine the items in the green box. In this
example the items in the green box are optional for a Retention Policy.
After filling out the Policy form select the Apply button (Figure 11.4.9) to
save. If you leave this page without selecting Apply the information
entered will not be saved in the form for future use.

Figure 11.4 - Add Policy

Podicy

Hame o
Enabiled detrew a
Polcy Made Archive o
Poticy Type Retention o
Retention Policy Years 'B
Geacd Padicd Yili s ﬂ
Dane Created 04-01-2020 0

Auhorized Policy
Date Dutabled

Aumhorized To Disabils

o

o Apply Cancel

Name — Every policy must have a unique name (Figure 11.4.1) consisting
of a minimum of 3 alpha numeric characters and less than 255 alpha
numeric characters. Do not use special characters or emoji.

Enabled — The default setting for a Policy is “Active.” To disable a Policy
after creation, select “Disable” from the pull-down menu (Figure 11.4.2).

Policy Mode — Either Server or Archive (Figure 11.4.3).

Policy Type — The default Policy Type in Archive Mode is “Retention” as
seen in (Figure 11.4.4). Additional Policy Types are listed in the pull-down
menu and can be selected by highlighting them. Each Policy Type will
result in different items being listed (Figures 11.4. 5-8).

Retention Policy — The units of time available for setting a Retention
Policy are Years, Months, Days, Hours, Minutes, and seconds (Figure
11.4.5). The default setting is “Years.” The other options are available via
the pull-down menu. Note only integers may be entered, other values are
invalid.
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Grace Period — The units of time from when a file is ingested and can be
modified or deleted by a user or administrator prior to being subject to the
Retention Policy. An integer value must be entered (Figure 11.4.6).

Date Created — The Date the administrator created the Policy (Figure
11.4.7).

Authorized Policy — Optional field to capture the name of the person
authorizing the disabling of the Policy.

Date Disabled — The Date the administrator elected to disable the Policy.

Authorized to Disable — Optional field to capture the name of the person
authorizing the disabling of the Policy.

Note Box — Optional field to enter comments and save (Figure 11.4.8) for
future reference.

11.5 Update Policy

To update a Policy, select the Policy Name (Figure 11.5).
Figure 11.5 — Update Policy

Policy All Add
Summary

Shares Name Enabled  Type RetTime RetUnit GraceTime GraceUnit Exclude Include Policies Tie

Storage

File Explorer CopyNOW Active  Copy

Etitn 1DayRetention Active Retention 1 Days 1 Minutes

Logs
Reports LH1 Active  LegalHold -

Polis
lHouRtienton | Actve  Retenion 1 hows | 1 Mintes

Operations

Support LH2 Active Legal Hold -

This will pull up the Policy form with the existing data in the fields (Figure
11.6). The selected Policy is identified by the Policy name (Figure 11.6.1).
The Name and Policy Type fields are NOT editable. An “Active” Policy
(Figure 11.6.2) can be “Disabled” by using the pull-down menu and
selecting the “Disabled” option, then eventually selecting the Apply button
(Figure 11.6.5). The Retention Policy can be extended but NOT
SHORTENED (Figure 11.6.3). The Grace Period can be extended or
shortened (Figure 11.6.4). The Date Created will be updated by HCP
Gateway to the current date. All the text fields can be updated. The Date
Disabled should only be updated if the choice is to stop using the Policy. If
you change a policy, the existing files retain the old policy settings, all new
files added to the Share will have the updated policy settings.

Figure 11.6 — Update Policy 2
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WARNING:

Policies may be applied to more than one Share. Disabling or
Updating a Policy will impact all Shares using the Policy.
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HCP Gateway File Explorer

The HCP Gateway Ul File Explorer allows authorized users, auditors or
administrators to search or manually explore the contents of a Share,
apply or remove Legal Hold Policies, version or download files when
allowed by file level permissions, privileged delete files under retention,
delete file copies from local storage and copy files from storage into
cache.

Refer to Chapter 16 Recover Previous Versions and Deleted Files for
details on Versioning and downloading files in the HCP Gateway Ul File
Explorer.

Refer to Chapter 24 Administrator Privileged Delete for details of the
Administrator privileged delete of files in the HCP Gateway Ul File
Explorer.

Refer to Chapter 25 Delete File Copy off Local Storage for details on
deleting file copies from local storage in the HCP Gateway Ul File
Explorer.

Refer to Section 12.3 in this chapter, Section 15.4 in Chapter 15 HCP
Gateway Operations and Chapter 29 Copy Files to Cache for details
on copying files from storage into cache.

Each Share is listed under the Name column (Figure 12.1.1) in a row. The
download icon (Figure 12.1.2) can be used to download a file, it does not
work at the share or folder levels. The Share (Figure 12.1.3) type is either
Server or Archive. If any Policies are applied at a Share level, they are
listed in the Policy column (Figure 12.1.4). Values in the Size column
(Figure 12.1.5) are only displayed at a file level. The Modify Date (Figure
12.1.6) applies to Folders and Files inside the Share. The Refresh (Figure
12.1.7) is used to refresh the File Explorer page. The Choose Detail
(Figure 12.1.8) will be covered in section 12.1. The Show deleted files
(Figure 12.1.9) button enables files that were deleted to be displayed in
File Explorer or not. This topic will be covered in the Chapter “Recover
Previous Versions and Deleted Files”. The Search option (Figure
12.1.10) is just what you think it is and will be covered in section 12.3
below.

Figure 12.1 - File Explorer Menu
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To drill down into a Share, click on the triangle (Figure 12.2.1) to the left of
the Share and folder names. In the example below the Share named
1DayRet has a folder named SAM. Drilling down into the SAM folder
reveals a bin folder (Figure 12.2.2) which contains 6 files and their
attributes (Figure 12.2.3). To download a file, click on the download icon
(Figure 12.2.4). Note you must be authorized to read the file to download
it.

Figure 12.2 - Drilling Down

File Exploser (%,  ChooseDewsil  Showdeleted files  Search
Name & Tyee Policy Size Modify Date
*  lDeyRet Archive 1DayRetention
o - SAM Directory 2020-03-19 23:11:04
* _bin 0 Directory 2020-02-28 14:42:24
sam-pperations.cmd L File 1DayRetention 938 KB 2020-04-03 12.57:23
sam-report-ids.cmd &  File 1DeyRetention 245008 2020-03-12 21:11:45
samereport-policy.cme L File 1DayRetention 225008 2020-03-12 21:11:45
o samereport-sqlemd L File 1DayRetention 224008 2020-03-12 21:11:45
samereport.cmd L File 1DayRetention 4.08 KB 2020-03-12 21:11:45
sam-restore.cmd o &  File 1DwyRetention 150,008 2020-03-02 04:12:09

12.3 Chose Details

The Choose Details menu button (12.1.8) will bring up the columns that
will be displayed in the File Explorer. The default is all items are displayed
except Versioning, Last Access Date, Legal Hold, Privileged Delete,
Delete file copy from Local Storage and Copy Files to Cache. Name is
mandatory, all others are optional. To remove an item from the file
Explorer display, uncheck the box (Figure 12.3.1) by the item to disable
that selection in the Ul File Explorer. To add an item that is not already
selected, select the box (Figure 12.3.2) to enable that item in the Ul File
Explorer, then select Apply (Figure 12.3.3) to enable the selected
settings. Note that you need to make these selections every time you
open the Ul File Explorer page.

Figure 12.3 — Choose Detail

Hitachi Content Platform Gateway Administration Guide Page 93



Choose Details

v Type

+ Policy
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3
[

Delete file copy from Local Storage

Copy Files to Cache

a Apply Cancel

12.4 Legal Hold Policy

If any Policies have been applied to a Share, they will be displayed in the
Policy column (Figure 12.1.4). To view or configure a Legal Hold, select
the Legal Hold box in the Choose Details (Figure 12.3.2) menu and
select Apply (Figure 12.3.3). A Hold Policy is applied to a share, folder(s),
or file(s). To apply a Legal Hold Policy the Admin must expand the Share
down to the folder or files or use the search feature. Note that Legal Hold
Policies must be created using the Policy menu option before they can be
applied to files.

To select a share, folder(s), or file(s) to apply a Legal Hold Policy select
the box in front of the name (Figure 12.4.1). This will highlight the box
blue and add a checkbox. Now that a file has been selected, select Legal
Hold (Figure 12.4.2).

Figure 12.4 — Legal Hold Policy

(7]
Fibwt Explore & Legal Hold Chooie Dwind Show Sebeied fiey Seanch
Nara & Ty kgl Hald Polcy Sae Licaify Caze
1 Dyl Lrchren 1 DaryRasenessn

*  SAM Cwrmctony

* bin Dirwcaary
o ¥ sam-operainns. omd & Fis ! Dy Peceraaon EE L) DOX0-04-03 12672
seTriepon «ds omd & Fie 1 DaryRiecencon Hs008 D303 12 1101048
sam-mportpolicyemd L File 1 DarpRieterestn 15008 HOBO-03-12 20:10:45
tl-tepon sl omd & F 1 DuryRirtertaon pai o] ] D012 10148
T & Fie 1 DaryRiezension 408 KB D12 30148
SaT-Iestone crnd & Fia 1 DoyRecencon 10ooe 0000204 1209

A pop-up box will appear on the top of the screen (Figure 12.5.1). Select
the down arrow and a list of Legal Hold Policies will be displayed (Figure

Hitachi Content Platform Gateway Administration Guide Page 94



12.5.2). Select a Legal Hold Policy to select it and notice that it is
displayed in the Policy field (Figure 12.5.3). Finally, select Apply (Figure
12.5.4) to set the file on the Legal Hold. The process to apply a Legal
Hold runs on a schedule, so it may take up to 20 minutes before the Legal
Hold is applied on the file on the HCP storage.

Figure 12.5 - Applying Hold Policy to a file

Palicy 1] Policy: Bulicy: | LH1 9

Remove Legal Hald

I
Cancel 2] o Apply  Cancel

LH2

After selecting the Apply button the Ul is updated and the LH1 Policy
(Figure 12.6.1) is now applied to the file.

Figure 12.6 — Legal Hold Policy Applied

File Explorer C. Legal Hold Choose Detail Show deleted files Search
Hame & Type Legal Hold Policy Size Modify Date
- 1DayRet Anchive 1 DayRetention

- SAM Directory 2020-03-19 23:11:04

- bén Carectory 2020-02-28 14:42:24

 SAM-Operations.omd & File LH1 o 1 DayRetention 933 KB 2020-04-03 12:57.23

samrieport-ids.cmd 4 File 1 DayRetention 245008 2020-03-1221:11:45

samr-ieport-policy.cmd & File 1 DayRetention 25008 2020-03-12 21:11:45

The process to remove a Legal Hold Policy is very similar to the process
of applying the Legal Hold. To remove a Legal Hold, select the Legal
Hold box (Figure 12.3.2) in the Choose Details (Figure 12.3) menu and
select Apply (Figure 12.3.3).

To select a share, folder(s), or file(s) to remove from a Legal Hold Policy
select the box in front of the name (Figure 12.7.1). This will highlight the
box blue and add a checkbox. Now that a file has been selected, select

Legal Hold (Figure 12.7.2).

Figure 12.7 — Remove Legal Hold 1

2]
File Exghoted (o Legal Hold Cheose Detesd Show deleted files Search
Mumse & Tmpe Legal Heid Palicy Size Modify Date
1 Baryfiet Archive 1 DwyRecention
Sk Blrmciory 2020-03-19 2511:04
- b Durectony 2020-02-28 144224
+ BAT-ORe ationE omd & File LH1 o 1DayRetention LM KB 2020-04-03 12.57-23

A pop-up box will appear on the top of the screen (Figure 12.8.1). Select the down arrow and
a list of Legal Hold Policies will be displayed (Figure 12.8.2). Select the Remove Legal Hold

Hitachi Content Platform Gateway Administration Guide Page 95



Policy and notice that it is displayed in the Policy field (Figure 12.8.3). Finally, select Apply
(Figure 12.8.4) to set the Legal Hold on the file. The process to remove a Legal Hold runs on
a schedule, so it may take up to 20 minutes before the Legal Hold is removed from the file on

the HCP storage.

Figure 12.8 - Removing Hold Policy to a file

Palicy.
Policy: / o
o

LH1
LH2 o Apply Cancel

Cancel

After selecting the Apply button the Ul is updated and the LH1 Policy
(Figure 12.9.1) is now removed from the file.

Figure 12.9 — Legal Hold Policy Removed

Fibe Expliores C Legel Hold Choose Detail  Show delrted files Search
Name & Tree Legad Hoid Policy Size Moy Date
= | 1DayRer Archive |CaryRecention
- sam Dwrectory 2020-03-19 2311:04
Bn Directory 2030-02-28 1AL 24
v samoperstions.emd 4 Fie o 1 CaryPetention 9MKB 20200400 128723

12.10 Search

To enable the Search functionality, select Search (Figure 12.10.1) from
the File Explorer menu. Search is performed at a Share level, not a
system level. Therefore, the first task is to select the Share menu (Figure
12.11.1), then select the Share to search from the list displayed in the
pull-down menu (Figure 12.11.2). If you want to apply the files returned by
the Search for a task such as Legal Hold, Privileged Delete, Delete File
Copy off Local Storage or Copy Files to cache, also select the Select all
search result (Figure 12.11.3).

NOTE:

The HCP Gateway Ul File Explorer will only display and you
can only select 1,000 items in the search results.

Figure 12.11 — Search
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Figure 12.12 — Search Share

Search -
Share l v Iﬂ
Use Existing Filter. Al
c1
Search On Name: operation§
CopyNOW [2
# Include Files Exclude Files
Age

Files Not Accessed in the Past:
Enter Files Extensions Separated by a Comma:
Save Filter :

0 Select all search result

Apply Cancel

If you plan to run a Search with the HCP Gateway settings multiple times
it may be time efficient to save the Search parameters, also called a Filter.
If you have previously saved a Filter, it can be selected by checking the
box called Use Existing Filter (Figure 12.12.1), selecting the appropriate
filter name from the pull-down menu (Figure 12.12.2), then select Apply
(Figure 12.12.3).

Figure 12.12 — Search Filters
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Share CopyNOW
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Search On Name:
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Save Filter :

Select all search result

o Apply Cancel

Alternatively, a Search for a known file can be run by selecting the
Search on Name box (12.13.1) and then entering the file name in the
data entry box (Figure 12.13.2). If the Share supports NFS access (Linux
only) and you know the “case”, the Case Sensitive box (Figure 12.13.3)
can be selected. Note CIFS or Windows Shares are not case sensitive so
selecting this option will not matter. Finally select Apply (Figure 12.13.4)
to start the search.

Figure 12.13 — Search for a Known File Name
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Search

Share CopyNOW
Use Existing Filter.
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* Include Files Exclude Files
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Files Not Accessed in the Past:
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Save Filter :

Select all search result

@ Apply Cancel

In the first example the file name of report1.sql was known. However,
sometimes the type of file is not known. Was the report a Word document
or a csv file? By selecting the Search on Name (Figure 12.14.1), enter a
name with an “*” and without an extension (e.g., report1*) in the data entry
box (Figure 12.14.1) then skip down and enter several file extensions
(e.g., .doc, csv, sql) in the data entry box (Figure 12.14.2). In this example
we were not sure if the file name was report1.sql or report1.doc or
report1.csv so we entered the three extensions.

Select Apply (Figure 12.14.3) to start the search. Note the extensions can
be entered with or without the period, so “sql” or “.sql” would have been
acceptable.

Figure 12.14 — Search for File Name with Unknown Extension/Type
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Search

Share CopyNOW
Use Existing Filter
@ v Search On Name: report1* Case Sensitive

® |nclude Files Exclude Files
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Files Mot Accessed in the Past:

@) v EnterFiles Extensions Separated by a Comma: | doc, csv, sql
Save Filter :

Select all search result

© Apply Cancel

In this example the Search results provided us with a single file named
report1.sql (Figure 12.15.1). If the user/admin/auditor running the Search
has permissions they could download the file by selecting the box after
the file name (Figure 12.15.1) and then selecting the download icon
(Figure 12.15.2).

Figure 12.15 — Search for File Name with Unknown Extension/Type

File Explorer (:, Choose Detail Show deleted files | Search Clear
Mame & Type Policy Size Modify Date
€ repontlsql & File CopyNOW 28.00B 2021-11-08 14:23:27

In the previous examples the Search criteria was simple. HCP Gateway
has the ability to do compound or complex searches. What if you want to
find a list of files (Figure 12.16.1) that are 3 years or older (Figure 12.16.2
and 12.16.3) AND have not been accessed in the past 6 months (Figure
12.16.4), then select Apply (12.16.5).

Figure 12.16 — Compound Search
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Use Existing Filter:

Search On Name: Case Sensitive

€ ° Include Files Exclude Files
® ~ Age
© - Files Older Than: 3 | [vencs G

Files Created Prior To:

o + Files Not Accessed in the Past: [+] Months v

Enter Files Extensions Separated by a Comma:
Save Filter :

Select all search result

© Apply Cancel

Searches can also be exclusive. Suppose you want a list of all files but
you do not want (Figure 12.17.1) to include TIFF files (Figure 12.17.2 and
12.17.3)? Select Apply (Figure 12.17.4) to make this selection.

Figure 12.17 — Exclude Files from Search

Search X

Share CopyNOW "
Use Existing Filter:
Search On Name:

Include Files * Exclude Files €

Age

Files Not Accessed in the Past:

@ v Enter Files Extensions Separated by a Comma: | _tif €

Save Filter :

Select all search result

@O Apply Cancel
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Finally, what happens if files were released from the HCP Gateway cache
by the cache high watermark and you want to be sure that all files
modified in the last 30 days are still in the cache? In the Ul File Explorer,
select Choose Detail (Figure 12.18.1), then select Copy Files to Cache
(Figure 12.18.2), then select Apply (Figure 12.18.3).

Figure 12.18 — Select Choose Detail then select Copy Files to Cache

Chosse Detaii

~ Typ
w Policy
« Size
Wirasoning
» Modify Date
Last Access Date
Legal Hod
Privileged Delete
Dielete file copy from Local Sicrage

) [7) Copy Files 1o Cache

© ey cancel

Next, select Search (Figure 12.10.1), select the Share (Figure 12.19.1),
then select Exclude Files (Figure 12.9.2), then select all files by Age
(Figure 12.19.3) older than 30 days (Figure 12.19.4). These files can be
automatically selected by the Select all search result (Figure 12.19.5),
then select Apply (Figure 12.19.6) to generate the list of files.

NOTE:

The HCP Gateway Ul File Explorer will only display and you
can only select 1,000 items in the search results.

Figure 12.19 — Select files to Copy to Cache
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Select Copy Files to Cache (Figure 12.20.1).
Figure 12.20 — Copy Files to Cache
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Confirm whether to Copy Files to Cache (Figure 12.21.1).
Figure 12.21 — Confirm Copy Files to Cache
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* The Selected Fies will be copied 10 Cache 3 & few manutes
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HCP Gateway Logs

The Logs page (Figure 13.1) from the main menu is used to view various
log files associated with the HCP Gateway application. Under normal
circumstances a user or administrator should never need to access any of
the log files. These are primarily generated so Hitachi Vantara can review
the state of the HCP Gateway processes and provide Support.

NOTE:

The HCP Gateway also logs Operational, Warning and Error
events in the Microsoft Windows Event Viewer Application
logs.

HCP Gateway has the following logs:

e GUI (Wildfly application) — Log records for the HCP Gateway Ul web interface events
and activity
¢ In Windows - C:\opt\wildfly\standalone\log\
¢ In Linux - /opt/wildfly/standalone/log
o Audit - log records for access and authentication events for the Wildfly
management interface.
o Server - log records for all hosted application events on the Wildfly server
Service - log records for the Wildfly Windows Service event
o wildfly-stdout - log records for all console messages related to wildfly, i.e.,
output one would expect to see if the service was run from a command
window
Database — Maria DB
In Windows - D:\MariaDB\data\*.err
In Linux - /var/log/mysql/*.err
Error file - log records for all events related to the operation of the database engine

o

HCP Gateway Application
In Windows - C:\\SAM\var\log
In Linux - /var/log/sam
Log files
o log-0.txt - Main HCP Gateway SAM VFS service log
o log-n.txt - Where n = index to the share in the database. Log records of all
activity for share <n>.
o delete.txt - Warnings and Errors for Delete on Storage.

To view a specific log, in the HCP gateway Ul, navigate to the Logs page
(Figure 13.1.1). Use the pull-down box for Select log to view (Figure
13.1.2) and select the desired log (Figure 13.1.3). Note logs are ordered
with the most recent at the top. The total number of Logs is visible in
(Figure 13.1.4). Logs can be downloaded for sending to Support by
selecting the Download button (Figure 13.1.4).

Figure 13.1 — Logs
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After selecting Download (Figure 13.2.1) check the browser Downloads
folder for the file (Figure 13.2.2).

Figure 13.2 Download Logs

w3l-0ct. logge
HCP Gateway A
Logs Select log oview: 1 31-Oct ) loggr w Diowmiid
Sanmamany
Shares Canngt show content of gz hle. Please download the file to chisck thi content
Storage
File Explorer
Events

Administrative Audit Logs

All Administrator actions are logged and available to be viewed or
downloaded from the Windows Event Viewer. Open Windows Event
Viewer and select Applications (Figure 13.3.1). The HCP Gateway
events have a Source of HCPG (Figure 13.3.2).

Figure 13.3 Windows Event Viewer
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4 Subucrption linformation HERG S8 Tece
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Event 409, HCPG =
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Events Log

The Events log is accessed from the Events tab in the HCP Gateway Ul.
This log contains information about processes and operations in the HCP
Gateway, such as starting/stopping a share, starting/stopping the HCP
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Gateway services, running a backup or restore (Figure 13.4). You can
select a specific set of Events using the Select (Figure 13.4.1) drop down
menu, Severity Level (Figure 13.4.2) drop down menu and/or enter an
Event Code (Figure 13.4.3) then select Search (Figure 13.4.4). You can
also download the Events by selecting the Download button (Figure
13.4.5).

NOTE:

A Shares column value of From Global indicates this is a
system level Event, not a share specific Event.

Figure 13.4 HCP Gateway Ul Events

Evems Select:  All Evenis @ -  Severitylevel: ALL 8 Evericode 3] Se?:h Download
Summary
e Date Tierse Shares Severity Event Code Evert Metsage
::::;m" MNow 3, 2022, 4:03:54 PM Fraem Global CPERATIOMAL 17 Stanm share CopyNOW
MNow 3, 2022, 9:35:31 AM From Global OPERATIONAL 1.025 Backup successful
Loge Mow 3, 2022, 9:35:29 AM From Global OPERATIONAL 1,025 Stating backup
Reports
Palicy Mow 3, 2022, 5:23:35 AM From Global OPERATIOMAL 1,025 Backup successful
Operations Mow 3, 2022, 9:23:21 AM Firaen Glabal DOPERATIOMAL 1,025 Staming backup
Support Mow 3, 2022 9:21:57 AM From Global OPERATIONAL 17 Staet share operation$
Configuration
Mov 3, 2022, 9:19:52 AM From Glabal OPERATIONAL 17 Stasi share C1
Mow 3, 2022, 2:19:3T7 AM Fraim Global OPERATIOMAL 7 Sta share A1
Mo 3, 2022, 21541 AM From Glabal OPERATIONAL 1.548 Enabde Copy Policy CopyNOW
Nov 3, 2022, 9:13:18 AM From Global OPERATIONAL 19 St service
Events and Alerts have 3 levels of Severity:
Operational | Operation of task is successful running
Warning Task or action failed, HCPG will automatically retry in most cases.
Otherwise manually restart task
Error HCPG has a critical issue that cannot be automatically fixed. Data may be
lost or a process has crashed/exited.

List of HCP Gateway Event codes in Windows Event Viewer.

Currently the Events in the HCP Gateway Ul Events page and Events in
the Windows Event Viewer are different:

Level Event ID Event Message
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Error 2200 Error 2200, Failed to initialize the COM
library, error code = xxx

2201 Error 2201, Failed to register COM
security and set the default security
values, error code = xxx

2202 Error 2202, Failed to get property
'letter' setting from
C:\SAM\etc\sam\sam.properties

2203 Error 2203, Cache disk is not
available:DeviceDosName

2204 Error 2204, Failed to open a new
connection to a communication server
port that is created by the file system
minifilter, error code= xxx

2205 Error 2205, Failed to create an
input/output (1/0) completion port, error
code=xxx

2206 Error 2206, Failed to allocate minifilter
message buffer, exception code=xxx

2207 Error 2207, Failed to get a message
from a kernel-mode minifilter, error
code=xxx

2208 Error 2208, Failed to attempt to

dequeue an I/0O completion packet,
error code=xxx

2209 Error 2209, Failed to reply to a
message from a kernel-mode minifilter.
error code=xxx

2210 Error 2210, Failed to get a message
from a kernel-mode minifilter, error
code=xxx

2211 Error 2211, Failed to retrieve

information about MS-DOS device
DeviceDosName + ErrorCode

2212 Error 2212, Failed to get shared object

2213 Error 2213, Failed to attach minifilter
instance to the volume xxx, return
code=xxx
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2214 Error 2214, Failed to initialize database
connection pool.

2215 Error 2215, Create Database/table
failed!
2216 Error 2216, Setting is invalid in

configuration file
C:\SAM\etc\sam\sam.properties

2217 Error 2217, Cannot find configuration
file C:\SAM\etc\sam\sam.properties

2218 Error 2218, Failed to get file FilePath

2219 Error 2219, Failed to open file FilePath

2220 Error 2220, Failed to get last write time
of (SourcePath)

2221 Error 2221, Cache Limit has been

reached, no available space.

2222 Error 2222, Failed to copy file:
("SourcePath") to ("TargetPath")

2223 Error 2223, Property 'sam.account'
setting is missing in configuration file
C:\SAM\etc\sam\sam.properties

Warn 2100 Warning 2100, Failed to create share
for archive ShareName
Info 2001 Stop SAM VFS service
2000 Start SAM VFS service
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HCP Gateway Reports

The Reports page is divided into two sections. The top portion of the page
contains the available Reports (Figure 14.1.1) that are included in the
HCP Gateway. The bottom half of the page contains the Configured
Reports (Figure 14.1.2). Reports are exported to a csv file delimited by a
"' (pipe) that can be downloaded and opened. The Reports run in the
background, so other Ul activities can be performed while the report is
running.

IMPORTANT WARNING:

The HCP Gateway reports use the same database tables that
the Gateway uses to maintain the information about the files.
When there are a large number of files on a share, running a
report will impact and may even bring a share Offline while
the report runs. Be very careful when running reports when
there is a large number of files on a share.

NOTE:

The HCP Gateway has no way to know the maximum size of
a report that can be attached to an email at a customer site. If
a report is too large to send over email, the Gateway will not
send any alert, it will just not send the report.

NOTE:

A comma is a valid character for a file name in Linux, so HCP
Gateway uses a PIPE character as the field separator
because a PIPE can't be used in a file name in Windows or
Linux.

To display the report in Excel, you just need to open Excel
and select New file, select Data, select From Text, select the
csv file, select Import, select Delimited, select My data has
headers, select Next, unselect Tab, select Other and enter
the '|' (pipe) as the Delimiter, select Next, optionally configure
the Column data formats, select Finish.

Select OK to import the data.

Figure 14.1 - Reports
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The default Reports are:

e Report ID 1 - Share Summary — only contains Share Size in bytes and number of
files

e Report ID 2 - Detail by Share — detailed listing of all files with meta-data

e Report ID 3 - Files In Retention — detailed listing of files under a Retention Policy and
associated dates

e Report ID 4 - Files Expired Retention — detailed listing of files with no Retention
Policy. Note that the report compares the time a file expires against the current date,
so the report won't contain the files with expired retention until the day after they
expire. Also note that when running this report against a share that is not using a
Retention Policy, all files in this share will appear in the report since they are not
under retention.

e Report ID 5 - Files Expiring Retention — detailed listing of files with retention expiring
in the selected Span (days) or less

e Report ID 10 - Files Written to HCPG - summary list of the number of files written to
the selected HCP Gateway share for each day in a selected date range.

e Report ID 11 - Files Saved to HCP - summary list of the number of files saved to the
HCP for the selected HCP Gateway share for each day in a selected date range.

Figure 14.2 — Run report
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To run a report select the Report Name. A popup will appear (Figure
14.2) with the Content window (Figure 14.2.1) that contains menus with
the selected Report and the menu to select the Share to run the report on.
Optionally select another Report to run (Figure 14.2.4). Select the Share
name (Figure 14.2.5). Then select Apply/Run (Figure 14.2.7) to start the
report generation process. Optionally, select Apply (Figure 14.2.6) to
create the Report template without running the report. Select Cancel
(Figure 14.2.8) to exit the Report Content menu without creating the
report.

When the report is run, a warning will appear that the share may not be
accessible while the report is running. Select Confirm (Figure 14.2.9) to
run the report or Cancel (Figure 14.2.10) to return to the previous menu
without running the report.

To edit the configuration of an existing report, select the Report Name to
make changes.

The Configured Reports table will be updated with a new row for the
report that was created and/or run.

The ID column (Figure 14.3.1) shows the status id of the report in the
HCP Gateway database report_status table.

The Report column (Figure 14.3.2) shows the name of the report and if
selected, is used for editing the Report configuration.

The Share column (Figure 14.3.3) shows the name of the Share that the
report was run on.
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The Schedule column (Figure 14.3.4) indicates the schedule the report is
configured for and will be described below.

The Status of the report will show Running (Figure 14.3.5) until
completed, then the Status will show Completed. A Status of Defined
indicates the report was created but has not yet run. The Completed
Date column (Figure 14.3.6) shows the most recent time the report was
generated.

The Download button in the Download column (Figure 14.3.7) is used to
download the report output to a csv file on the system that is running the
HCP Gateway UlI.

The Refresh button (Figure 14.3.8) is used to refresh the Configured
Reports information.

By default, the most recent Reports will be at the top of the list. The
Configured Reports can be sorted by clicking on any of the column
headers (Figures 14.3.1 to 14.3.6).

Figure 14.3 — Pending Status on Report

Configured Repons

[ 1

¢ O
Report o Share 0 Schedule o Status o Completed Date o Download
Files In Retention Rl None Defined
Share Summary test None Completed Apr 18, 2022, 9:07:28 AM E 3 o
Files Saved 1o HCP test None Completed Apr 12, 2022, 11:47:59 AM
Files Wrntten 1o HCPG test None Completed Apr 12, 2022, 11:46:00 AM

Share Summarny Rl Daily Completed Apr 11, 2022, 93717 AM

= -

Select Schedule (Figure 14.4.1) and the Schedule window will appear.
Select Frequency (Figure 14.4.2) and the Report Frequency (Figure
14.4.3) options for running the reports will be displayed, they are:

None — the report will never run report, or if the report is already scheduled, this will
cancel the schedule.

Daily (Figure 14.5.1) — the report will run at the selected time (Figure 14.5.2) every
day

Weekdays (Figure 14.6.1) — the report will run at the selected time every weekday
(Monday through Friday) (Figure 14.6.2)

Weekly (Figure 14.7.1) - the report will run on the selected day (Figure 14.7.2) at the
selected time (Figure 14.7.3) of every week

Monthly (Figure 14.8.1) - the report will run on the selected day (Figure 14.8.2) at the
selected time (Figure 14.8.3) of every month. Select Last for the last day of the
month or the number of the day in the month (Figure 14.8.2)

Monthly first week (Figure 14.9.1) - the report will run on the selected day (Figure
14.9.2) at the selected time (Figure 14.9.3) of the first week of every month

Monthly second week (Figure 14.10.1) - the report will run on the selected day
(Figure 14.10.2) at the selected time (Figure 14.10.3) of the second week of every
month

Monthly third week (Figure 14.11.1) - the report will run on the selected day (Figure
14.11.2) at the selected time (Figure 14.11.3) of the third week of every month
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e Monthly fourth week (Figure 14.12.1) - the report will run on the selected day (Figure
14.12.2) at the selected time (Figure 14.12.3) of the fourth week of every month

After configuring the Content, Schedule and Email, select Apply (Figure
14.5.3) to save the configured report to run at the scheduled time, or
select Apply/Run Now (Figure 14.5.4) to save the configured report and
run it now, or select Cancel (Figure 14.5.5) to return to the previous page
without saving the configured report.

When the report is run, a warning will appear that the share may not be
accessible while the report is running. Select Confirm (Figure 14.2.9) to
run the report or Cancel (Figure 14.2.10) to return to the previous menu
without running the report.

Figure 14.4 — Report Frequency
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Figure 14.5 — Report Frequency Daily
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Figure 14.6 — Report Frequency Weekdays

Share Summary
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Content Schedule Email
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Figure 14.7 — Report Frequency Weekly
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Figure 14.8 — Report Frequency Monthly
Share Summary

Short summary of Share size, file count
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Figure 14.9 — Report Frequency Monthly first week
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Figure 14.10 — Report Frequency Monthly second week
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Figure 14.11 — Report Frequency Monthly third week
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Share Summary
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Figure 14.12 — Report Frequency Monthly fourth week
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To have the report output sent over email after the report runs, select
Email (Figure 14.2.3). Enter individual email addresses and/or email
distributions lists separated by a ";" (semi-colon) (Figure 14.13.1).

Figure 14.13 — Report Email

Hitachi Content Platform Gateway Administration Guide Page 117



Share Summary

Short summary of Share size, file count

Content Schedule Email

Email Address

list1@a.com;userl@a.com
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To delete a report and its output files, select the Report Name, for this
example, Share Summary for the R1 share (Figure 14.14.1).

Figure 14.14 — Select Report to Delete
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Select Delete (Figure 14.15.1).
Figure 14.15 — Select Delete
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Share Summany

Shor summary of Share size, file count

Content Schedule Email

Report
Share
Apply Run Now Cancel Delete

Select Confirm (Figure 14.16.1) to confirm deletion of the report and its
output files.

Figure 14.16 — Confirm Delete
Warning x

Are you sure you want to delete this Report?
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HCP Gateway Operations

The HCP Gateway Operations page contains the Backup, Restore, Delete
on Storage and Cache Migration features.

Backup  Restore  Delete OnStorage  Cache Migration

Summary
Shares
Storage

File Explorer
Events

Logs
Reports
Paolicy

15.1 Backup to HCP Storage

It is imperative that the internal database of HCP Gateway be protected
by backing it up to an external storage location. The Backup tab of the
Operations section will utilize internal processes to perform this database
and configuration backup. If a different process is to be used to back up
HCP Gateway, contact Support for assistance.

Object Storage based upon a dispersion algorithm provides a higher level
of data protection versus local storage or even network storage.
Therefore, it is required to save the HCP Gateway backups to the object
storage. To do this, create a bucket/namespace on the object storage
called for example “HCP Gateway Backups” (follow the Add Storage and
Add Storage Groups processes in Chapter 9 HCP Gateway Storage). If
you are planning to use the Restore feature of HCP Gateway, then it is
required for the backup location namespace be created with versioning
enabled on the HCP. Also do not share this HCP namespace with another
server, as the backup files are stored on the HCP with their Windows path
and file names, not as an object id.

IMPORTANT NOTE:

It is highly recommended to schedule the Gateway backup for
a time when there is little or no activity on the HCP Gateway
shares. The database backs up each of the 22 tables for each
share and the table that is being backed up is locked while it
is backed up. This means that reads and writes on the table,
which happen when a user reads or writes a file, have to wait
until the backup of that table completes. For shares with tens
of millions of files, this causes the share to become
unresponsive until the backup of the table completes. If you
have a pair of clustered or replicated Gateways, it is best to
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run the backup on the non-active node, so there is no impact
to the availability of the shares during the backup.

In the HCP Gateway Ul, select Shares from the main menu. To create a
Share, click on the Add Share button (Figure 10.1.7 in the HCP Gateway
Share chapter). The Add Share form will appear (Figure 15.1WI/L).
Remember the Share name is the exposed share name. For backing up
HCP Gateway, we require operation$ for the Name field (Figure
15.1W.1) in Windows. In Linux, we require the Name (Figure 15.1L.1) and
Share Path to be .operation (Figure 15.1L.2). The “$” at the end of the
Windows share name makes it invisible to Windows clients. The “.” at the
beginning of the Linux share name makes it a special share. Select a
Storage Group that was previously created (Figure 15.1W.2 for Windows
and Figure 15.1L.3 for Linux) with HCP Storage that contains a
namespace with Versioning enabled. Do not share this HCP namespace
with another server, as the backup files are stored on the HCP with their
Windows file names, not as an object id. If you are planning to use the
Restore feature of HCP Gateway, then it is required for the backup
location to be Network using a share named operation$ in Windows and
.operation in Linux. Leave the Policy field blank (Figure 15.1W.3 for
Windows and 15.1L.4 for Linux) so the share will be Read/Write and
configure the share to not Enable Cache so the backup files will be
released from the cache after they are written to the HCP. Then select the
Apply button at the bottom of the form to create the share.

IMPORTANT NOTE:

Do not use an Archive Mode Retention, Include Retention or
Legal Hold policy with the Windows operation$ or the Linux
.operation share. Also, compression and encryption are not
used with the Windows operation$ or the Linux .operation
share, even when selected in the Add or Edit Share menu.

Figure 15.1W — Windows - Add operation$ Share

Hame operations o
Dezcription
Sworage Group | HCPGBackup o
Share  Yes
Hazh OFF
Protocol CIFS
Policy o

Figure 15.1L — Linux - Add .operation Share
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New Share

Name .operation o
Description
Share Path  _operation 0
Storage Group i HCPGBackup v ‘o
Share Yes
Hash OFF
Protocol NFS v
Policy v 0

Next select Shares from the main menu. In Windows, the operation$
share is now visible on the Share summary page (Figure 15.2W.1) and in
Linux, the .operation share is now visible on the Share summary page
(Figure 15.2L.1).

Figure 15.2W — Windows - Operation$ share added
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Figure 15.2L — Linux - Backup (.operation) share added
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Select Operations (Figure 15.2W.2 in Windows or Figure 15.2L.2 in
Linux) from the main menu to return to the Operations tab to continue
with setting up the backup location (Figure 15.3W in Windows or Figure
15.3L for Linux).

In Windows, select the Network checkbox (Figure 15.3W.1) as the
System Backup Location. Then enter “\localhost\operation$” into the
UNC Path text box (Figure 15.3W.2). Enter the User Name (Figure
15.3W.3) and Password (Figure 15.3W.4) for the UNC path. Select Test
(Figure 15.3W.5) to test the connection. Finally, select Apply at the
bottom of the page to save the settings. Now all backups will be written to
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the HCP Object Storage through the operation$ share, which can be
viewed with MS Explorer (Figure 15.4W).

NOTE:

On a Windows Cluster node, set the backup location to
\\<cluster-name-or-ip-address>\operation$.

In Linux, the default backup location is /archive/.operation (Figure
15.3L). It is not recommended, but if you need to change the location,
select the Edit setting (Pencil) icon. Select Apply at the bottom of the
page to save the settings. Now all backups will be written to the HCP
Object Storage through the operation$ share, which can be viewed from
the Linux command line (Figure 15.4L).

Figure 15.3W — Windows operation$ share

System Backup Location Local v| Network

Password

C
kY

Test o

Figure 15.3L — Linux Backup (.operation) share

System Backup Location /archive/.operation 7’

Figure 15.4W — Windows \\localhost\operation$
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Figure 15.4L — Linux - /archive/.operation
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vault@hcpg-linux-1:~5 1s -1 /archive/.operation
total (

drwxrwxr-x 1 vault vault 0 Sep 28 15:43
vault@hcpg-linux-1:~5

Toggle the Enable System Backup to ON (Figure 15.5.1) to enable
backups. Then toggle the Daily Schedule Backup button (Figure 15.5.2)
to ON and then set a starting time (Figure 15.5.3). Use this option if you
want to run one backup per day. If you want to run more than one backup
a day select Add More (15.5.4) and enter another fixed time.
Alternatively, select the Unit Repeat check box (Figure 15.5.5) to set a
frequency, such as run every 6 hours. Note that every backup process is
a full backup and will run until complete. Note the frequency will not start
until after the time of the Daily Schedule. If you want to do a backup
immediately select Back Up Now (Figure 15.5.11).

Figure 15.5 - HCP Gateway Backup

Ensbde Syitem Backup o m
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Backups 1o Keep ] B

System Backup Locanop Local HeTwl o

Date Siatus (]

Q - =
@ Apply @ Backup Mow

System Backup Higtorny

Next enter the Number of Days of Backups to Keep (Figure 15.5.6).
The number must be between 1 and 999. If you run multiple backups per
day, Gateway will store that number times the number of days of backups.
If the backup location is set to Local, Figure 15.5.7 displays the Local
location, otherwise Figure 15.5.8 displays the Network location.

IMPORTANT NOTE:

The HCP Gateway will delete the oldest backup from the
share once the Number of Days of Backups to Keep is
reached. In order to reclaim the space on the HCP from the
oldest backup that was deleted, configure the Delete on
Storage to delete the backup from the HCP namespace.
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Refer to Section 15.3 Delete on Storage for additional
information. Note that the deleted objects from the backup will
not be deleted off the HCP namespace until the Garbage
Collection runs on the HCP namespace.

HCP Gateway provides a Backup history (Figure 15.5.9) of backups. The
list is organized in chronological order from newest to oldest. Each
Backup has a status of “Completed” if it ran correctly. The status will be
“failed” if backup was not successful.

If at any time the Backup now button is selected, a message in blue
letters will appear on the screen for a few seconds indicating the Backup
started. If you remain on the Backup page, another message in blue
letters will appear on the screen for a few seconds when the Backup
completes. Also, selecting the refresh icon (Figure 15.6.1) will update the
status of completed backups. A third way to check the status of a backup
is the Events page in the Ul (refer to Chapter 13 HCP Gateway Logs).

Figure 15.6 — Backup History

System Backup History Target Date Sire C’
= 2020 2020-04-28 06:00 o

- 04 2020-04-28 06:00

» 28 2020-04-28 06:00

» 27 2020-04-28 06:00

b 26 2020-04-28 06:00

25 2020-04-28 06:00

r 24 2020-04-28 06:00

To see the details of a backup, select the triangle located to the left of the
date. This will display the database and configuration backup file (Figure
15.7.1) and database binary log files (Figure 15.7.2). Both files are
required to perform a restore or system recovery operation.

Figure 15.7 - Database Backup

System Backup History Target Date Size G
« 2020 2020-04-28 06:00
= 04 2020-04-28 06:00
- 28 2020-04-28 06:00

o backup_2020-04-28_06-00.zip 2020-04-2806:00 1.11 MB

€ binooooiz 2020-04-28 06:00 21116 KB
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15.2 Restore

The HCP Gateway allows the administrator to recover the system from
backups and this is covered in Chapter 17 Recover from Backup.

15.3 Delete on Storage

The Delete on Storage option allows backend storage space to be
recovered and manages the number of file versions on the HCP Gateway.
This is desirable when a file under retention has passed its retention date
or if the User or Admin manually deletes the file from the front-end file
system. The second scenario is when HCP Gateway is in Server or NAS
mode and the front-end file system is set to Read/Write and a Copy Policy
issued to make a copy to a storage location like a cloud or object storage
system. This setting allows the copies on the storage locations to be
deleted, thus avoiding orphan files consuming capacity when not needed.

Select the Delete on Storage tab from the Operations submenu. A popup
will appear with a table containing a list of the Share names (Figure
15.8.1). Next to each Share Name is a Status toggle (Figure 15.8.2) that
with the default setting set to off. Slide the toggle to the right to turn it on.
Then select Settings (Figure 15.8.3) to configure the settings for that
Share.

Figure 15.8 — Delete on Storage

Include

Hame Status Deletion Sf‘llng',

[ schver () N serings ()

DirRet Settings

o 1 AnyDirfet Settings

WORMExCludeTest Settings

Delete on Storage also needs to appropriately handle file versions and the
configuration options are selected in the Settings popup (Figure 15.9).

Active Files are files with at least one version on HCP Gateway and the
current version of the file is visible in the share (Figure 15.9.1). NOTE that
only one of these settings can be configured per share.

Keep all versions will keep every version of the file.

Keep versions for * days — select this option to configure the number of
days to keep in the Number of days to keep (Figure 15.9.3) field.

Keep * versions for each file — select this option to configure the number
of versions of this file to keep in the Number of versions to keep (Figure
15.9.2) field. The number of versions does not include the active file in the
share, it only counts the number of times the file was modified or

overwritten. If the number of versions is set to 5, when the 7th version of a
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file is written, the Gateway will remove the oldest version of the file, so
there will be 1 active file and 5 old versions.

Deleted Files are files with no active versions visible in the share (Figure
15.9.4). NOTE that only one of these settings can be configured per
share.

Delete all versions will delete every version of the file.
Do not delete any will keep every version of the file.

Keep versions for * days — select this option to configure the number of
days to keep in the Number of days to keep (Figure 15.9.3) field.

Keep * versions for each file — select this option to configure the number
of versions of this file to keep in the Number of versions to keep (Figure
15.9.5) field. Set this to 0 if you want to delete every version of the file.

The Expired retention files option (Figure 15.9.6) configures whether to
Keep or automatically Delete files when their retention period expires.

IMPORTANT NOTE:

In order to automatically delete files with expired retention
from the share and the storage, when selecting Delete in the
Expired retention files option (Figure 15.9.6), it is required
to also select Delete all versions in the Deleted Files option
(Figure 15.9.4). Then the Delete on Storage must be run to
delete the files off the storage. Refer to the HCP Gateway
Operations chapter for the details on Delete on Storage.

The File History record option (Figure 15.9.7) configures how to keep
track of the file metadata history in the HCP Gateway database. For
Compliance reasons it may be necessary to keep track of deleted
versions, in this case select Keep file record after delete. Alternatively,
the metadata can be deleted and space recovered in the database, in this
case, select Remove all deleted files records. Note that before a share
can be deleted, all the metadata for the files must be deleted from the
HCP Gateway database.

Select Apply (Figure 15.9.8) to save the configuration.

IMPORTANT NOTE:

When using a clustered or replicated set of HCP Gateways, it
is required to select Keep file record after delete.

Figure 15.9 — Delete on Storage Settings
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o Active file versions
* Keep all versions Keep * versions for each file
o Keep versions for * days e Number of days to keep

Keep * versions for each file

(Ej- Keep versions for * days

o Deleted file versions

Delete all versions

o ¢ Do not delete any
Keep versions for * days

Keep * versions for each file

o Expired retention files
* Keep

Delete

o File history record
* Keep file record after delete
Remove all deleted files records

o Apply Cancel

IMPORTANT NOTE:

There is no support for file versioning when using a share
with an HCP namespace or UNC Storage configured to Use
File Path instead of the default setting UUID. In this case,
only the settings below are permitted for versions.

o Active file versions - Keep all versions (Figure 15.10.1)
e Deleted file versions - Delete all versions or Do not delete any (Figure 15.10.2)
o Select Apply (Figure 15.10.3) to save any changes.

Figure 15.10 — Delete on Storage UNC Storage Settings

Active file versions

#* Keep all versions

Deleted file versions

o Delete all versions

= Do not delete any

Expired retention files
® Hiep
Delete

File history record
= Hesp file record after delete
Remave all deleted files records

9 Apply Cancel
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Note that the Delete on storage process can be resource intensive,
therefore we recommend that you run in low use periods like evenings or
weekends. The next step is to schedule the process. To immediately run
the Delete on Storage process select Start Now (Figure 15.11.1)
otherwise to run at a different time slide the toggle to the right to turn on
one of the other options (Figure 15.11.2).

Figure 15.11 — Delete on Storage Settings

Delete Schedule One-off
Lo OFF Start Now o
o Daily OFF
1 Weekly

To run the delete process just once, select the One-Off toggle (Figure
15.12.1) and slide to the right. Then select the calendar icon (Figure
15.12.2). Once the calendar appears select the appropriate month, date
(Figure 15.12.3) and then set the time (Figure 15.12.4). The select Apply
(Figure 15.12.5) to finish the scheduled delete process.

Figure 15.12 —Schedule One-Off Time

o ©
“"El a

Do

To run the Delete on Storage daily, slide the daily toggle to ON (Figure
15.13.1). Select the options for setting a starting time (Figure 15.13.2) and
an ending time (Figure 15.13.3). Then select Apply to save the daily
schedule.

Figure 15.13 —Schedule Daily
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To run the Delete on Storage weekly, slide the daily toggle to ON (Figure
15.14.1). Then select the desired days (Figure 15.14.2) by selecting the
appropriate box. Next use the arrows to set the start and ending times
(Figure 15.14.3) for each day of the week. Finally, select Apply (Figure
15.14.4) to save the settings.

Figure 15.14 —Schedule Weekly
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WARNING:

Using the Delete on Storage will result in the files selected
being deleted off the HCP Gateway and HCP storage. Be
very careful using this feature.

15.15 Cache Migration

The HCP Gateway Ul Cache Migration feature is enabled on a per share
basis by sliding the Select bar (Figure 15.15.1) to the On position then
selecting the appropriate option. In most cases, these features will be
used at the recommendation of HCP Gateway support.

The HCP Gateway Ul Cache Migration feature allows the administrator to
perform the following processes.

Restart the process to copy files that did not get written to storage (Reset Failed
Migration Files), when there are records in the database migration tables with a
complete status of -1, by selecting Reset (Figure 15.15.2)

When using a Server Mode Copy Release policy, restart the process for files that
were not purged from the HCP Gateway cache (Reset Failed Cache Purge Files),
by selecting Reset (Figure 15.15.3)

Copy files from storage to cache (Copy file to cache) by selecting the files by Last
Accessed Date, Create Date or Last Modify Date (Figure 15.15.4) and entering the
start (from) (Figure 15.15.5) and end (to) (Figure 15.15.6) dates, then select Start
Copy (Figure 15.15.7). Use this method when copying a large number of files from
storage to cache based on the Access, Create or Modify Date. Note that the Copy
Files to Cache feature is only available to an Admin level user in the HCP Gateway
Ul

Refer to Chapter 29 Copy Files to Cache for additional ways to copy
files from storage to the cache.
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Figure 15.15 — Cache Migration
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Recover Previous Versions and Deleted Files

HCP Gateway supports file versioning at a file level. This means the
whole file is versioned, not just the changed blocks of the file.

WARNING: In Server mode in order to recover from a previous version or
promote an older version to current version there must be a copy on a
storage location, such as the HCP.

IMPORTANT NOTE:

You will need to wait for the file to be completely processed,
about 3-5 minutes, before you can version a file in the HCP
Gateway Ul File Explorer.

The HCP Gateway administrator can use the File Explorer to download a
previous version or promote a previous version to the current version.
Alternatively, Users can install the HCP Gateway End User Restore
application on their Windows computer.

16.1 Version Recovery by Administrator

From the HCP Gateway Ul the administrator selects File Explorer (Figure
16.1.1) from the main menu. The select the Choose Detail button (Figure
16.1.2).

Figure 16.1 — Versions
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By default, versioning info is not displayed in the File Explorer menu. To
include versioning info, click the Versioning checkbox (Figure 16.2.1) in
the popup form. Then click the Apply button (Figure 16.2.2).

Figure 16.2 — Show Versioning Details
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After applying the changes, the File Explorer menu has changed and now
has a column called Versioning (Figure 16.3.1). To view the file versions,
select the checkbox (Figure 16.3.2) for the file and then click on the
Versions button (Figure 16.3.3).

Figure 16.3 — Check for Versions

File Explorer o Choose Detail Show deleted files Search
Name & Type Policy Size Modify Date Versioning o
- New Archive CopyNOW -
filed txt E 3 File CopyNOW S.008 2020-04-16 11:54:34
filed txx & | File CopyNOW 9.008 2020-04-16 11:54:47
fileS.txt &  File CopyNOW 9.00B 2020-04-16 11:54:58
o filel.txt E 3 File CopyNOW 23.00B 2020-04-24 16:51:58 Versions o

In Figure 16.4 there are two versions of the file file1.txt. The current
version was saved 2020-04-24 16:51:58 (Figure 16.4.1). The previous
version was saved at 2020-04-16 11:52:46 (Figure 16.4.2). The files are
listed in order of last modification time, the “current” version, in this
example, is the most recent file.

Figure 16.4 — Show File Version

Versions of file

filel.txt

Insert Date Modify Date Policy Byte  Restore &
Apr 16, 2020 11:56:01 moznzu-m-m 11:52:46 CopyNOW 9 Apply £
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@ Refresh Cancel

The original version can be promoted by selecting the Apply button
(Figure 16.4.3). The original version can also be downloaded by clicking
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the Download icon (Figure 16.4.4). The Refresh button (Figure 16.4.5) is
used to show the updated status of the files. Note that it will take a minute
or 2 for the status to be updated before the Refresh button will show the
changes.

After deciding that the original version should be promoted and made the
current version by selecting the Apply button (Figure 16.4.3) the Ul is
refreshed and now displays that the older file is the current version
(Figure 16.5).

Figure 16.5 — Current Version changed

Versions of file
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16.6 User Recovery of Previous Version (Windows
Only)

In order for a user to recover a previous version of a file from their
Windows computer they must have the HCP Gateway End User Restore
application installed that matches the version of the HCP Gateway.
Download the HCPGUserRestore-X.X.X.msi file to the User’s system.
Double click on the name to start the Microsoft installer of the application.
Take the default options until finished. Make sure TCP Port 9090 is open
between the end-user system and the HCP Gateway. If Windows Firewall
is enabled on the HCP Gateway, make sure TCP port 9090 inbound is
allowed. See Application note with detailed instructions for application
installation.

Figure 16.6 — Application Installer
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The HCP Gateway is presenting a Share named test to user. The user
saves a file named demo.txt at 10:46AM. At 10:53AM the user updates
the file (Figure 16.7) and saves it. The file updated at 10:53AM is the
current version and visible in the Test Share presented by the HCP
Gateway. The version created at 10:46 is not visible in the Test Share.

Figure 16.7 — User View of Test Share
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To start the User Restore process the user puts their mouse on the file
name and right clicks the mouse. The File Explorer tool menu pops up
(Figure 16.8). Find HCPG on the menu and to the right click on the “>”
sign (Figure 16.8.1). The menu will then show the HCPG User Restore
option (Figure 16.8.2).

Figure 16.8 — Explorer tools
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The Version table (Figure 16.9) for the selected file is displayed. In the
example there are two versions of the file demo.txt. The current version
can be determined by looking at the modify time or the one without the
“turn back clock” icon 2 . The user can elect to download any version by
selecting the cloud download icon @ . This will save the selected file to
the download folder of the local system. Alternatively, the user can select
the “turn back clock” icon 2 and this file will be promoted to the current
version. Click the X in the popup to close the application.

Figure 16.9 — Versions
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16.10 Recovery of Deleted Files by Administrator

The Gateway Administrator can see and recover deleted files in the File
Explorer menu. The Show deleted files (Figure 16.10.1) button needs to
be checked in the File Explorer to enable the Administrator to recover
deleted files.

Figure 16.10 — Select Show deleted files
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Deleted files are displayed in gray italic text versus black. To restore a
single deleted file, select the file by clicking the box to the left of the file
name (Figure 16.11.1) then click the Restore button (Figure 16.11.2).

Figure 16.11 — Select Deleted File
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The recovered file is now available again in the HCP Gateway File

Explorer (Figure 16.12.1) and Windows File Explorer (Figure 16.13).

Figure 16.12 — Deleted File Recovered in HCP Gateway
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Figure 16.13 — Deleted File Recovered in Windows File Explorer
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left of the file names (Figure 16.14.1) then click the Restore button

(Figure 16.14.2). If the files are not restored in a few minutes, select the

Events page (refer to Chapter 13 HCP Gateway Logs) for more

information.

Figure 16.14 — Select Deleted Files
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The recovered files are now available again in the HCP Gateway File
Explorer (Figure 16.15.1) and Windows File Explorer (Figure 16.16).
Figure 16.15 — Deleted File Recovered in HCP Gateway
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Figure 16.16 — Deleted Files Recovered in Windows File Explorer
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Recover from Backup

In this chapter we will cover the process to use the HCP Gateway backup
files to recover data on a single HCP Gateway system using the built-in
Restore feature in the HCP Gateway Ul Operations tab. This feature will
work on either a single share or on all shares.

Prerequisites:

1.

3.

You need a location to store the backup, it is recommended to use an HCP
Namespace. In this example create an “hcpgbackup” namespace. Also, you need to
add the Storage for the “hcpgbackup” namespace and a Storage group in the HCP
Gateway. The “hcgpgbackup” namespace requires Versioning enabled on the HCP
Namespace because the .bin files get updated. Do not share this HCP namespace
with another server, as the backup files are stored on the HCP with their Windows
file names, not as an object id. If you need assistance with these tasks, review the
HCP Gateway Administration Guide Storage and Shares chapters.

Next, you need to create a share that will store the HCP Gateway backups in the
“hcpgbackup” namespace on the HCP. We REQUIRE naming the share
“operation$” in Windows or “.operation” in Linux, so that the share is hidden from
users. Leave the Policy field blank when creating share so the share will be
Read/Write and the backup files will be released from the cache after they are written
to the HCP. Next, in the HCP Gateway Ul Operations -> Backup tab, make sure the
System Backup Location is set to Network and the UNC Path is set to the
\\localhost\operation$ in Windows or /archive/.operation share in Linux. If you
need assistance with this task, review the HCP Gateway Administration Guide
Operations section.

NOTE:

On a Windows Cluster node, set the backup location to
\\<cluster-name-or-ip-address>\operation$.

IMPORTANT NOTE:

Do not use an Archive Mode Retention, Include Retention or
Legal Hold policy with the Windows operation$ or the Linux
.operation share. Also, compression and encryption are not
used with the Windows operation$ or the Linux .operation
share, even when selected in the Add or Edit Share menu.

If an HCP Gateway backup has not been completed, then in the HCP Gateway UI,
go to Operations -> Backup tab and click on the Backup Now button.

WARNING:

If a customer is using a Copy or Tiering Policy and the data is
on local disk and an HCP namespace, and there is limited
local disk space for the restore from backup, some data from
the local disk cache location might need to be deleted (data
that is already protected in HCP). Refer to the HCP Gateway
Administration Guide Delete File Copy Off Local Storage
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chapter for the steps to delete files off the local storage to free
up space in the cache.

Gateway — Backup Recovery Process:

Step 1 — (Windows only) During the restore process, the HCP Gateway
cache folder will be renamed so the cache will match the restored
database information, which requires a configuration parameter change.
Use Notepad++ on the HCP Gateway to edit the file
C:\SAM\etc\'sam\sam.properties and configure the parameter
“point.protect=no” (Figure 17.1.1). Be sure to save the file by clicking the
blue disk icon (Figure 17.1.2) before closing the Notepad++ application. If
Notepad++ is not available, use Notepad.

Figure 17.1 — Edit sam.properties file

_..-.:' CASAM etc\sam\sam.properties - Notepad++ [Administrator]
File E-o Search View Enceding Language Settings Tools Macro Run  Plugins Window 7
o HO 2GR ik 2c g x| =1 EEEE
I
|

backup.scheduled.cime=00:00
backup.repeats=

backup.users=
backup.passwords=
backup.scheduled.count=0
backup.type=local
lettez=E:)

point .p:o:ec:*:}oo

Step 2 - (Windows only) Stop the SAM VFS service. It is recommended to
wait at least 5 minutes from the time the last file is ingested into HCP
Gateway before stopping the SAM VFS service. Click on the Windows
Start Menu located at the bottom left of the screen. Select the “Services”
option. Navigate to the SAM VFS service, right-click on it and select
“Stop” (Figure 17.2.1).

Figure 17.2 — Stop SAM VFS Service
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Step 3 — (Windows only) Start the “SAM VFS” service. In the Windows
“Services”, navigate to the “SAM VFS” service, right-click on it and select
“Start” (Figure 17.3.1).

Figure 17.3 — Start SAM VFS Service
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Step 4 — (Windows and Linux) If you have more than 1 share and the
shares contain many files, it may take a few minutes before the shares
show an Active Status. Once all the shares show an Active Status, then
click the Stop button (Figure 17.4.1) of the share you want to restore. If
you want to restore All shares, you will need to stop all of the customer
data shares. DO NOT STOP THE operation$ (Windows) or .operation
(Linux) share, as that is where the restore will be accessing the backup
file from.

Figure 17.4 — Stop Share
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Step 5 — (Windows and Linux) In the HCP Gateway Ul, navigate to the
Operations -> Restore tab (Figure 17.5). Here you can enable the
restore of All shares by turning on the All Shares option (Figure 17.5.1)
or select One of the shares by turning on the option for that share (Figure
17.5.2).

Figure 17.5 — Operations > Restore
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Step 6 — (Windows and Linux) Click the calendar icon in the Restore to
date (Figure 17.6.1) so you can select the date (Figure 17.6.2) and the
time (Figure 17.6.3) to restore to. Check the System Backup History
(Figure 15.6) for a list of the available backups to restore from. If you don’t
pick the exact time the backup was completed, then the restore will use
the last backup that was taken before the date and time you enter. The
restore may not find the backup from a previous day, so pick the time on a
day that a backup was run and completed. Click the Start button (Figure
17.6.4) to start the restore.

Figure 17.6 — Select Restore Date and Time
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Step 7 — (Windows and Linux) Verify there is enough space in the cache
for the restore to complete (Figure 17.7.1). Click the Yes button (Figure
17.7.2) to start the restore. Click the Cancel button (17.7.3) to cancel the
restore.

Figure 17.7 — Confirm Starting Restore
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Step 8 — (Windows and Linux) Depending on how many files are on the
HCP Gateway share(s) will determine how long the restore process will
take. You can monitor the status of the restore by checking the Events
tab in the HCP Gateway Ul (Figure 17.8). You will see an Event posted

when the Restore started (Figure 17.8.1) and when the Restore
completed (Figure 17.8.2).

Figure 17.8 — Restore Events
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Step 9 — (Windows only) With the restore process complete and the HCP
Gateway cache folder renamed, use Notepad++ or Notepad to edit the file

Severity level  ALL

Shares Severity

Event Code

after-backup-04272049 OPERATIONAL 17

1026

1.026

43 OPERATIONAL 17
a OPERATIONAL 17
INFO
INFO
A3 OPERATIONAL

Event code

Event Message

Start share aher-backu
Stan share A3

Start shase A1

Flessore has completed 0

Restore in process ﬂ

Stop share A3

C:\SAM\etc\sam\sam.properties and configure the parameter

“point.protect=yes” (Figure 17.9.1) to set the cache folder so it cannot be
renamed, or you can remove the whole line that contains “point.protect”.
Be sure to save the file by clicking the blue disk icon (Figure 17.9.2)
before closing the Notepad++ application. If Notepad++ is not available,

use Notepad.

Figure 17.9 — Edit sam.properties file

[ *CASAM\etc\sam\sam.properties - Notepad+ + [Administrator]
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Step 10 - (Windows only) Stop the SAM VFS service. It is recommended
to wait at least 5 minutes from the time the last file is ingested into HCP
Gateway before stopping the SAM VFS service. Click on the Windows
Start Menu located at the bottom left of the screen. Select the “Services”
option. Navigate to the SAM VFS service, right-click on it and select

“Stop” (Figure 17.10.1).

Figure 17.10 — Stop SAM VFS Service

Hitachi Content Platform Gateway Administration Guide

Page 143



& Strvices = B X

Fle Agn Vew Help

MmOz Em reun
Sercesflocl) | pame ! Desorgtion S SatpTipe  logOnds -
G Secondary Logon st fting proc. Manusl Locl Syste.
G Secure Socket Tunne Step o ppert fioe WManual Lecal Service
G Security Accounts M Pause velthinse. Runtng  Automatic Liscal Syt
E Sener Dt Servce e tafem s Manusl (Trg—  Local Syste_
5 Sener Monitcring Se Restat S e Wanwal (Trig.  Lecal Service
R ) EErere il wssnl Tann T Lot

Step 11 — (Windows only) Start the SAM VFS service. In the Windows
“Services”, navigate to the SAM VFS service, right-click on it and select
“Start” (Figure 17.11.1).

Figure 17.11 — Start SAM VFS Service
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Step 12 — In the HCP Gateway Ul, navigate to the Shares tab. If you have
more than 1 share and many files in the shares, it may take a few minutes
before the shares that were not restored to show an Active Status. Once
all the shares, except the share(s) that was/were restored, show an
Active Status (Figure 17.12.1), then click the Start button (Figure
17.12.2) to start the share(s) that was/were restored.

Figure 17.12 — Start Share

WARNINGS:

e Since the cache was renamed during the restore
process, all of the file content is now only on the
storage, for example, the HCP. Files will be recalled
to the local cache based on the policy. All files are
immediately readable. There is a brief 3-5 minute
settling period after the file is recalled to the local
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cache if you are using a Server Mode Copy or Tiering
Policy. During this period, to modify or overwrite an
existing file will require using “Save As”. As an
alternative, in Windows File Explorer, select all the
files and folders at the top of the share(s) that
was/were restored, right-click and select “Properties”
so Windows will read the metadata for each file and
start the 3-5 minute settling period. For Linux, the
Linux NFS client caches the information about the
folders and files on the client. In order to see the
current state of the folders and files on a Linux share,
you need to unmount (umount) and then remount
(mount) the HCP Gateway share on the Linux NFS
client.

e Starting in HCP Gateway Windows version 4.1.3,
when a file is read that is not stored in the cache, if
the Enable Cache setting is enabled in the share, the
file will remain in the cache until the Cache High
Watermark setting is reached and the file is released
from the cache. In addition, there is a new feature
Copy Files to Cache in the HCP Gateway Ul File
Explorer that can be used to select all the files or a
subset of files in the share and copy the files from
HCP Storage to Cache. See the Copy Files to
Cache chapter for the details.

o Each time the restore process is run, a copy of the
cache folder is made on the E: drive (Windows) or
Istorage/sam (Linux). If available space on the drive
becomes low, you can remove the renamed cache
folders. Make sure you only remove the cache folders
with a date and timestamp after the name. See
Figures 17.13.1W, 17.13.2W and 17.13.3W for
Windows and 17.13.1L for Linux examples.

Figure 17.13W — (Windows) Renamed cache folders
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Figure 17.13L — (Linux) Renamed cache folders
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HCP Gateway Software Upgrade

These software upgrade steps apply to Windows only, they do not apply
for Linux.

18.1 Windows Upgrade Process

There are now 2 methods for upgrading the HCP Gateway software, an
upgrade script or the manual process.

Go to Chapter 30 HCP Gateway Automatic Software Upgrade Script
to use the new upgrade script to upgrade the HCP Gateway from version
4.2.0 or higher to 4.3.8.

The rest of this chapter will cover the manual process to upgrade the HCP
Gateway Windows software from version 4.2.0 or higher to version 4.3.8.
If upgrading from a release before version 4.2.0, the HCP Gateway must
first be upgraded to version 4.2.0. Please refer to the HCP Gateway v4.2
Administration Guide Chapter 18 for instructions on upgrading from
version 4.1.4 or higher to version 4.2.0. Please contact Hitachi support if
upgrading from a version before 4.1.4.

The manual upgrade from version 4.3.1 to 4.3.8 will require 2 reboots of
the Gateway.

You will need to be logged into the HCP Gateway server as a local
administrator to perform these steps. Generally, an upgrade is composed
of 2 pieces of software, the Ul which is in the file named hcpg-windows-
ui-4.3.8_2022-10-24_06-04-55.war and the filter driver, also known as the
SAM VFS service, which is in the file named HCPG-signed-4.3.8.2.msi.
There will also be an updated copy of the C:\SAM folder in the folder
named SAM in the upgrade zip file.

In addition, upgrading the HCP Gateway to version 4.3.8 requires
upgrading the MariaDB database software from version 10.4.22 or lower
to 10.6.10.

Occasionally there may be additional steps required to upgrade the HCP
Gateway. The additional steps will be documented in the Release Notes
for that release. Follow the upgrade instructions in the HCP Gateway
Release Notes and use them in combination with the instructions in this
chapter of the Administration Guide, as they may have additional steps
to take at specific points of the upgrade.

NOTE:

When upgrading a set of HCP Gateways using database
replication, it is recommended to verify that the database
replication is in sync by logging into the database, issuing the
command show all slaves status\G on all nodes and verify
there are no errors. Refer to the Database Replication
Guide for additional details. Resolve any errors before
starting the upgrade. Then, upgrade the DR Gateway first and
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after the upgrade, stop the SAM VFS service. Then upgrade
the primary HCP Gateway.

When upgrading a clustered pair of HCP Gateways, it is
recommended to verify that the replication on the cluster
nodes is in sync by logging into the database, issuing the
command show all slaves status\G on all nodes and verify
there are no errors. Refer to the Database Replication
Guide for additional details. Resolve any errors before
starting the upgrade. Then, upgrade the non-active node
(node 2) of the cluster first. Then after the upgrade of node 2
is complete, failover the cluster from the active node (node 1)
to the non-active node (node 2) and then upgrade node1.
Then after the upgrade of node1 is complete, fail the cluster
back from node 2 to node 1.

On a 4-node cluster, upgrade the pair of HCP Gateways at
the DR site first, then repeat these steps with the 2 nodes in
the cluster at the Primary site

IMPORTANT NOTE:

The Wildfly version 19 application used by the HCP Gateway
Ul supports TLS version 1.3. Microsoft Internet Explorer does
not support TLS version 1.3, so it cannot be used to access
the HCP Gateway Ul. Starting with HCP Gateway version
4.2.0, use a web browser such as Firefox to access the HCP
Gateway Ul.

Step 1 — Logon to the HCP Gateway Windows OS as a local
Administrator. Copy the upgrade software zip file to the C:\Temp folder on
the HCP Gateway server and unzip the file. If the C:\Temp folder does
not exist, please create the folder and copy the upgrade software zip file
to it. Open a Windows File Explorer and navigate to the folder where the
upgrade zip file was unzipped, for this example, C:\Temp\hcpg-4.3.8
(Figure 18.1.1) to verify the list of files.

Figure 18.1 — HCP Gateway Installation Files
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Step 2 - It is required to upgrade the MariaDB software from version
10.4.22 to 10.6.10. Please refer to Chapter 31 Upgrade MariaDB
10.4.22 to 10.6.10 for the detailed steps. Then proceed to step 3.

Step 3 — Stop the SAM VFS service. It is recommended to wait at least 5
minutes from the time the last file is ingested into HCP Gateway before
stopping the SAM VFS service. Select the Windows Start Menu located at
the bottom left of the screen. Select the Services option. Navigate to the
SAM VFS service, right-click on it and select Stop (Figure 18.2.1). Make
a note of the Log On As user running the SAM VFS service (Figure
18.2.2) as this user will be set to the default Local System when the new
version of the HCP Gateway software is installed and you will need to
change it back to the current user.

NOTE:

When upgrading a set of cluster nodes, make a note of the
Log On As user running the SAM VFS service (Figure
18.2.2), then in the Windows Failover Cluster Manager Role
window, take the SAM VFS service offline instead of stopping
it in Windows Services.

Figure 18.2 — Stop SAM VFS Service
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Step 4 — When upgrading to HCP Gateway 4.3.1, it was required to
update the database table #_ntfs for each share and when upgrading to
HCP Gateway 4.3.8, it is required to manually create one index that will
be used by the Cache Management Watermark clear option and the
Copy Files to Cache, which is configured in the HCP Gateway Ul
Configuration -> General page. If necessary, from the Windows Start
menu, open a MariaDB 10.6 (x64) Command Prompt and login to the
database by issuing the command mysql -N -uroot -p --ssl SAM (Figure
18.3.1). Then, if necessary, find the id of each share from the archive
table in the database by issuing the query select id,name from archive;
(Figure 18.3.2). For this example, we are checking the index for the A1
share which has an id = 1 (Figure 18.3.3). Verify if an index named
iAccess, iModify or iCreate is already created by issuing the query
show create table 1_fs; (Figure 18.3.4). Verify if the emFlag column is
already created by issuing the query show create table 1_ntfs; (Figure
18.3.5).

Figure 18.3 — Check table index
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If the cmFlag is in the ntfs table and an iAccess, iCreate or iModify
index is created and matches the Cache Management Watermark clear
option in the HCP Gateway Ul Configuration -> General page, then skip to
the next step.

Otherwise, following are the steps for the 2 databases updates that need
to be made.

Database update 1

There is a database update for the #_ntfs table for each share (where # is
the id of the share from the archive table in the database). The database
update will be done automatically after the HCP Gateway software is
upgraded, but if there are millions of files in a share or shares, the first
time the SAM VFS service is started after the upgrade, this will slow down
the start of the shares.

Optionally, to manually update the #_ntfs table in the database, in the
MariaDB 10.6 (x64) Command Prompt, update the #_ntfs table, for this
example the share A1 which has id =1, by issuing the query alter table
1_ntfs ADD COLUMN cmFlag INT NOT NULL DEFAULT 0; (Figure
18.4.1). Repeat the alter table query for each share that contains millions
of files.

NOTE:

If you chose to manually update the #_ntfs table in this step,
to reduce time with database updates, you can also manually
create the index for the cache management (Database
update 2) at the same time.

NOTE:

If you chose to manually update the #_ntfs table in a
replicated set of HCP Gateways that do not have a shared
cache, you need to manually update the #_ntfs table on each
Gateway because the change will not replicate to the other
Gateway.

If you chose to manually update the #_ntfs table in a 2 node
cluster, you only need to manually update the #_ntfs table on
the first node you upgrade, the changes will replicate to the
other node.

If you chose to manually update the #_ntfs table in a 4 node
cluster with 2 nodes in site A and 2 nodes in site B, you only
need to manually update the #_ntfs table on the first node
you upgrade in each site, the changes will replicate to the
other node in each site.
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NOTE:

When there are many millions of files in a share, the share on
the active node of a clustered or replicated set of HCP
Gateways may become unresponsive while the upgrade to
the #_ntfs table occurs on the other node. Please wait until
the database updates complete on the other node before
rebooting the other node.

Database update 2

It is required to add an index from the 3 options below for selecting the file
content to remove from the cache first when the cache reaches the Cache
High Watermark, "Oldest Last Access Date" (default), "Oldest Create
Date" and "Oldest Modification Date". This index will also be used for the
new Copy Files to Cache option in the HCP Gateway Ul Operations ->
Cache Migration page. Note that adding more than 1 of these indexes will
reduce performance of the HCP Gateway.

¢ When using the "Oldest Last Access Date" (default), add the Access Date index to
the 1_fs table, for this example the share A1 which has id = 1, by issuing the query
ALTER TABLE 1_fs ADD INDEX iAccess(fsid, type, visible, location,
accessDate); (Figure 18.4.2).

¢ When using the "Oldest Create Date", add the Create Date index to the 1_fs table,
for this example the share A1 which has id =1, by issuing the query ALTER TABLE
1_fs ADD INDEX iCreate(fsid, type, visible, location, createDate); (Figure 18.4.3).

o When using the "Oldest Modification Date", add the Modify Date index to the 1_fs
table, for this example the share A1 which has id = 1, by issuing the query ALTER
TABLE 1_fs ADD INDEX iModify(fsid, type, visible, location, modifyDate);
(Figure 18.4.4).

Note that if there are millions of files in the share, it may take a few
minutes to add the index to the table. Exit the MySQL CLI by issuing the
query exit (Figure 18.4.5). Close the MariaDB Command Prompt by
issuing the command exit (Figure 18.4.6).

IMPORTANT NOTE:

If you chose to manually update the #_fs table in a replicated
set of HCP Gateways that do not have a shared cache, you
need to manually update the #_fs table on each Gateway
because the change will not replicate to the other Gateway.

If you chose to manually update the #_fs table in a 2 node
cluster, you only need to manually update the #_fs table on
the first node you upgrade, the changes will replicate to the
other node.

If you chose to manually update the # fs table in a 4 node
cluster with 2 nodes in site A and 2 nodes in site B, you only
need to manually update the #_fs table on the first node you
upgrade in each site, the changes will replicate to the other
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node in each site. Please wait until the database updates
complete on the other node before rebooting the other node.

Figure 18.4 — Database updates

Step 5 - If necessary, open Windows Services, right-click on the SAM
VFS (service and select Stop (Figure 18.5.1). Right-click on the Wildfly
service and select Stop (Figure 18.5.2). Right-click on the MariaDB
service and select Stop (Figure 18.5.3). Note that this step will take all the
shares on the HCP Gateway offline.

Figure 18.5 — Stop SAM VFS and Wildfly services
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NOTE

When upgrading a set of cluster nodes, in the Windows
Failover Cluster Manager Role window, take the SAM VFS
service offline instead of stopping the SAM VFS service in
Windows Services.
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Step 6 - Open a Windows Notepad running as Administrator to edit the
D:\MariaDB\data\my.ini file and verify (you only need to verify these
settings if you just completed upgrading MariaDB from version 10.4 to
10.6) otherwise add or modify the following parameters

¢ In the [client] section, add the line default_character_set = utf8mb4 (Figure 18.6.1).

18.6.2)

innodb (Figure 18.6.3)

add the following lines (Figure 18.6.4)
character_set_client-handshake = FALSE
max_allowed packet=256M
slave_net_timeout = 3600
connect_timeout = 60

net _read_timeout = 60

log_warnings = 1

skip-name-resolve

In the [mariadb] section, if it exists, remove the entire line that contains
key_buffer_size (Figure 18.6.5)

Save the changes to the file.

Figure 18.6 — Verify MariaDB parameters

my.ini - Notepad
File Edit Format View Help
[client]

port=3306
plugin-dir=C:/Program Files/MariaDB 1@.4/1ib/plugin

[mariadb]
datadir=D:/MariaDg/data
tmpdir=0D:/Temp

## Networking

bind-address = @.9.0.0
port = 3386
max_connections = 500

## Storage Engine
default-storage-engine=Arial 1]

= “STRICT_TRANS_TABLES,NO_ENGINE_SUBSTITUTION"

## Storage Engine Buffers
#tkey buffer size = 1638
aria_pagecache_buffer_size = 1638M

In the [mariadb] section, change default-storage-engine from MyISAM to Aria (Figure

In the [mariadb] section, if it does not already exist, add or uncomment the line skip-

Step 7 - If this HCP Gateway is part of a set of Windows Failover Cluster HCP Gateways,
then open a Windows Notepad, edit the C:\SAM\etc\sam\sam.properties file and add a line
cluster.access.ip=<clusterlPAddress> (Figure 18.7.1) where <clusterlPAddress> is the
IP address of the Cluster Role that contains the SAM VFS service (Figure 18.8.1). Save the

changes to the file.

Figure 18.7 — Cluster Access IP Address
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File Edit Format View Help

#Frli Dec 83 18:32:13 MST 2821
backup.days=1@
backup.dir=\\localhost\operation$
backup.enabled=1
backup.password=

backup.repeat=
backup.repeat.unit=m
backup.scheduled=1
backup.scheduled. count=0
backup.scheduled.time=21:38
backup.type=network

backup.users=
binlog.folder="D:\MariaDB\binlog"
binlog.name=hcpg-1-bin

cluster=e
.access.ip=10.6.5.30f 1]

Figure 18.8 — Cluster Access IP Address continued
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Step 8 - Now the old version of the SAM (HCP Gateway) program needs
to be uninstalled, for this example version 4..3.1. Select the Windows
Start Menu located at the bottom left of the screen. Select the Control
Panel icon. In the Control Panel window, under the Programs section,

select Uninstall a program (Figure 18.9.1).
Figure 18.9 — Control Panel
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Step 9 — In the Program and Features window, right-click the SAM
program (Figure 18.7.1) and select Uninstall (Figure 18.10.2). In the
Program and Features pop-up window, select Yes to verify you want to
uninstall SAM.
Figure 18.10 — Uninstall Program
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Step 10 — Close any other open windows except the SAM window. In the
SAM window, when prompted to restart your system, select Yes (Figure
18.11.1).

Figure 18.11 — Restart Window

You must restart your system for the configuration
changes made to SAM to take effect. Cick Yes to
restart now or No ¥ you plan to manually restart |ater.

Yes No

Step 11 — After the HCP Gateway reboots, log into the HCP Gateway
Windows OS as a local administrator user.
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IMPORTANT STEP: Open a Windows File Explorer, rename the
C:\SAM\bin to C:\SAM\bin.<YYYY-MM-DD>, the C:\SAM\lib to
C:\SAM\lib.<YYYY-MM-DD>, the C:\SAM\ps to C:\SAM\ps.<YYYY-MM-
DD> and the C:\SAM\restore folder to C:\SAM\restore.<YYYY-MM-DD.

NOTE:

If you receive an error that the C:\\SAM\lib folder does not
exist, just continue on with the rest of the instructions.

NOTE:

If you receive an error that the C:\SAM folder is open in
another program, then stop the Wildfly service in Windows
Services and then retry renaming the folder.

If you are installing from a software release upgrade package, in Windows
File Explorer, navigate to the folder where the upgrade zip file was
unzipped, for this example, C:\Temp\UpgradeTo4.3.8 and unzip the file
SAM.zip and copy all of the folders from the release upgrade package in
the C:\Temp\UpgradeTo4.3.8\SAM folder to the C:\SAM folder on the
HCP Gateway. When prompted that the destination has files with the
same name, select Replace the files in the destination when doing the

copy.

Step 12 — In the Windows File Explorer where you downloaded the new
version of the HCP Gateway software, double-click on the MSI file,
HCPG-signed-4.3.8.1.msi (Figure 18.12.1).

Figure 18.12 — Start MSI Installation
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Step 13 — In the SAM Setup window select Next (Figure 18.13.1). In the
SAM Setup End-User License Agreement window, select the box to
accept the terms of the License Agreement then select Next. In the SAM
Setup Destination Folder window, accept the default location
C:\Program Files\SAM\ and select Next.

Figure 18.13 — SAM Setup

19 sAM Setup - ¢

Welcome to the SAM Setup Wizard

The Setup Wizard wall install SAM on your computer, Chick Next
to continue or Cancel to exdt the Setup Wizard.

(1]
==

Step 14 — In the SAM Setup Ready to Install SAM window select Install
(Figure 18.14.1).

Figure 18.14 — Ready to Install SAM

1 sAM Setup _ v

Ready to install SAM

Click Install to begin the installation. Click Back to review or change any of your installation
settings. Click Cancel to exit the wizard.

L1
==
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WARNING:

If the following error is encountered (Figure 18.15), check that
the sam.account parameter was added to the
C:\SAM\etc\'sam\sam.properties file.

Note that if setting the sam.account parameter to something
other than SYSTEM, then you will need to accept the default
of SYSTEM during the upgrade and then after the upgrade is
complete, change it back to the previous setting noted during
Step 3 above.

Figure 18.15 - SAM Setup error

2

Installing SAM

Please W 431 SAM Setup

Status: Service "SAM VFS' (SAMVFS) failed to start. Verify that
you have sufficient privileges to start system services.
I

Step 15 — In the SAM Setup Completed the SAM Setup Wizard window
select Finish (Figure 18.16.1). When prompted to reboot the server
(Figure 18.17), do not select either Yes or No at this time. You will answer
that prompt to reboot the server after the next few steps.

Figure 18.16 — Completed Install

AN Tty
9 sau Ses X

Completed the SAM Setup Wizard

Chek the Frmh bution 0 ol e Seip Wgard
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Figure 18.17 — SAM Setup Reboot

75 SAM Setup

You must restart your system for the configuration changes
made to SAM to take effect. Click Yes to restart now or No
if you plan to manually restart later.

Step 16 — Open the Windows Services panel, right-click on the SAM
VFS service (if Windows Services is already open, you may need to
refresh the window to see the SAM VFS service), select Properties and
set the Startup Type (Figure 18.18.1) to Automatic (Delayed Start).
This will delay the start of the SAM VFS service until all of the other
Windows services start.

Repeat this step to verify the Windows Services Wildfly service Startup
Type (Figure 18.19.1) is set to Automatic (Delayed Start). If not, set it to
Automatic (Delayed Start) (Figure 18.19.1). Select the Log On tab
(Figure 18.19.2) and verify that the Wildfly service is running as the Local
System account (Figure 18.19.3). If not, select Local System account
(Figure 18.19.3). Select OK (Figure 18.19.4) to save the configuration.

NOTE:

When upgrading an HCP Gateway cluster node, set the SAM
VFS Startup Type to Manual.

NOTE:

When upgrading a set of HCP Gateways with database
replication, it is recommended to set the Windows SAM VFS
service Startup type on the non-active node(s) to Manual so
it won’t start when the Gateway(s) are rebooted.

Figure 18.18 — Windows Services SAM VFS Properties
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Figure 18.19 — Windows Services Wildfly Properties
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Wildfly Propedies (Local Computer) X

General LoaOn  Recovery Dependencies

Log on as:
(@) Local System account o
[:l Alow serdice to interact with deskiop

(O This account

o
[ox ][ coce

In the Windows Services, right-click on the SAM VFS service, select Properties, then
select Log On and select or enter the account that will run the SAM VFS service. This

account must match the sam.account parameter entered in the

C:\SAM\etc\sam\sam.properties file in Step 3 above. The default is the Local System
account (Figure 18.20.1) and should be used for most use cases. Select OK (Figure 18.20.2)
to save the configuration and go to the next step. If using a different account that has access
permissions to all of the files, select This account (Figure 18.21.1) and use Browse (Figure
18.21.2) or enter the account name that was noted in Step 3 above (Figure 18.21.3) and
enter the password (Figure 18.21.4) and confirm the password (Figure 18.21.5). Select OK

(Figure 18.21.6) to save the configuration.

Figure 18.20 — Windows Services SAM VFS System Account Log On

SAM VFS Properties (Local Computer) 4
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Logonas
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Figure 18.21 — Windows Services SAM VFS Domain Account Log On
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Step 17 — In the Windows File Explorer, navigate to the folder where the upgrade zip file was
unzipped, for this example C:\Temp\UpgradeTo4.3.8 (Figure 18.22.1). Rename the file
hcpg-windows-ui-4.3.8_2022-10-24_06-04-55.war to hcpg.war (Figure 18.22.2).

Figure 18.22 — Rename war file
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Step 18 — Open a DOS Command Prompt as Administrator, change directory to
C:\opt\wildfly\bin by issuing the command cd C:\opt\wildfly\bin (Figure 18.23.1). Start the
JBoss CLI by issuing the command jboss-cli.bat (Figure 18.23.2). At the [disconnected /]
prompt, enter connect (Figure 18.23.3). Remove the old Ul war file by issuing the command
undeploy hcpg*.war (Figure 18.23.4). Deploy the Ul war file by issuing the command
deploy C:\Temp\UpgradeTo4.3.8\hcpg.war (Figure 18.23.5). Enter exit (Figure 18.23.6).
When prompted, press any key to continue (Figure 18.23.7).

Figure 18.23 — Deploy war file
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E Administrator: Command Prompt - O b

Step 19 — Upgrade Firefox to version 109.0.1. If there is a HCPG Ul shortcut (Firefox or IE)
on the Desktop (Figure 18.24.1), right-click on it and select Delete (Figure 18.24.2). In the
Windows File Explorer, navigate to the folder where the 4.3.8 upgrade files were unzipped,
for this example, C:\Temp\UpgradeTo4.3.8 (Figure 18.25.1). Double-click on the Firefox
Setup 109.0.1.msi (Figure 18.25.2) and wait for the installation to complete.

Figure 18.24 — Delete old Firefox Shortcut
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m' Send to >
Cut
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Figure 18.25 — Upgrade Firefox
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Step 20 — Install the Microsoft Visual C++ 2015-2022 Redistributable (x64) - 14.34.31931. In
the Windows File Explorer, navigate to the folder where the 4.3.8 upgrade files were
unzipped, for this example, C:\Temp\UpgradeTo4.3.8 (Figure 18.26.1). Double-click on the
VC_redist.x64.exe (Figure 18.26.2), accept the license agreement, select Install and wait
for the installation to complete. Click Close to finish the installation. If prompted to reboot,
close any open Windows like Windows Services, DOS and MariaDB Command Prompts,
etc. before selecting Yes, then proceed to Step 22 after the reboot.
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Figure 18.26 — Install VC_redist.x64.exe
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Step 21 - If there were additional steps to run after the upgrade in the Release Notes, follow
those instructions now. Close all other windows, like the DOS Command Prompt, Windows
File Explorer, Windows Services, etc. In the SAM Setup window from Step 15, select Yes
(Figure 18.27.1) to restart the HCP Gateway server.

Figure 18.27 — Windows Restart

12 sAM Setup

made to SAM to take effect. Click Yes to restart now or No

o You must restart your system for the configuration changes
4
o if you plan to manually restart later.

Yes No

Step 22 — Verify that the upgrade to HCP Gateway version 4.3.8 is
complete. In a web browser such as Firefox, open the HCP Gateway Ul to
the URL https://127.0.0.1:28443/hcpg (Figure 18.28.1), accept the
Security Risk, login and navigate to the Support page (Figure 18.28.2) to
verify the version of the HCP Gateway Ul (Figure 18.28.3) and HCP
Gateway software (Figure 18.28.4).
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NOTE:

Since the Windows Wildfly service is set to Automatic
(Delayed Start) when the system is started, it will take a few
minutes before the HCP Gateway Ul login page is displayed.

NOTE

Firefox will use up most of the memory on the Gateway, so
when not actively using the Gateway Ul, close the Firefox
browser.

Figure 18.28 — Verify Software Version

@ lecalhost I8 hepy x + . o
b = o
HCP Gateway @ samin > Logout
Summary
Shares Support
Storage support hitachivantara.com/
File Explorer GUIVersion 4.3.8 - 2022-10-24 12:04:57 )
Events Server Version 438 o
Logs
Repors
Policy
Operations

Configuration

NOTE:

When upgrading a clustered or a database replication set of
HCP Gateways, the Ul version will always be displayed, but
the Server Version will only be displayed on the active node
of the cluster or replication set that is running the SAM VFS
cluster role or Windows service. If you want to check the
Server Version or you want to upgrade the License Key of
other non-active nodes in a 2 node cluster, fail the cluster
over to the non-active node. Then when you are checking the
Server Version or upgrading the License Key, fail the cluster
back to the active node. In a 4 node cluster, it is highly
recommended to only start the cluster role when checking the
Server Version or upgrading the License Key, then stop the
cluster role in the DR site and have only 1 node active in the
Primary site.

To check the Server Version of other non-active nodes in a
replication set without a shared cache, in Windows Services,
start the SAM VFS service on the non-active node.
Remember to fail the cluster back to the original active node
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or stop the SAM VFS service on the non-active node after
checking the version.

Step 23 — After the upgrade to HCP Gateway version 4.3.8, in the HCP
Gateway Ul, navigate to Configuration -> License and check if the
License key is valid. If it is, then the upgrade is complete.

If the License key is invalid, then navigate to the Configuration ->
Installed License Keys page (Figure 18.29.1) and select Delete to
delete the license key (Figure 18.29.2).

Figure 18.29 — Delete License Key
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Step 24 — In the HCP Gateway Ul, navigate to the Configuration ->
License -> FingerPrint page (Figure 18.30.1) and send the Server
FingerPrint (Figure 18.30.2) to Hitachi support so they can generate a
new license key. Once the new license key is received, navigate to the
Configuration -> License page (Figure 18.31.1), enter the new license
key (Figure 18.31.2) and select Submit (Figure 18.31.3), for this example,
a 5GB License key was added.

Figure 18.30 — Server FingerPrint
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Figure 18.31 — Install New License Key
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Step 25 — In the HCP Gateway Ul, navigate to the Configuration ->
License -> Installed License Keys page (Figure 18.32.1) to verify the
new license key was installed (Figure 18.32.2) and the Total Capacity of
the license increased by the capacity of the new license key (Figure
18.32.3).

Figure 18.32 — New License Key Installed
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18.2 Windows Upgrade Backout Process

This section will cover the process to backout an upgrade of the HCP
Gateway Windows software from version 4.3.8 to 4.3.1 version. The
backout process is almost identical to the upgrade process. Refer to the
steps in Section 18.1 above for assistance with any of the steps below.

You will need to be logged into the HCP Gateway server as a local
administrator to perform these steps. Generally, an upgrade is composed
of 2 pieces of software, the Ul which is in the file named hcpg-windows-
ui-X.X.X.X.war and the filter driver, also known as the SAM VFS service,
which is in the file named HCPG-X.X.X.X-signed.msi. There will also be
an updated copy of the SAM folder. Copy the upgrade software zip file of
the old release to backout to the C:\Temp folder on the HCP Gateway
server and unzip the file.

Below are the steps (time estimates are dependent on the hardware
configuration and workload on the server):

(2 Mins) In the HCP Gateway Ul (https://127.0.0.1:28443/hcpq), stop all the shares.
(2 Mins) In Windows Services, stop the SAM VFS, Wildfly and MySQL services.
(5 Mins) In Windows Control Panel -> Programs, uninstall SAM and reboot the
server.

(5 Mins) Rename the C:\SAM folder to C:\SAM-4.3.8 (if an error occurs stating it
cannot be done because another application is using the folder go to Windows
Services and stop Wildfly).

(1 Mins) Copy the folders and files from the SAM folder in the 4.3.1 version of the
HCP Gateway install package in <unzipped location>\UpgradeTo4.3.1\SAM to the
C:\SAM.

(1 Mins) Copy the sam.properties file from the renamed directory in step 4 (C:\SAM-
4.3.8\etc\sam folder) to C:\\SAM\etc\sam.
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(1 Mins) Install the HCPG-4.3.1-signed.msi from the old version 4.3.1 HCP Gateway
install package in <unzipped location>\UpgradeTo4.3.1\, do not reboot, but leave the
popup to reboot open.

(3 Mins) If the Windows Wildfly service is stopped, you must start it before this step.
3. Open the Firefox or another web browser

Go to the Wildfly Management Console (https://127.0.0.1:28443) -> Deployments
Undeploy the existing 4.3.8 war file

Deploy the old version hcpg-windows-ui-4.3.1.war from the old version 4.3.1 HCP
Gateway install package <unzipped location>\UpgradeTo4.3.1\

Change the Runtime name to hcpg.war

Enable the war file

Close the Firefox or other web browser

(5 Mins) Find the popup to reboot from Step 7 and click Yes to reboot the system.
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HCP Gateway Database Replication

Replicating the MariaDB database is required when deploying Fail-over
Clustering in Windows or when a production HCP Gateway needs to keep
an HCP Gateway at a local and DR site synchronized with a DR HCP.
Prior to configuring the database replication, verify that the HCP Gateway
Version is version 4.1 or higher by navigating to the Operations ->
Support tab in the HCP Gateway Ul. This chapter is divided into two
parts: Configuring Replication and Troubleshooting Database Replication.
You should only need to run the Configuring Replication section, unless
you have issues, then you can run through the Troubleshooting Database
Replication section.

WARNING: Do not cut and paste text from this document directly into a
Windows or Linux HCP Gateway server. It is required to first copy the text
to a Windows Notepad to remove any formatting, before copying from the
Windows Notepad to the final destination.

IMPORTANT NOTE:

HeidiSQL and Dbeaver are GUI applications that can be used
as a front-end for the MySQL CLI. HeidiSQL can be
downloaded from https://www.heidisql.com/download.php and
DBeaver can be downloaded from https://dbeaver.io

A. Configuring Replication

Please refer to the HCP Gateway Windows or Linux Database Replication
Setup Guide for the details on configuring replication based on the
customer requirements.

B. Troubleshooting Database Replication

Replication between HCP Gateway nodes is set to Master to Master.
When replication from one HCP Gateway to another node fails there are
three ways to recover:

e Restart the Node that is out of sync
¢ Manual Reset
¢ Restore the database

About 90% of the time just restarting the Node will force the databases to
resync.

The second option is a manual reset of the replication configuration.

Please refer to Steps 3 through 7 of the Replication Use Case
Chapter for your configuration in the Windows or Linux DB
Replication Guide for the details on resynching the replication.

For the third option, if Node 1 is out of service and not recoverable then
the HCP Gateway software will have to be reinstalled and the database
can be restored to the last backup. Contact Hitachi Vantara support for
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assistance. After the Node 1 is operational the databases will sync with
Node 2 and the recovery process is done.
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Antivirus and Other Application Scanning

Antivirus (AV) and other application software that scans the shares and
database will impact performance of the HCP Gateway in normal usage. It
can make the system inoperable if it is allowed to recall files from HCP
and if it scans the Gateway Database and Cache folders or tries to login
to and scan the database. Therefore, we recommend using AV and other
scanning application software that DOES NOT RECALL Offline files and
does not scan the folders listed below. Since Anti-Virus is mostly run on
Windows servers, the main change for Linux is to exclude the OS,
Database and Virtual File System filesystems from any scanning.

o Sophos has an option to prevent recalling offline files.
o Windows Defender does not have a configurable setting for offline files, however in
testing it ignored offline files and did not recall them for scanning.

If you have questions about a specific Antivirus software application,
contact the Antivirus software vendor to see if they support not recalling
offline files.

Which Directories can be scanned?

In Windows, the C:\ and D:\ drives should never be scanned since they
only have the OS and database. The E:\ drive contains the virtual file
system and the cache on a standalone Gateway. The G:\ drive contains
the virtual file system and the cache on a clustered Gateway. The F: drive
contains the local storage. Select folders on E:\ and G:\ drives and all
folders on the F: drive can be scanned.

In Linux, the “/” (root) and /var/lib/mysql filesystems should never be
scanned since they only have the OS and database. The /storage
filesystem contains the virtual file system, the cache, and the local
storage. Select folders on the /storage filesystem can be scanned.

Antivirus software needs to exclude the following Windows directories
from AV scanning to avoid issue with the HCP Gateway operation and to
avoid recalling offline files:C:\opt

C:\opt

C:\SAM

C:\Program Files\Eclipse Adoptium

C:\Program Files\SAM

C:\Program Files\MariaDB 10.6
C:\Windows\FingerPrint.exe

D:\MariaDB

D:\Temp

E:\Backup (G:\Backup when using clustered Gateways)
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E:\cache (G:\cache when using clustered Gateways)
E:\Reports (G:\Reports when using clustered Gateways)
E:\Restore (G:\Restore when using clustered Gateways)
E:\SAM (G:\SAM when using clustered Gateways)
E:\SAM_Link (G:\SAM_Link when using clustered Gateways)

Antivirus software needs to exclude the following Linux filesystems from
AV scanning to avoid issue with the HCP Gateway operation and to avoid
recalling offline files:

/ - the root filesystem
Ivar/lib/mysql

/tmp
[/storage/Backup
/storage/sam

In Windows, only the following directories contain data files and could be
scanned with AV software:

¢ F:\Storage — directory can be scanned when using any AV software. This directory is
used only if you have an additional copy of the data on local HCP Gateway storage.
In Linux, only the following directories contain data files and could be scanned with
AV software:

e /storage/local — directory can be scanned when using any AV software. This
directory is used only if you have an additional copy of the data on local HCP
Gateway storage.

Which Windows Registry keys need to be whitelisted?

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\EventLog\Application\HCP
G
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\EventLog\Application\SAM
VFS

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\SAM-Filter
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\SAMVFS
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Services\EventLog\Application\HCPG
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Services\EventLog\Application\SAM
VFS

HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Services\SAM-Filter
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet001\Services\SAMVFS
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet002\Services\EventLog\Application\HCPG
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet002\Services\EventLog\Application\SAM
VFS

HKEY_LOCAL_MACHINE\SYSTEM\ControlSet002\Services\SAM-Filter
HKEY_LOCAL_MACHINE\SYSTEM\ControlSet002\Services\SAMVFS
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\DIFx\DriverStore
\SAM-Filter_* (the key is unique on each Gateway server)

HKEY LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\DIFx\Services\S
AM-Filter

Hitachi Content Platform Gateway Administration Guide Page 175



HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\DIFxApp\Compo
nents\{F32E97BC-1F54-42B7-9E77-CF11D7B2294B}
HKEY_LOCAL_MACHINE\SOFTWARE\Microsoft\Windows\CurrentVersion\Installer\UserDat
a\S-1-5-18\Components\CB79E23F45F17B24E977FC117D2B92B4

Windows Sophos AV Software

Here is an example for Sophos AV software setup:

o Have the HCP Gateway VFS service, the executable is "C:\Program Files\SAM\SAM-
Monitor.exe" excluded in Sophos in the Scanning Exclusions in the Threat Protection
Policy for the HCP Gateway server.

o Have the Wildfly service, the executable is "C:\opt\wildfly-
XX.0.0.Final\bin\service\amd64\wildfly-service.exe" excluded in Sophos in the
Scanning Exclusions in the Threat Protection Policy for the HCP Gateway server.

e Enable option to exclude offline files.

e Exclude the SAVOnAccess and Sophos Endpoint Defense filter drivers from the
whole E:\ drive (data storage).

e Only select folders noted above should be scanned on the E:\ drive.

Windows Defender Software

1. Does not have a setting for excluding offline files, but in our testing, it ignored offline files.
2. Only select folders noted above should be scanned on the E:\ drive.
3. Select the Window Start button (Figure 20.1.1) and select Settings (Figure 20.1.2).

Figure 20.1 - Windows Settings

e In Settings, enter Virus (Figure 20.2.1) then select Virus & threat protection
(Figure 20.2.2).

Figure 20.2 - Virus Settings
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Windows Settings

virus @ b4
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¢ InVirus & threat protection settings, select Manage settings (Figure 20.3.1).

Figure 20.3 - Manage Settings
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e In Exclusions, select Add or remove exclusions (Figure 20.4.1).

Figure 20.4 - Add exclusions

Exclusions

Windows Defender Antivirus won't scan items that you've excluded.
Excluded items could contain threats that make your device vulnerable.

Add or remove exclusions G
¢ In Exclusions, select Add an exclusion (Figure 20.5.1).

Figure 20.5 - Add an exclusion

Exclusions

Add or remove items that you want to exclude from Windows Defender
Antivirus scans.

+  Add an exclusion @)

e In Exclusions, select Folder (Figure 20.6.1).

Figure 20.6 - Add an exclusion

Exclusions

Add or remove items that yi
Antivirus scans.

+  Add an exclusion

File
Folder €)

File type
Change Process Ettmg

¢ In the Windows File Explorer that opens, select a folder from the list above (Figure
20.7.1), for this example C:\opt. Select Select Folder (Figure 20.7.2).
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Figure 20.7 - Select Folder
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¢ Notice that the C:\opt folder is now excluded (Figure 20.8.1). Select Add an
exclusion (Figure 20.8.2) and repeat Steps 8 and 9 for all of the folders in the list

above.

Figure 20.8 - Select Folder

Exclusions

Add or remove items that you want to exclude from Windows Defender
Antivirus scans.
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Chopt @
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Disaster Recovery

This covers the most common HCP Gateway deployment configurations
and the disaster recovery process for each. It is not going to cover
complex scenarios like daisy chaining Fail-over clusters across many
sites. The three most common HGP Gateway configurations are:

e Standalone HCP Gateway
o Replicated HCP Gateway Pair
e Fail-over Cluster

Each option will be covered independently below.

NOTE:

LACP is supported with HCP Gateway networking. Verify that
the Gateway has the current versions of the Intel Chipset and
NIC drivers installed. The latest version of the Chipset Driver
is located at
http://ctoportal.hitachivantara.com/hdsctoinfo/index.php?title=
HCP

A. Standalone HCP Gateway

As the name suggests this is the most basic option with HCP Gateway
using HCP for storage (Figure 21.1). It is assumed that the HCP is
protecting the data, so we will focus on protecting the HCP Gateway
configuration, Virtual File System and the Policy settings. These items are
contained in the database and configuration files, so both must be
protected.Figure 21.1 — Standalone HCP Gateway

Figure 21.1 — Standalone HCP Gateway
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These items can be protected using the internal backup utility or using a
3rd party backup application. The internal backup utility is found in the
Operations -> Backup page of the HCP Gateway Ul. This utility backs up
the database and configuration files to a local drive, network drive or to a
share configured to archive to the HCP. It is best practice to use the HCP
option. The internal backup utility can be set to run multiple times per day
to minimize the potential for data loss.
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If the HCP Gateway software is operational then recovering the system is
automated. In the HCP Gateway Ul go to the Operations -> Restore
page and follow the instructions in the Recover from Backup chapter. If
the HCP Gateway installation was lost then a new HCP Gateway must be
installed, configured for networking, software license applied and then the
Restore operations can be followed from the Restore HCP Gateway to a
Different Server chapter.

Suppose a network share was used for backup and it was lost in the
natural disaster too. Then you should contact Support and after a new
HCP Gateway instance is installed and IP assigned then we can
reconstruct the Shares by recovering the meta data from the object
headers in the HCP at the DR site.

B. Replicated HCP Gateways

In this configuration (Figure 21.2) one HCP Gateway is replicating its
database, which contains the virtual file system, to another HCP Gateway.
The two HCP Gateways are typically at different locations (Figure 21.2);
however, they could be at the same location (Figure 21.3). One HCP
Gateway is active and designated as the primary and all traffic gets routed
to it. The second HCP Gateway is in a passive state or in standby mode.
The database replication keeps the second HCP Gateway up to date and
ready to take over when required.

Figure 21.2 — Replicated Standalone HCP Gateway Multi- site
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Figure 21.3 — Replicated Standalone HCP Gateway Single site
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Prior to discussing fail-over and recovery processes we need to discuss
networking. This section provides some basic networking options to
consider. Your Network team will most likely have a strategy to provide
HA for your HCP Gateway systems. The three basic networking and
recovery options are:

e Independent IP Addresses with manual fail-over
e Automatic DNS Failover with Redundancy
o HA Proxy using shared IP addresses

Independent IP Addresses with manual failover

This is the simplest networking option as each HCP Gateway (Figure 21.4) is
configured with a different fixed IP address. Users and applications only have access
to the primary IP address (10.10.0.1). If the active gateway were to crash and not be
available the IT team would most likely be alerted by their clients. They could then
manually change configurations over to the passive node (Ex. 10.0.0.2) making it the
active node.

Figure 21.4 — Manual Failover

Active Passive
| 10.10.0.1 l ’ 10.10.0.2

Database a —————— <

The advantage of this approach is it is simple to implement, requires
minimal IT skills and no additional network equipment. The downside is
that there will be outages and the transition period will be the longest of
the three options.
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Automatic DNS Failover with Redundancy

This method introduces automation by leveraging DNS capabilities
(Figure 21.5) for dynamically changing endpoints. With DNS Failover
enabled if the gateway with the primary IP address is unavailable, then
users would be pointed to a backup gateway’s IP address. To implement
failover on the server side, you'll need to monitor all the servers listed in
the DNS records—the primary server and additional redundant servers.
The DNS TTL setting determines how often a server is checked. If the
primary server goes down, the DNS server should automatically switch
the DNS A record to list the IP address for the working server first.

The advantage of this option is DNS will automatically fail-over and fail
back during the next TTL check of the primary IP address. The
disadvantage of this approach is the TTL setting will need to be lowered
to a tolerable loss of access (e.g., 30 or 90 seconds). This could be
considered an expensive action to check on the server so frequently in
large environments.

Figure 21.5 — DNS Alternative Address

Floating IP Address

If you like automation, but need to minimize transition time during a
Gateway failure then the Floating IP Address configuration will be the best
choice. A virtual IP address is accessed and a pair of load balancers will
determine which HCP Gateway will serve up the file request. They will
automatically transition between each other and to the secondary
Gateway if the primary goes off line. The advantage of this configuration
is it is automation at its best with a near zero down time during a
transition. The disadvantage of this approach is additional network
complexity and additional CAPEX and OPEX cost for buying and
managing the load balancers (Figure 21.6).

Figure 21.6 — Floating IP addresses
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Each of the three networking options use the active-active database replication between the
HCP Gateways to keep them in synch. If the primary Gateway crashes the options presented
are manual and automatic methods for enabling the secondary Gateway to continue to
service requests. The question is now how the primary Gateway gets synchronized with the
secondary Gateway so it can resume its role as the primary Gateway. There are three ways
to recover the primary HCP Gateway application and configuration; these methods are
independent to your network configuration.

kbbb

The database recovery options are:

e Restart the primary Gateway and since the databases are configured as
“active/active” they will synchronize. This process will work, assuming the primary
Gateway software did not need to be installed. Then if the manual fail-over process
was selected the administrator will have to manually change the client/application IP
addresses back to use the primary Gateway.

o [f the Gateway was down for a long period of time, then export the database, copying
it to the other Gateway and then importing the database may be the fastest
approach. Then if the manual fail-over process was selected the administrator will
have to manually change the client/application IP addresses back to use the primary
Gateway.

e The hybrid approach may be the best approach if the network has limited bandwidth.
Once a new HCP Gateway has been spun up the administrator can use the Ul to
start the Restore process in the Operations menu (see the Recover from Backup
chapter). This will get the bulk of the database back to the last good backup. Then
the native resynch process will fill in the gaps for the time after the backup to current
time.

C. Clustered Gateways

In many ways the Failover cluster configuration is similar to Replicated
Gateways using Floating IP Addresses since both approaches use a
virtual IP address. The Windows cluster designates one Gateway node to
be the primary and handle all of the traffic. Unlike the Floating IP
approach, the cluster will fail over from the primary Gateway to the
secondary Gateway when the heartbeat is lost. The failback process is a
manual administrative process performed by the Windows system
administrator or Gateway administrator. The specific steps are covered in
the Windows Clustering Guide. Prior to failing back, the original Gateway
needs to be back in an operational state and the databases
resynchronized. The processes of getting the HCP Gateway in an
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operational state have been previously covered as have the options to
resynchronize the databases (Figure 21.7).

IMPORTANT NOTE:

Contact Hitachi Support for failover/failback instructions when
using a 3 node 4 or 4 cluster where some of the nodes do not
have a shared cache.

Figure 21.7 — Failover Cluster
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SFTP on Gateway Server

Setting up an SFTP Server on HCP Gateway (Figure 22.1).

Figure 22.1 — SFTP
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Today the SFTP is limited to a single Share on the HCP Gateway in
Windows, there is no limit in Linux. Note that applications like FileZilla
create hard links when moving or renaming a file on the SFTP server.
This creates problems for the HCP Gateway so the file move and file
rename functions have been disabled.

The steps 1 — 15 in this chapter are for Windows, the Linux instructions
are after those steps. This example will be used for Windows access to a
share using sftp: sftp Administrator@10.6.3.10 First setup a share (refer
to the HCP Gateway Shares chapter for assistance), for this example,
the name is SFTP.

Windows SFTP on HCP Gateway Server

Step 1: Remote Desktop to the HCP Gateway and log in as the
administrator or using assigned Active Directory account. In Windows File
Explorer, check for the existence of the folder “C:\Program
Files\OpenSSH". If it exists, skip to Step 8.

Step 2: Open Firefox browser and download the latest 64-bit OpenSSH
Server from Github or download it from the HCPG_Software bundle on
the SharePoint site. The example below (Figure 22.2) is for Windows
(https://github.com/PowerShell/Win32-OpenSSH/releases)

Figure 22.2 — Download OpenSSH
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Step 3: Use Explorer (Figure 22.3) to create a new directory 'C:\Program
Files\OpenSSH\'

Figure 22.3 — Create Directory
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Step 4: Using 7z or similar program to extract the file contents (Figure
22.4) to 'C:\Program Files\OpenSSH\'

Figure 22.4 — Unzip
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Step 5: Open Windows Powershell and use the “cd” command to change to the directory "cd
C:\Program Files\OpenSSH\OpenSSH-Win64"

Step 6: Use PowerShell to install the sshd application (Figure 22.5). It is best to copy the text
from this document into a Windows Notepad on the HCP Gateway and the copying it from
the Notepad window to the PowerShell window to remove any formatting characters in this

document.

PS C:\Program Files\OpenSSH\OpenSSH-Win64> powershell.exe -ExecutionPolicy
Bypass -File install-sshd.ps1

Figure 22.5 — Install

Wingd> powershell.exe

install-sshd. psi

Step 7: Enable SSH through the firewall (note this is one line) (Figure

22.6)
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PS C:\Program Files\OpenSSH\OpenSSH-Win64> New-NetFirewallRule
-Name sshd -DisplayName 'OpenSSH Server (sshd)' -Enabled True -
Direction Inbound -Protocol TCP -Action Allow -LocalPort 22

Figure 22.6 — Firewall Rules

PS C:\Program Files\DpenSSH\OpenSSH-Wwinbd=
True Inbou TCP

SH Server (sshd)

yarsed successfully from the store. (65536)

e

Step 8: Verify the SFTP Service is working. Open PowerShell as an
Administrator and run the following 4 commands:

start-service ssh-agent
start-service sshd

net stop sshd

net start sshd

Step 9: Using File Explorer, browse to the OpenSSH configuration
directory and Open the sshd_config file using NotePad++

C:\ProgramData\ssh\sshd_config

Step 10: Scroll towards the bottom of the file and modify the following
lines after the '#Banner none' line to match the text below. Change the IP
address HCPG-Single to the IP address or DNS name of your Gateway.
Only 1 share is currently supported on HCP Gateway for SFTP. In
Windows File Explorer, navigate to the E:\SAM folder and right-click on
each Archive# folder, check the Properties -> Sharing tab to find the
Archive# of the share you created for SFTP. Then use that Archive# on
the ChrootDirectory line. Then save the file and close Notepad++ or
Notepad.

# Logging
SyslogFacility AUTH
LogLevel VERBOSE

#Restricts logon through SFTP to only these users
#AllowGroups mydomain\sftpgroup
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#We specify that we only allow logons for connections originating from IP
10.6.3.10.

#AllowUsers *@HCPG-Single

ChrootDirectory E:\SAM\Archive1
PermitTunnel no
AllowAgentForwarding no
AllowTcpForwarding no
X11Forwarding no

Step 11: Open a DOS command prompt window as an Administrator and
run the following commands, substituting the reference to “SFTP” in the
argument “\Nlocalhost\SFTP” with the name of the share you created for
SFTP, for example “\localhost\<your-share-name>".

fsutil behavior set SymlinkEvaluation L2R:1
mklink /D C:\hcp \localhost\SFTP
mklink /J C:\hcp_share C:\hcp

Step 12: In the PowerShell Window, stop and then start the ssh service

PS C:\Program Files\OpenSSH\OpenSSH-Win64> net stop sshd
PS C:\Program Files\OpenSSH\OpenSSH-Win64> net start sshd

Step 13: Setup the sshd to start automatically

PS C:\Program Files\OpenSSH\OpenSSH-Win64> Set-Service sshd -
StartupType Automatic

Step 14: Stop the Service

PS C:\Program Files\OpenSSH\OpenSSH-Win64> net stop sshd

Step 15: Verify it restarts

PS C:\Program Files\OpenSSH\OpenSSH-Win64> net start sshd

Congratulations, the SFTP Service is now ready to be used.
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A utility like FileZilla or WinSCP can be used to connect to the SFTP
share (Figure 22.7) (sftp Administrator@10.6.3.10) substituting your
Gateway |IP address for “10.6.3.10”.

Figure 22.7 — What the SFTP Target looks like to Client Using FileZilla

[ P ————

Below is a picture of the STFP share on HCP Gateway (Figure 22.8).
Figure 22.8 — View from Gateway

N - o - °

™

Linux SFTP on HCP Gateway Server

The SFTP software is already installed on the Linux HCP Gateway.

This example will be used for Linux access to a share using sftp: sftp
vault@10.6.3.10

First setup a share (refer to the HCP Gateway Shares chapter for
assistance).

A utility like FileZilla or WinSCP can be used to connect to the SFTP
share (Figure 22.9) (sftp vault@10.6.3.22) substituting your Gateway IP
address for “10.6.3.22". The shares are under the /archive folder.
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Figure 22.9 — What the SFTP Target looks like to Client Using FileZilla

Below is a picture of the STFP share on HCP Gateway (Figure 22.10).

Figure 22.10 — View from Gateway

; vault@hepg-linwe-1: - -_ [m| 4
vaultBhcpg-linux-1:~5 1s -1 farchive/all

total 2

-fW=-C-=-C-- 1 wault vault 1358 Dec 10 15:03 hosts

vaultf@hecpg-linux-1:~5
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HCP Gateway Quotas

The Windows Server hosting HCP Gateway can be configured for
Quotas. Quotas are enforced by the Windows Server Operating System.
Quotas can be applied at a folder level and will apply to all files at the
folder level and all subfolders below the folder level.

IMPORTANT NOTES:

Quotas are not supported on Linux.

It is best to configure the quota before adding files to the
folder.

If the Windows SAM VFS service is running when the quota
is created, then any files in the folder before the quota is
configured will not be counted against the quota if the files are
currently in the cache. Only new files added to the folder or if
a file is offline and then copied back into the cache during a
file access will their size be counted against the quota.

If there are existing files in the folder, then to have them count
against the quota, stop the Windows service SAM VFS,

create the quota on the folder, then start the Windows service
SAM VFS. Then the existing files will count against the quota.

The quotas are charged against the size on disk of the file in
the cache, not the actual size of the file.

When using a replicated set of Windows HCP Gateways, on
each node of the replication set, install the File Server
Resource Manager feature and create the quota. Verify that
the quota matches on all nodes in the replication set.

When using a clustered pair of Windows HCP Gateways with
a shared cache, install the File Server Resource Manager
feature on both nodes of the cluster and create the quota only
on the active node of the cluster.

When using a clustered pair of Windows HCP Gateways with
a shared cache in site A and a clustered pair of Windows
HCP Gateways with a shared cache in site B, install the File
Server Resource Manager feature on all 4 nodes of the
cluster and create the quota only on the active node of the
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cluster at both sites. If the cluster in site B does not have an
active node running the SAM VFS cluster role, then
temporarily bring the SAM VFS cluster role online on one of
the nodes in site B and create the quota on this node. Verify
that the quota matches on the active nodes of the cluster in
both sites. Then take the SAM VFS cluster role offline on the
active node in site B.

23.1 Create Quotas on Folders

Step 1 - Open the Windows Start Menu and select Server Manager, then
select Manage (Figure 23.1.1). Select Add Roles and Features (Figure
23.1.2).

Figure 23.1 — Server Manager Manage

Server Manager * Dashboard

B Dahboand

B Local Servesr
] ™ o
B File arcd St0rage Services B

UK ST

WHATS NEW

WELCOME TO SERVER MANAGIR

UEAFN MADEE

Step 2 - If the Before you begin windows is displayed, select Next. In
the Select installation type window, select Role-based or feature-
based installation then select Next. In the Select destination server
window, select the Gateway server from the list then select Next. In the
Select server roles (Figure 23.2) window, expand File and Storage
Services (Figure 23.2.1), under that expand File and iSCSI Services
(Figure 23.2.2) and select File Server Resource Manager (Figure
23.2.3).

Figure 23.2 — Select Server Roles
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s Add Roles and Features Wizard

Select server roles

sl i Raaka Select one or more roles to install on the selected server,
E L =
gfore You Beg

Ingtallatio

] Actve Diectory Certificate Services
] Active Directory Domain Services
] Active Directory Federation Services
] Active Directory Lightweight Directory Services
] Active Directory Rights Management Services
] Device Health Attestation
] DHCP Server
[C] DNS Server
[] Fax Server
a (W] File and Storage Services (2 of 12 installed)
a 4 (W] File and i5C5] Services (1 of 11 installed)
o File Server (Installed)
[[] BranchCache for Metwork Files
] Data Deduplication
[C] DFS Namespaces
] DFS5 Replication
o

- File Server V55 Agent Service
15C5I Target Server

[<hwio | [ o> ]

= =]

DEFTINATION SERVER
WIN-25FDLTOGEUE

Description

File Server Resource Manager helps
you manage and understand the
files and folders on a file server by
scheduling file management tasks
and storage reports, classifying files
and folders, configuring folder
quotas, and defining file screeming
policies.

Step 3 - In the Add Roles and Features Wizard, select Add Features
(Figure 23.3.1) then select Next. If the Select server role window is
displayed again, select Next. In the Select features window, accept the
defaults and select Next. In the Features window, accept the defaults and

select Next.

Figure 23.3 — Add Features

fiz: Add Roles and Features Wizard

Add features that are required for File Server Resource
Manager?

The following tools are required to manage this feature, but do not
have to be installed on the same server.

4 Remote Server Administration Tools
4 Role Administration Tools
4 File Services Tools
[Tools] File Server Resource Manager Tools

¥ Include management tools (if applicable)

o MdFeaturesH Cancel ‘
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Step 4 - In the Confirm installation selections window, select Install
(Figure 23.4.1). After the installation completes, in the Installation
progress window, select Close (Figure 23.5.1).

Figure 23.4 — Confirm Installation selections

fie Add Roles and Features Wizard - O x

—~ . N +-|I-+' enl s DESTIMATION SERVER
Confirm installation selections WiN-253DLTOGBUR

To mstall the followang roles, role sernces, or features on selected server, chick Install.

[] Restart the destination server automatically if requined

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear
thewr check boxes.

File and Storage Services
File and iSCSI Services
File Server Resource Manager

Remote Server Administration Tools
Role Administration Tools
File Services Tools
File Server Resource Manager Tools

Export configuration settings

Specify an alternate source path

<Previous | | Next > ' Ingl | [ concel

Figure 23.5 — Installation progress
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fiz Add Roles and Features Wizard

View installation progress

o Feature installation

File and Storage Services
File and i5C5I Services

Remote Server Administration Tools
Role Administration Tools
File Services Tools
File Server Resource Manager Tools

You can close this wizard without interrupting running tasks. View task progress or open this

B} page again by clicking Notifications in the command bar, and then Task Details.

Export conhguration settings

0
Close
Step 5 - Click on the Windows Start Menu and select Windows
Administrative Tools, open File Server Resource Manager. Expand
Quota Management (Figure 23.6.1) and right click on Quotas (the first
time you enter Quota Management, you may need to double-click
Quotas) and select Create Quota (Figure 23.6.2).
Figure 23.6 — Create Quota
& File Server Resource Manager . m] *
| File Action View Help
s 2 m B
i-:n File Server Resource Manager [Local) Fler. Show flered: 0 out of 1 tema Actions
L “ﬁq:c;’:::f’g'mm Quota Path %_| L Quot... | Source Tem... | Match T._. | Descr | Quotas -
E Quat Create QU(}M_G & Create Quots.
30 File Soree Rafresh fi Refresh
B oot Vv v -
& File Man: Help H wep

Step 6 - In Quota path (Figure 23.7.1) enter or Browse the path of the
folder to configure the quota on. The quota is applied to the cache folder
for the share, for a standalone HCP Gateway the path is

E:\SAM\Archive#. For a node in a cluster of HCP Gateways, the path is
G:\SAM\Archive#. The # in the E:\SAM\Archive# is the Archive ID
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number from the HCP Gateway Ul Shares page (Figure 23.8.1). Select

Define custom quota properties, then select Custom Properties
(Figure 23.7.2).

Figure 23.7 — Create Quota

Create Quota

Quota path:
ExsaMchive? )

(®) Create quota on path
() Auto apply template and create quotas on existing and new subfolders
Quota properties

You can either use propesties from a quota template or define custom
quota propesties.

How do you want to configure quota properties?
(O) Desive propesties from this quota template fecommended):
100 MB Limit

(®) Define custom quota proparties
&maydqnanupuhu
=) Quota: E\SAM'\Archive2

Limit: 100 MB (Hard)
Motification: 1

[ Cose ]| Conca

Figure 23.8 — Share Archive ID

ad
T e i O SO
2 :|] Rt Active Ratention cifs m m
File Explorer

Events H1 3 Active Read/Write cifs Stop

(<3 (<] S
>

Step 7 - Enter the value of the quota in Space limit (Figure 23.9.1).

Optionally select an already created Quota Template (Figure 23.9.2).
Select OK (Figure 23.9.3).

Figure 23.9 — Set Limit
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Quota Properties of EASAM\Archive2 %

Copy properties from quota template (optional)
10 GB Limit o bt Copy

Space mit

I

(®) Hard quota: Do not allow users to exceed lmi

() Soft quota: Allow users to exceed imi (use for monitoring)

Notfication thresholds
Threshold Emal Evertlog Command  Repot

[ Disable quota

Step 8 - The form will update and then select Create (Figure 23.10).
Figure 23.10 — Create
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Create Quota

Q-u:_wuh.

(®) Create quota on path
(O Auto apply template and create quotas on existing and new sublolders
Quota properties

You can either use propedies from a quota template or define custom
quota propenes.

How do you want to configurs quota propartias?
() Denve properies from this quota template fecommendad)
100 MB Limi

(@) Define custom quota properties

.&mwdwnm.

= Quota: ENSAM\Archive2

Limit: 200 MB (Hard)
Netification: 1

Step 9 - Choose to either Save the custom properties as a template

(Figure 23.11.1) or Save the custom quota without creating a template
(Figure 23.11.2). Select OK (Figure 23.11.3).

Figure 23.11 — Save

Save Custom Properties as a Template
¥ you plan to create other quotas with the custom properties of this quota, it is
recommended that you save the properties as a quota template.

Do you want to save a quota template?
o (@) Save the custom properties as a template

This creates a new quota template and then applies the template to the

o (O Save the custom quota without creating a template

[[] Do not ask me to save as a tamplate agan

(3]
[k ] conce

Shown below is the created quota (Figure 23.12).
Figure 23.12 — Created Quota

Hitachi Content Platform Gateway Administration Guide Page 199



s File Server Resource Manager

File Action View Help

e 2@ BE

@3 File Server Resource Manager (Local) || Fiver: Show i 1 tems
v &8 Quota M it

4 Quotas Quota Path

%Used | Limit | Quota Type
3] Quota Templates

Source Template
= Source Template: (1 item)
2 File Screening Management

Match Template
" S
[} Storage Reports Management B EASAMNARChivG

Description
0%
4 Classification Management

200MB  Hard

& File Management Tasks

When you try to copy a file that exceeds quota the system generates an
error (Figure 23.13.1)

Figure 23.13 —Exceed Quota Error
w4 Copy Item

There is not enough space on 52 )

483 MB is needed to copy this item. Delete or move files so you have
enough space.

52
o

Try Again Cancel

23.2 How Quotas and file sizes are treated in HCP
Gateway

For this example, copy a file deleteme.sql to the share (Figure 23.14),

check the size on disk of the file (Figure 23.15) and notice that the size of
the file on disk is charged against the quota (Figure 23.16.1).

Figure 23.14 — Windows File Explorer View

3 =

= | Userl

Actions
Quotas
% Create Quota..
[d] Refresh
View

H Hep

“ Home Share

ay Cult

T2y Mew item ™
X =
M- Copy path
k Copy Paste

’ T
B Open = H Select all
A e -

1| Easy access - | Ecit Select none
- Move Copy Delete Rename Mew Properties
[#] Paste shortcut te*  to- - Tolder - Invert selection
Chpboard Organize Mew Open

= = v I * Metwork * localhost * test * User!

~= Storage (Ez) i Mame Date modified Type Size

Mew Volume (G:) f o o -
e > L deleteme.sgl 5220 sl
=y test-reports (\\localhost) (L)

Figure 23.15 — Windows File Explorer Properties
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& deleteme.sql Properties x

General Classification Security Details Previous Versions

@ ‘deleteme.sql

Type offile: SAL File (.sql)

Opens with: n_l' MNotepad++: a free (GNU Change...
Location: W06 1421 s2\User
Size: 192 ME (201,529,738 bytes)

Size ondisk: 192 MB (201.588.736 bytes)

Figure 23.16 — Windows Quota

[N T SR VPN | e ——— e
b f"::;:‘"?wm oot Pacm NUwd | Lt Custa Typt [P —— Mstch Tempate Desargtion | Covetin
5] Custs Tampiates Sowce Iemplate: {1 o] B Croste Qusts
;‘:;S;':;;un'::r:# T % U mme  Hes i
.r\a-.,l._ﬂnl.un.;,..:-m W
§ File Managomamt Tain H Hee
However, when files on the HCP Gateway share are offline or stubbed
(Figure 23.17), notice the x in the lower left corner of the icon for the files,
the size on disk of the offline or stubbed files is 0 bytes (Figures 23.18,
23.19 and 23.20) and nothing is charged against the quota for these files
(Figure 23.21).
Figure 23.17 — Windows File Explorer View
’ = | Userl
“ Haomse Share View
& it | 1 Mew item = H salect all
. .dl. 5 I—l - ’x : f | Easy acoess = _\/ : Select none
. . pard Crganize : Mew Oper Select
— - 4 * Metwork * 1051421 » s2 * Userl »
= Storage (EX) e
e MW VO () i 04.01_SAMW va.143.5ip
g test-reports (Wocalhost) (L) & deletemesq) 12/16/2021 403 PM W File 196,807 K

=p¢ 1est (W 10,6323 M anchive) (O) # OpenIDKEU-jdk_x64_windows_hotspot_Bu292b10.msi

Figure 23.18 — File 1 Properties
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| 04_01_SAMW_v4.1.43.zip Properties X

General Classification Security Details Previous Versions

=

X E ‘04_01_SAMW_V4.1.43.zip

Type offile: Compressed (zipped) Folder (zip)

Opens with: ' Windows Explorer Change...
Location: WocalhostS2\Userl
Size: 942 MB (98.790.909 bytes)

Size ondisk  0Obytes

Figure 23.19 — File 2 Properties

& deleteme.sqgl Properties X

General Classification Secunty Details Previous Versions

——, 4

%" |de]e:eme.sql

Type offile: SQL File (.sql)

Opens with: ﬂ' Notepad++: a free (GNU Change...
Location: \WocalhosfitesfiUserl
Size: 192 MB (201.529.738 bytes)

Size ondisk.  0bytes

Figure 23.20 — File 3 Properties
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ﬁ OpenJDK8U-jdk_x64_windows_hotspot_8u292b10.msi Prope.. X

Security Details Previous Versions
General Compatibility Classification
]
ﬁ ‘0penJDKSUAjdk_xEd_windOws_hotspol_8u292b1l]_msi

Type offile: Windows Installer Package (.msi)

Opens with: ﬂ'&l Windows® installer Change...
Location: WocalhosfitesfiUserl
Size: 89.2 MB (93.618.176 bytes)

Size ondisk:  0Obytes

Figure 23.21 — Windows Quota when files are stubbed
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When the file deleteme.sql is accessed or brought back online into the

cache (Figure 23.21), notice the x in the lower left corner of the icon is no

longer on the file, the size on disk of the online file (Figure 23.22) is
charged against the quota (Figure 23.23.1).

Figure 23.21 — Windows File Explorer View

il ¥ User]

“ Home Share Wiew

i ] “ut L, #em = = - Select al
& Cut - x -I Mew item | H apen BB select all
¥ Copy path { | easy access = ] Edit Saebect nane
t Copy  Past : 3 Move Copy  Dete Rename  Mew Praperties ;
[ we e - falder = Invert selection
Chpboard Organce Pew Qpen Select
- w 4 * Network > 1061421 » g2 » Userl »

= Storage (B ® MNarme . Date modifie

s R Wolune (G3 4 0401 SAMW_v1 432ip 420 153 AN
s test-reports ({\localhost] (L) B aeistemesql 12/16/2021 403 PM

s test (10,63 230 archive) (O # OperDKBU-jai_xs4_windows_hotspot_Sud2b10.msi

Figure 23.22 — Windows File Properties
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i&" deleteme.sql Properties

General Classification Security Details Previous Versions

‘deleteme.sql

Type offile: SAL File (.sqgl)

Opens with: H’ MNotepad++: a free (GNU Change...
Location: W06 1421 s2\User

Size: 192 ME (201,529,738 bytes)

Size ondisk: 192 MB (201.588.736 bytes)

Figure 23.23 — Windows File Properties
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Administrator Privileged Delete

The Privileged Delete feature allows the user(s) assigned the Privileged
Delete permission in the Share page of the HCP Gateway Ul to delete
files under retention. This feature is available in the HCP Gateway Ul File
Explorer page. If files are under a Legal Hold, the Legal Hold policy needs
to be removed before the Administrator can use the Privileged Delete
feature.

IMPORTANT NOTE:

Privileged Delete is NOT available when using an HCP
Gateway Share with HCP for Cloud Scale storage, the Delete
button in the Ul File Explorer page will be greyed out.

NOTE:

This feature will delete the file off the share and the local
storage. However, it will not delete the file off the long term or
Object Storage system like HCP. Also, if the file is only saved
on local storage, you can use the feature to delete the file off
the share, but you will not be able to delete the file off the
local storage.

Step 1: In a web browser, open the HCP Gateway Ul and log in as a user
that is assigned the Privileged Delete permission for the share.

Step 2: Click the File Explorer tab (Figure 24.1.1), then click Choose
Detail (Figure 24.1.2). Select the Privileged Delete (Figure 24.1.3)
option, then click Apply (Figure 24.1.4) to apply the setting. Note that you
may have to follow this step every time you enter the File Explorer tab.

Figure 24.1 — Apply Admin Privileged Delete
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« Type

w Polcy

w Size
Versioning

w Modify Date
Legal Hold

| Privileged Delete

Delete file copy from Local Storage

O v oo

Step 3: Select the file to delete and click Delete (Figure 24.2.1). If the file
is under a Legal Hold, you will not be able to Privileged Delete the file until
the Legal Hold is removed.

Figure 24.2 — Select file to Privileged Delete

File Explorer ¢ Choose Detail Show deleted files Search
Name & Twpe Policy Size Muodify Date Privileged Delete
- 52 Share Ret
myini A File Ret 1.79 KB 2020-06-12 17:04:10 Delete (1]
Wildfly_s & File Ret 460.31 KB 2020-06-17 0T 16:22 Delete

Step 4: Enter the reason to delete the file (Figure 24.3.1). Enter the
password of the user you are logged into the HCP Gateway Ul (Figure
24 .3.2). Once you enter the reason to delete and the password, the
Privileged Delete button (Figure 24.3.3) will become active. Click
Privileged Delete (Figure 24.3.3) to delete the file from the share. After
the file is Privilege Deleted, the file content will still be stored on the
storage.

Figure 24.3 — Enter reason for Privileged Delete

Please enter a reason for deleting file “FileZilla_3 48.1_winb4-setup. exe” :

L)

Password: o
e Privileged Delete Cancel
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Step 5: Alternatively, you can select a folder to Privileged Delete (Figure 24.4.1) and click
Delete (Figure 24.4.2). Notice that all the files in the folder are now selected for Privileged
Delete (Figure 24.4.3). You will not be able to Privileged Delete any files in the folder that are
under a Legal Hold, until the Legal Hold is removed. Enter the reason to delete the folder(s)
and file(s) (Figure 24.3.1). Enter the password of the user you are logged into the HCP
Gateway Ul (Figure 24.3.2). Once you enter the reason to delete and the password, the
Privileged Delete button (Figure 24.3.3) will become active. Click Privileged Delete (Figure
24 .3.3) to delete the file from the share. After the file is Privilege Deleted, the file content will
still be stored on the storage.

Figure 24.4 — Select folder to Privileged Delete

File Explorer C Legal Hold Chaoose Detail Show deleted files
Name & Type Legal Hold Policy Size Modify Date Privileged Delete
L R1 Share Ret
- R2 Share Ret

i, 2020-06-30.log 3 File Ret 243008 2020-06-30 16:07:29 Delete
Wildfly_Application_c & File Ret 460.31 KB 2020-08-17 07:16:22 Deleie
0~ (<) folden Directory 2020-07-06 10:15:57 Delete D
« Wildfly_Application & File Ret 46031 KB 2020-06-17 OT:16:22 Delete
G o Fy.ini A File Ret 1.T9KB 2020-06-12 17:04:10 Deelere
» uLZ020-06-300eg & File Ret 243008 2020-06-30 16:07:29 Delete
NOTE:

This step only deletes the file(s) off the share.

If you deleted a file by mistake and want to undelete the file,
refer to the steps in the Recover Previous Versions and
Deleted Files chapter, Section 16.3 Recovery of Deleted
Files by Administrator.

If you want to remove the file content from the storage(s),
such as Local and/or Object Storage, refer to the steps in the
HCP Gateway Operations chapter, Section 15.3 Delete on
Storage.
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Delete File Copy off Local Storage

The Delete File Copy Off the Local Storage feature allows the user(s)
assigned the Privileged Delete permission in the Share page of the HCP
Gateway Ul, to delete files off the Local Storage, when the Storage Group
contains both Local Storage and another storage, such as a namespace
on an Object Storage system like HCP. The file must be saved on the
other Storage before you will be able to delete it off the Local Storage.

Step 1: In a web browser, open the HCP Gateway Ul and log in as the
user with the Privileged Delete permission for the share you want to
delete the file copy off the local storage.

Step 2: Click the File Explorer tab (Figure 25.1.1), then click Choose
Detail (Figure 25.1.2). Select the Delete file copy from Local Storage
(Figure 25.1.3) option, then click Apply (Figure 25.1.4) to apply the
setting. Note that you may have to follow this step every time you enter
the File Explorer tab.

Figure 25.1 — Choose Delete file copy from Local Storage Detail

Fan L G | Cwsiesl | s ivemie e

o Appiy Cancel

Step 3: Browse to the share, then the folder and select the file(s) to delete
off the Local Storage by selecting the name(s) of the file in the Name
column (Figure 25.2.1) then click Delete Local (Figure 25.2.2).

Figure 25.2 — Select files to Delete Copy Off Local Storage
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File Explorer O Chocse Detadl Delete Local Show deiered files
Hame s Type Policy Size Modify Date Storage Location
- Rz Share Ret

‘Wikdfly_Application &  File Ret 460,31 KB 2020-06-17 OT:16:22 Lecal-HOP
mysgldump 237659 L File Ret 63.65 KB 2020-D6-18 13:50:04 Losal-HOP
o v mysgldump23T0T L File Ret 13903 KB Z020-07-06 11:03:56 Lecal-HOP
mysqidump 23707 L File Ret 136.24 KB Z0Z0-07-06 101220 Lisal-HCP

o folder Darectory 2020-07-06 11557
Wildfly_Applicati Lk File Ret 480.31 KB 2020-08-17 O7:18:22 Lecal-HCP
0  my.mi A File Ret 1.7T9 KB Z020-06-12 17:04:10 Lecal-HCP
ui2020-06-30.00 X File Ret 243008 2020-06-30 16:07:29 Lecal-HLP

Step 4:

Enter the password for the user that you logged in as to the HCP
Gateway Ul (Figure 25.3.1). Click Yes to delete the copy of the file(s) off
the Local Storage (Figure 25.3.2). Note that files that were already
deleted from local storage or are only on local storage will not be removed
from local storage.

Figure 25.3 — Delete Copy Off Local Storage
Are you sure you want to delete all selected files from Local Storage?

Files that are not local or only in local will not be removed

Password: (1]

o Yes Cancel

Step 5: Alternatively, you can select a folder(s) of files to delete off local
storage (Figure 25.4.1) Notice that all the files and folders in the folder are
now selected for Delete file copy from Local Storage (Figure 25.4.2).
Click Delete Local (Figure 25.4.3).

Figure 25.4 —Select Folder(s) to Delete Copy Off Local Storage
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File Explorer (v} Choose Detail Delete Local Show deleted files Searc
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- A2 Share Ret

Wildfty_Application L File Ret 460,31 KB 2020-06-17 OT:16:-22 Lacal-HCP
mysgidump.23T.5q &  File Ret 63.65KB 2020-06-18 13:50:04 Lecal-HCP
mysqidump 23707 L File Fet 139.13 KB 2020-07-06 11:03:56 Local-HCP
mysqldump.237.07 L File Ret 136.24 KB 2020-07-06 10:1 220 Lecal-HCP

0. (] toider) Directory 2020-07-06 10:15:57
v Wildfly_Applicati L File Fiet 460.31 KB 20200617 0T:16-22 Local-HCP
o + miy.ini &  File Ret 1.79 KB 2020-06-12 17:04:10 Lecak-HCP
v ui.2020-06-300c L File Rt 243008 2020-08-30 16:07:29 Locak-HCP

r o« folderd Directory 2020-08-17 12:55:33

Step 6: Enter the password for the user that you logged in as to the HCP
Gateway Ul (Figure 25.3.1). Click Yes (Figure 25.3.2) to delete the copy
of the file(s) off the Local Storage. Note that files that were already
deleted from local storage or are only on local storage will not be removed
from local storage.
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Enabling Windows Server Features

Enabling Windows Server 2016/2019 features:

e SNMP
o User Auditing

Install SNMP Service

Simple Network Management Protocol (SNMP) is an application layer
protocol used to monitor and manage network devices and their functions.
Supported SNMP versions are defined by the operating system (Windows
Server 2016/2019 and Debian 10), not by HCP Gateway. The SNMP
Service must be installed and UDP ports 160 and 161 need to be
enabled. The status of HCP Gateway VFS Service and Shares can be
monitored via SNMP.

Windows Server 2016/2019 does not come with SNMP Service installed.
Windows Server 2016/2019 currently supports SNMP v2c. Microsoft does
not plan to support v3. This section will cover the basic SNMP installation
process, which can also be found in the Windows Server Administration
Guide.

The following steps are required to be taken within the Control Panel.

Step 1 - Select Programs (Figure 26.1.1)

Figure 26.1 - Select programs
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Step 2 - Select Turn Windows features on or off (Figure 26.2.2)
Figure 26.2 — Turn Off Features
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Step 3— In the Add Roles and Features window, select Role-based or
feature-based installation then click Next. Select the Gateway server
from the list then click Next.

Step 4 - Select SNMP Service from list of features (Figure 26.3.5)

Figure 26.3 - Select SNMP

Step 5 — In the Add features that are required for SNMP Service, click
on the Add Features button (Figure 26.4.6).

Figure 26.4 - Select Add Features

Step 6 — Note SNMP check box is now checked and then click on the
Next button (Figure 26.5.7).

Figure 26.5 - Select SNMP
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Step 7 — Click Install to install SNMP. Click on the Close button (Figure
26.6.8) to close the dialog box.

Figure 26.6 - Install

[TULVRNSY SY T

Configure SNMP Service

Now that the SNMP Service has been installed it must be configured by
taking the following steps:

Step 1 — Open Windows Services (Figure 26.7.1) panel from the
Administrative Tools menu

Figure 26.7 - Select Service
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Step 2 — Select the SNMP Service and right click to bring up the
Properties tab.

Step 3 -

Select Automatic as the Startup type (Figure 26.8.3) to have the

service always running, even after rebooting the server.

Figure 26.8 - Automatic start
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For monitoring purposes, you should also check all services on

the Agent tab (Figure 26.9.4) to have all SNMP values available.

Figure 26.9 - Select Agent

Hitachi Content Platform Gateway Administration Guide

Page 214



Gewnd LogOn Pecovwy "=t Tmps Secuty Dependences

aaaaaa el flleta Sy e T Lol e ferae
FeME o aton B rere e o T DOmOLRE e e
T p—

Step 5 — Adjust security parameters in the Security tab. For example,
add the community name public with READ ONLY rights and accept
SNMP packets from at least the address of your monitoring server
(Figure 26.10.5).

Figure 26.10 - Adjust Security
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SNMP is now successfully configured on your Window Server.

Windows File Access Auditing

This section will explain how to enable file access auditing in Windows
Server 2016/2019. This will log failed and successful attempts to access
objects in the file system by accounts defined at the folder level. These
attempts are logged in the Windows Event Viewer.

Step 1 — Open Control Panel -> System and Security ->
Administrative Tools (Figure 26.11.1)

Hitachi Content Platform Gateway Administration Guide Page 215



Step 2 — Double-click on Local Security Policy (Figure 26.11.2)

Figure 26.11 — Local Security

Step 3 — Open Advanced Audit Policy Configuration, then open
System Audit Policies, then open Object Access (Figure 26.12.3).

Step 4 — Right-click on Audit File System (Figure 26.12.4) and click
Properties.

Figure 26.12 — Audit File System

Step 5 — Select the check box for Configure the following audit events,
then select Success and Failure (Figure 26.13.5)

Figure 26.13 — Configure Audit Events
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Select Explain (Figure 26.14) to view the explanation of the policy
settings, then click OK to save the configuration (Figure 26.13.6).

Figure 26.14 — Explanation
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Step 6 — To apply Auditing Policy to Folders, in Windows File Explorer,
browse to the desired folder and then right click the folder.

Step 7 — Select Properties -> Security. Then select the Advanced
button (Figure 26.15.7).

Figure 26.15 — Advanced Settings
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Step 8 — In the Advanced Security Setting of the folder, select the
Auditing tab (Figure 26.16.8).

Figure 26.16 — Auditing
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Type Prinstipal Mecess Inkerited from Apples to

add ¢
[l Replace a8 child obyect auditing entries with mheritable suditing entries from this chject
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Step 9 — Then select the Add button (Figure 26.16.9) to choose which
users are to be audited.

Step 10 — Complete the form and click OK button (Figure 26.17.10). The
example shows Everyone selected and the Type option choice is All and
the Applies to option choice is This folder, subfolder and files (Figure
26.17).

Figure 26.17 — Auditing
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Step 11 — To view the audit events, open the Windows Event Viewer and

look for event ID 4663 (Figure 26.18)

Figure 26.18 — View Events

Shom advanced premasgns

0= o

[ Eewrt Viepmar = ®
Fie  hotan  View  Hop
s anmin
[l i Vi [Locud]
5 L Gt Vieas -
w () VindonsLoga Kiymiet Dite 8 Tomi S v Task Cate * |
[SE T 9, et Spcomn BT A NI P Rcronoh Windown sesety Al e yte |
| Bacurty
il Seng B, heh Sceens  WITVNAIAPM Mol Wedows sevuty sutng, B33 Ty Tries
El e S ot S RCITCOMAM P Aol Wb, b saibincs. WAL Sl Scsboen, |
[l Fommarded Frwas vard 3581 Whcrpuatt Wndows x
[ dpplbcptons and Semsces L [ = i h e
[ e ] Ganersl (Dotady
k| vetean
] ey Saraca | [An sSempt wes macds ba scom s chgecl.
2 Wcr
Wt Pomariiall
H S urdy DT EVLAR Seenarirgton
At ot Barme: Ademeatsston
At eout Devie DTS-ELAR
[ B
et Seroee. Sevuety
Chjeci Type Fan
Cltpoct Mawva: AR Bk £
Mt £ Batele
L Sl
[Prcs s mfarmatar
Freces O Dl
Frocess Nawa T\ W englontr eue
Az coin Rogueast nfiormation
Access L ]
e bk B
Loy Mime: Locunty
St Uhrocht Windown weanty Logged VIT0M 43508 P
s anl Tash Catagiry: Fid Systirs
Leeet: i Gt Eepmguiiy Aot Tt
N A Commgaitir T LA e
Oplose ]
By ilormatien  fard Log Dwiens Hlg
€ ¥

Hitachi Content Platform Gateway Administration Guide

Page 219



LDAP authentication to Active Directory via SSL
certificate

Pre-Requisites

Active Directory Certificate Services installed on the Active Directory
Domain controller. This will give you the Certification Authority Snap-in
you need to complete these steps.

Enable LDPS on domain controller

On Domain Controller:

Step 1 - Right-click the Windows Start Button, select Run. Type 'mmc'
then press the enter key, select File, Add/Remove Snap-in. Next,
select Certification Authority then click Add. Verify the radio button is
checked next to Local computer, click Finish, then click OK (Figure 27.1).

Figure 27.1 — Add Snap-ins
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Step 2 - Certification Authority MMC:

Expand Certification Authority (Local) (Figure 27.2.1) expand the
domain-domain controller name (Figure 27.2.2), right click Certificate
Templates (Figure 27.2.3), select Manage (Figure 27.2.4).

Figure 27.2 — Certification Authority
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Step 3 - Right-click on the template Domain Controller Authentication
(Figure 27.3.1), select Duplicate Template (Figure 27.3.2).

Figure 27.3 — Select Duplicate Template
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Step 4 - Verify the following settings:

¢ General tab:
o Set Template Display Name: LDAP_Authentication (Figure 27.4.1)
o Select proper validity period (Figure 27.4.2)
o Publish in AD: No (Figure 27.4.3)

Figure 27.4 — Verify General
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Step 5 - Verify the following settings:

e Subject Name tab
o DNS and SPN checked (Figure 27.5)

Figure 27.5 — Verify Subject Name
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Step 6 - Verify the following settings:

¢ Request Handling tab
o Select Allow private key to be exported (Figure 27.6)
o Click OK to save the properties

Figure 27.6 — Verify Subject Name
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Step 7 - Certificate Authority MMC:

Right click Certificate Templates (Figure 27.7.1), the click New (Figure
27.7.2), then click Certificate Template to Issue (Figure 27.7.3).

Figure 27.7 — Certificate Template to Issue
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Step 8 — Enable Certificate Templates:

In the Enable Certificate Templates window, select
LDAP_Authentication (Figure 27.8.1) then click OK (Figure 27.8.2).

Figure 27.8 — Enable Certificate Templates
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Step 9 — Requesting a Certificate for Server Authentication:

In the Certificates MMC, select Certificates — Local Computer (Figure

27.9.1), Personal (Figure 27.9.2), right click on Certificates (Figure

27.9.3), then select All Tasks (Figure 27.9.4), then select Request New

Certificate (Figure 27.9.5).

Figure 27.9 — Requesting a Certificate for Server Authentication
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Step 10 — Certificate Enrollment:

On the Certificate Enrollment screen click Next, click Next on Active
Directory Enrollment Policy, select LDAP_Authentication (Figure

27.10.1), click Enroll (Figu

re 27.10.2), then click Finish.

Figure 27.10 — Certificate Enroliment
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Step 11 — Export the Certificate Authority and the LDAP Certificates:

In the Certificates MMC, select Certificates — Local Computer (Figure
27.11.1), then Personal (Figure 27.11.2), then Certificates (Figure
27.11.3), then right click the DC certificate, then select All Tasks (Figure
27.11.4), then select Export (Figure 27.11.5).

Figure 27.11 — Export the Certificate Authority and the LDAP Certificates
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Step 12 - Certificate Export Wizard:

e In the Certificate Export wizard click Next

¢ thenin the Export Private Key window select ‘No, do not export the private key’,
then click Next

e then in the Export File Format window select ‘Base-64 encoded X.509’, then click
Next,

o thenin the File to Export window click the Browse button, then enter a name (for
example)- Domain_CA, then click Save, then click Next

o then in the Completing the Certificate Export Wizard window click Finish, the click
on OK on the message ‘The export was successful’.

Step 13 — Install Certificate:
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o Copy this certificate to the HCP Gateway server and double click on it to open it.
e Click on Install Certificate (Figure 27.12.1)

Figure 27.12 — Install the Certificate
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¢ In the Welcome to the Certificate Import Wizard window, select Local Machine
(Figure 27.13.1) then click Next (Figure 27.13.2).

Figure 27.13 — Local Machine
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Welcome to the Certificate Import Wizard
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and contars nformaton used to protect dats or to establch secure retnork
connections. A certificate store s the system area where certificates are kept.
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¢ Inthe Certificate Store window, select Place all certificates in the following store
(Figure 27.14.1), click the Browse button (Figure 27.14.2) and browse to the Trusted
Root Certification Authorities (Figure 27.14.3), then click OK. In the Certificate
Store window, click Next, then in the Completing the Certificate Import Wizard
window, click Finish.

Figure 27.14 — Certificate Store
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Cancel

¢ In the Certificate Import Wizard window, click OK (Figure 27.15).

Figure 27.15 — Certificate Import Wizard Success

Certificate Import Wizard *

o The impaort was successul.

Step 14 - Export HCP gateway Ul certificate:

The next export will be for the certificate used to import in the HCP
Gateway Ul. In the Certificates MMC, select Certificates — Local
Computer (Figure 27.16.1), then Personal (Figure 27.16.2), then
Certificates (Figure 27.16.3), then right-click the DC certificate, then
select All Tasks (Figure 27.16.4), then select Export (Figure 27.16.5).

Figure 27.16 — Export the Certificate Authority for HCP Gateway Ul
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Step 15 - Certificate Export Wizard:
In the Certificate Export wizard click Next

then in the Export Private Key window select ‘No, do not export the
private key’, then click Next

then in the Export File Format window select ‘Base-64 encoded X.509’,
then click Next,

then in the File to Export window click the Browse button, then enter a
name (for example)- Domain_Ildap, then click Save, then click Next

then in the Completing the Certificate Export Wizard window click
Finish, the click on OK on the message ‘The export was successful’.

Step 16 - Configure HCP Gateway Ul for certificate authentication

e Copy the domain_ldap.cer certificate file you exported to the HCP Gateway server or
your local computer.

e In a web browser, enter the URL for the HCP Gateway Ul, if you are on the Gateway
the URL will be https://localhost:28443/hcpg. Then Log in with the admin credentials.
(Figure 27.17).

Figure 27.17 HCP Gateway Ul login

Hitachi Coment Platform Gateway

e Click Configuration (Figure 27.18.1) on left navigation panel, select Active
Directory from top menu (Figure 27.18.2), select Enable AD (Figure 27.18.3), then
select SSL (Figure 27.18.4), then select Browse (Figure 27.18.5).

Figure 27.18 HCP Gateway Ul Active Directory
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Select the certificate that you copied to the HCP Gateway server or your
local computer, for this example, Domain_ldap.cer (Figure 27.19.1), the
click Open (Figure 27.19.2).

Figure 27.19 HCP Gateway Ul File Upload
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e Click Upload (Figure 27.20.1).

e Be sure to enter the fully qualified domain name of the AD domain controller in the
Host field (Figure 27.20.2). Verify connection by clicking Browse next to Search
Base (Figure 27.20.3), enter the proper AD credentials, then click Connect.

e Click Save (Figure 27.20.4) to save the AD settings.

Figure 27.20 - HCP Gateway Ul File Upload
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Restore HCP Gateway to a Different Server

Step 1 — Ensure an HCP Gateway backup was run on the original server
that you want to restore to a different server and you will be directed to
copy it to an appropriate location on the new server.

On original server

Refer to the HCP Gateway Operations chapter, Section 1, Backup, for
information on how to configure the HCP Gateway backup to write the
backup to an HCP namespace. Ensure that the backup location is
\Wlocalhost\operation$ (Figure 28.1W.1) in Windows or
larchive/.operation in Linux (Figure 28.1L). If no backup exists, i.e., there
is no entry in the System Backup History pane (Figure 28.1WI/L.2), then
click Backup Now on the HCP Gateway Ul Operations -> Backup page
(Figure 28.1W/L.3) to run a backup of the HCP Gateway.

NOTE:

On a Windows Cluster node, set the backup location to
\\<cluster-name-or-ip-address>\operation$.

Figure 28.1W — Windows - Operations -> Backup Now
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Figure 28.1L — Windows - Operations -> Back