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Chapter 1 Introduction

This document provides installation instruction on adding Windows Failover Clustering to two existing
Hitachi Content Platform Gateway (HCP Gateway) instances that are identical. The document covers the
installation of two HCP Gateway Virtual or Physical Machines using shared disks. Ensure that you have a
unique computer name for the two HCP Gateway Virtual or Physical Machines because you are required
to add them to a Windows Active Directory domain (see Chapter 8 for details) before starting these
steps. Contact your system administrator if you need assistance with those tasks.

WARNING: The account being used to install the Cluster must have the ability to create a cluster named
object (CNO). Refer to the Microsoft Website Configuring cluster accounts in Active Directory, and

follow the section titled: 'Steps for configuring the account for the person who installs the cluster’.

The installation will cover setting up shared disks, assigning network adapters, setting up a Windows
Failover Cluster, and then adding a Generic Service Role for the HCP Gateway service.

The word 'node' means a virtual or physical machine. Node 1 is the first machine and Node 2 is the
second machine. Inthe cluster, Node 1 is the primary machine and Node 2 is the secondary machine.
The primary machine is also called the active machine or active node, and the secondary is called the
passive or standby node.

The end result of this document is to develop a Fail-over cluster using an active/passive Windows cluster
similar to the diagram below.

Figure 1 - Windows Server Failover Cluster
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https://docs.microsoft.com/en-us/windows-server/failover-clustering/configure-ad-accounts

Chapter 2 HCP and HCP Gateway Configuration

The first step is to run Windows Updates on both nodes of the cluster. Once that is complete, in the
following steps in this chapter you will stop the HCP Gateway service and then update the configuration
file on both nodes so the default cluster shared volume will be assigned to drive 'G:'.

Step 1: Open the Desktop, click on the Windows Start Menu located at the bottom left of the screen. In
the pop-up window, select 'Windows Administrative Tools' (Figure 2.1.1)

Figure 2.1 - Windows Start Menu

Step 2: In the 'Administrative Tools' window, scroll down to 'Services.' Services will be used enough that
it should be pinned to the task bar for easier access. Right click on ‘Services' (Figure 2.2.1) and
select 'Pin to taskbar' (Figure 2.2.2). Note that if you deployed the HCP Gateway Cluster VMs,
this step is not necessary, just click on the Services icon in the taskbar and skip to Step 4.

Figure 2.2 - Administrative Tools
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Step 3: Right click on Services and select Open (Figure 2.3.1)

Figure 2.3 - Open Services
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Step 4: Scroll down the 'Services' window to locate the 'SAM VFS' service (Figure 2.4.1).

Figure 2.4 - Windows Services
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Step 5: Right-click on the 'SAM VFS' service (Figure 2.5.1) and check to see if the Service is running
(Figure 2.5.2), if it is then select 'Stop' (Figure 2.5.3) on both nodes. Ensure that the ‘Startup
Type’ of the service is set to ‘Manual’ on both nodes.

Figure 2.5 - Stop SAM VFS Service
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Step 6: Change the HCP Gateway Configuration File. Open a Windows File Explorer, browse to the
'C:\SAM\etc\sam' (Figure 2.6.1) folder.

Figure 2.6 - Find properties file
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Step 7: Right-click on the file 'sam.properties’ (Figure 2.6.2) and select 'Edit with Notepad++' (Figure
2.7).

Figure 2.7 - Edit with Notepad++
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Step 8: Locate the lines for the parameters ‘letter’ and ‘report.dir’ (Figure 2.8.1) and verify that they are
set to the shared cluster drive 'G:' (Figure 2.8.4). For Node 1, verify that the parameter
‘server.id’ is ‘1’ (Figure 2.8.2) and for Node 2, verify the parameter ‘server.id’ is ‘2’, making
changes where the values are different than this document. For Node 1, verify that the
parameter ‘binlog.name’ is ‘hcpg-1-bin’ (Figure 2.8.5) and for Node 2, verify the parameter
‘binlog.name’ is ‘hcpg-2-bin’, making changes where the values are different than this
document. Also verify that ‘cluster’ is set to ‘1’ on both nodes (Figure 2.8.5). When deploying a
cluster with a shared cache and only 1 node will be active at a time, add or verify the parameter
‘server.ignore=1’ (Figure 2.8.3) is configured. Then save the

C:\SAM\etc\sam\sam.properties file and exit Notepad++.
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Figure 2.8 - Edit sam.properties Files
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Step 9: Leave the SAM service not running.

Step 10: Note that if you have not already setup the database replication, then refer to the HCP
Gateway Replication Setup Windows Guide, Chapter 1 Introduction for the basic settings.
Then refer to the HCP Gateway Replication Setup Windows Guide Chapter 3 Two Node:
Master node to Master node Replication (Manual DR Failover) for instructions setting up a 2

HCP Gateway Windows Cluster Setup with SAN Storage _



node cluster or Chapter 6 Four Nodes: Master to Master Replication for HA Cluster with DR
Failover to another HA Cluster for instructions setting up a 4 node cluster.

Step 11: Make sure the VMWare Tools on each node are up to date. Login to the ESXi Host Console that
the nodes are running on, select ‘Guest OS’ (Figure 2.9.1) then select ‘Upgrade VMWare Tools'. After a
few minutes, VMWare will upgrade the VMWare Tools and then reboot the node. Repeat this on each
node in the cluster.

Figure 2.9 — Select Guest OS
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In the ESXi Host Console, the VMWare Tools status will change to ‘Compliant’ (Figure 2.10.1).

Figure 2.10 — VMWare Tools Status
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Step 12: A backup namespace must be created that the HCPG will use to store backups of the HCP
Gateway configuration and database. No user data will be stored on this namespace. The share name
for the backup namespace is required to be 'operation$', which is a hidden share.

Step 13: A backup namespace must be created that the HCPG will use to store backups of the HCP
Gateway configuration and database. No user data will be stored on this namespace. The share name
for the backup namespace is required to be 'operation$', which is a hidden share. Refer to the HCP
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Gateway Administration Guide, HCP Gateway Operations chapter, Backup to HCP Storage section for
additional details.
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Chapter 3 Host IP Address Assignments

This document will only cover the typical Active/Passive Two Node Cluster (Figure 3.1).

The Active/Passive Two Node Cluster has four networks and requires 10 IP addresses assignments. If
only 3 networks are available, you will need to decide whether to put the Storage Network traffic on the
Management or the Cluster Network. The Dedicated Cluster Network requires 4 DNS names each with a
unique IP address. The clients will access the cluster shares and Ul using this network. The cluster
shares and Ul will be accessed with the Cluster Role identified below. The Management network is used
to access each cluster node server. The Private network is used internally by the cluster and is
effectively a point-to-point connection between the two Cluster Nodes, no other network traffic should
use this network.

Figure 3.1 - Active/Passive Two Node Cluster Networks

Cluster Network
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MG ST MG ST

Management Network

Storage Network

Active/Passive Two Node Cluster

To facilitate the IP address assignment, it is useful to create a simple text table to track the nodes and
the assigned IP addresses.

Interface Assignments

A. Management Interface Assignments

IP Address Netmask Gateway
hcpg-cnl Node 1 Management 10.6.15.21 255.255.255.0 10.6.0.1
hcpg-cn2 Node 2 Management 10.6.15.22 255.255.255.0 10.6.0.1
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B. Cluster Interface Assignments

IP Address Netmask Gateway
hcpg-cl Cluster Services 10.6.11.20 255.255.255.0 10.6.0.1
hcpg-cl1 Node 1 Cluster 10.6.11.21 255.255.255.0 10.6.0.1
hcpg-cl2 Node 2 Cluster 10.6.11.22 255.255.255.0 10.6.0.1
hcpg Cluster Role 10.6.11.23 255.255.255.0 10.6.0.1

C. Private Interface Assignments

IP Address Netmask Gateway
hcpg-pl  Node 1 Private 192.168.44.21 255.255.240.0 N/A
hcpg-p2 Node 2 Private 192.168.44.22 255.255.240.0 N/A

D. Storage Interface Assignments

IP Address Netmask Gateway
hcpg-s1 Node 1 Storage 10.6.22.21 255.255.255.0 10.6.0.1
hcpg-s2  Node 2 Storage 10.6.22.22 255.255.255.0 10.6.0.1

Completed Network Diagram with IP Addresses
Figure 3.3 — Completed Network Diagram
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Chapter 4 DNS Setup

The network Administrator must add the storage, node and cluster interface names and IP addresses to
the DNS server. The private interfaces are not required in DNS, as the cluster will use the IP addresses
for these instead of the name.

Example of typical entries in a Windows DNS Server is displayed in Figure 4 below.

Figure 4 — DNS

S HCPG-CNT Host (&) 10.6.15.21
S Hops-cL Host (&) 10.6.11.21
S HCPG-CN2 Host (&) 10.6.15.22
S HCPG-CL2 Host (&) 10.6.11.22
S| Hops-CL Host (&) 10.611.20

Itis required to test the Forward Lookup Fully-Qualified Domain Name (FQDN), for example, nslookup
HCPG-CN1.fqdn.com and verify the IP address is correct for each of the Storage, Management and
Cluster DNS Names. Then test the Reverse Lookup for each of the Management and Cluster IP
addresses, for example nslookup 10.6.15.21 and verify the DNS name is correct. Perform these checks
on both nodes. You must correct any issues with the DNS names and IP addresses before continuing.
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Chapter 5 Verify Network Adapters

The HCP Gateway VM is configured with 4 network adapters. If you are using a physical server, make
sure you have the network adapters connected to the appropriate network switches. All 4 networks are
recommended, but the cluster will work if only 3 networks are available. If only 3 networks are

available, you will need to decide whether to put the Storage Network traffic on the Management or the
Cluster Network.

If you are configuring the cluster using Physical machines, ensure that your network cabling matches the
VMWare ESXi configuration steps and follow Step 5 and then Step 7.

Step 1: Login to the ESXi Console that the nodes are running on, select ‘Edit' to access the Settings
configuration for the primary node, Node 1.

Step 2: In the main settings menu, scroll down until you see all 4 Network Adapters (Figure 5.1).

Figure 5.1 — View Network Adapters

’ SCSI Controller 0 LSI Logic SAS ~

L SCSI Controller 1 VMware Paravirtual

B8 SATA Controller 0
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» I Network Adapler 1 VM Network Connect

» P Network Adapter 2 HCP Private Network Connect o
» M8 Network Adapter 3 VM Network Connect
» HH Network Adapter 4 HCP Private Network Connect

» CD/DVD Drive 1 Host device [ Connect

» [ video Card Default settings

Step 3: Click on the network selection for each one (Figure 5.2.1, 5.2.2, 5.2.3 and 5.2.4) and assign it as
appropriate. For this example, the first Network Adapter is set to 'VM Network' and the second
is set to 'HCP Private Network'. Make sure the Connect box is enabled for each new adapter. If
you change any settings, click the ‘Save’ button (Figure 5.2.5) to save the changes.

Figure 5.2 — Configure Network Adapters on Node 1
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» B Network Adapter 1 VM Network o Cannect
» B Network Adapter 2 HCP Private Network o Connect
» B Network Adapter 3 VM Network o Cannect
» Pl Network Adapter 4 HCP Private Network o Cannect
* % CD/OVD Drive 1 Host device [ Connect
’ Q Video Card
v
0 Save Cancel

Step 4: Repeat the process for the second node, verify the network adapters and assign them to the
appropriate networks (Figure 5.3.1 and 5.3.2).

Figure 5.3 — Configure Network Adapters on Node 2

» B Network Adapter 1 VM Network o Cannect
» M Network Adapter 2 HCP Private Network [2.] Connect
» B Network Adapter 3 VM Network o Cannect
» P Network Adapter 4 HCP Private Network o Connect
» 5% CD/DVD Drive 1 Host device [ Connect
» [M video Card
v
0 Save Cancel

Step 5: VMWare recommends using the VMXNET 3 adapter type, so open each Network Adapter (Figure
5.4.1), select Adapter Type (Figure 5.4.2) and if available, set the Adapter Type to VMXNET 3 (Figure
5.4.3). Repeat this step on every Network Adapter on this node, then select Save (Figure 5.4.4) to save
the settings. Repeat this step on the other cluster node.
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Figure 5.4 — Configure Network Adapter Type
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Step 6: Get MAC Addresses to update the Windows Networks

A. Updating the Windows Network information will require obtaining the network hardware
addresses (also called MAC addresses) for the interfaces, then using the hardware address to
link to the network interface assigned by the Virtual Host (ESXi server). In Windows, the
hardware address is called a 'Physical Address'.

B. To obtain the Network Hardware Addresses, login to node 1 and open a DOS command
prompt window. In the DOS command prompt window, enter the following text ‘wmic nic get
Name, MACAddress, NetConnectionID' (Figure 5.5.1) and press the enter key. Make a note of
the last 2 pairs of characters of each 'Physical Address'. An example of the last two pairs of
characters is highlighted in the blue box (Figure 5.5.2). Make a note of the name of each
network connection (Figure 5.5.3).

Figure 5.5 — Get Node 1 MAC Address

C:\usersh\Administrator>wmic nic get Name,mc.&ddr*ess,netcunnectinnmo
MACAddress Hame NetConnectionID

Microsoft Kernel Debug Network Adapter

ep:9C:20:65168:08 | Intel(R) 82574L Gigabit Network Connection |Management
80:0C:29:65168:1F | Intel(R) 82574L Gigabit Metwork Connection #3 [Cluster
88:8C:29:65]68:15 | Intel(R) 82574L Gigabit Network Connection #2 [Private

WAN Miniport (SSTP)
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WAN Miniport (L2TP)

WAN Miniport (PPTP)
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F6:72:20:52041:53 | WAN Miniport (IP)

FB:DC:20:520141:53 | WaN Miniport (IPvE)

FC:3E:28:52041:53 | WAN Miniport (MNetwork Monitor)
82:E6:17:5416C: 2C | Microsoft Failover Cluster Virtual Adapter
88:98C:29:65]68:29 | Intel(R) B2574L Gigabit Metwork Connection #4 [Storage

Step 7: In the ESXi console, for each node, select ‘Edit’ to edit the VM settings, then expand each of the
Network Adapters (Figures 5.6.1, 5.6.2, 5.6.3 and 5.6.4) to show the hardware address
assignment.
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Step 8: Create a table with the interface information. Repeat Steps 5-7 for the second node. Repeat

Figure 5.6 — ESXi MAC Addresses

VM Network
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HCP 31 Private Network

1 Connect at power on
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Steps 3 and 4 if any of the ESXi Network adapters are using the wrong Network Name.

Windows Address | ESXi Adapter | Address | Network Name
Management 68:0B | Adapter 1 68:0B VM Network

Cluster 68:1F | Adapter 2 68:1F HCP S1 Private Network
Private 68:15 | Adapter 3 68:15 HCP Private Network
Storage 68:29 | Adapter 4 68:29 HCP S2 Private Network
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Chapter 6 Set IP Addresses

Step 1: From the Node 1 desktop, access the Windows network interfaces by clicking the icon with the
image of a plug (Figure 6.1) in the windows taskbar.

Figure 6.1 — Network Interfaces

Step 2: In the pop-up menu, select ‘Network Settings' (Figure 6.2.1). Note for Windows 2019, the
option to select is ‘Network & Internet Settings’.

Figure 6.2 — Network Interfaces

Step 3: In the Settings Screen, select the '‘Change adapter options' in the 'Related settings' section
(Figure 6.3.1).

Figure 6.3 —Change Adapter Options
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Network and Sharing Center
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Step 4: In the Network Connections screen, verify the names of the interfaces in Windows (Figure 6.4).
If using a Physical machine, change the names of the interfaces to match the names in Figure
6.4.

Figure 6.4 — View Interfaces

&/ Network Connections - a X
q M E-‘ <« MNetwork and Internet » Network Connections » v O Search Network Connections L2
Organize = =« [N
— - - -
As' &' !E" A.
- - - - - ~
y - P L - -
A o A A &4
Cluster Management Private Storage

Step 5: Now we will set or verify the IP Address and DNS information for each interface. Right click on
an interface (Figure 6.5.1). Then select ‘Properties’ from the menu (Figure 6.5.2).

Figure 6.5 — Interfaces after Name changes

- management - cluster
o ‘J! Network-2 A Metwor
%7 Intel(R)| @ Disable ntel(R:
Status
Disgnose

G Bridge Connections

Create Shortcut
G Delete

& Rename

o & Properties

Step 6: In the interface Properties window, select the 'Internet Protocol Version 4 (TCP/IPv4)' option
(Figure 6.6.1) and then click on the 'Properties’ button (Figure 6.6.2).
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Figure 6.6 — IPV4

4 mana gement Properties *

Networking  Sharing

Connect using:
B Intel(R) 82574L Gigabk Network Connection
This connection uses the following 2ems:
¥ B3 et for Microsoft Networks ~

v ?Fﬂe and Printer Sharing for Microsoft Networks
¥ BBG0S Packet Scheduler

© - T
[J . Microsoft Network Adapter Multiplexor Protocol
W Microsoft LLOP Protocol Driver

¥ 4y Intemet Protocol Version 6 (TCP/IPvE) v
< >

Instal... Uninstaf Prnpubes o
Description

Transmission Control Protocol/intemet Protocod. The default
wide area network protocol that provides communication
across diverse inferconnected networks

0K Cancel

Step 7: In the 'Internet Protocol Version 4 (TCP/IPv4)' window, verify or fill in the IP Address and DNS
information to match the information from Chapters 3 & 4 for the interface (Figures 6.7.1 and
6.7.2). In some cases it may be required to manually set the metric where the management

would be '1', the cluster '2', the private '3' and the storage ‘4’. The metric is accessed by clicking
the 'Advanced...' button (Figure 6.7.3).

Figure 6.7 — Update IPV4

Internet Protecol Version 4 (TCP/IPvd) Properties x
General
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Subnet mask: [255.255. 0 . 0 |
Default gateway: 0.6 .0.1|
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[ vahdate settings upon exit o Advanced...
[oc J1 conce

Step 8: To manually set the metric, click the 'Automatic metric' to be unchecked (Figure 6.8.1), then
enter a number in the interface metric box (Figure 6.8.2). Note a lower number has a higher
priority. Then click the “OK” button in the ‘Advanced TCP/IP Settings’ window (Figure 6.8.3),

then click the ‘OK’ button in the ‘Internet Protocol Version (TCP/IPv4) Properties’ window
(Figure 6.7.4).
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Figure 6.8 — Update Metric
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Step 9: Repeat Steps 5 through 8 for each interface on both node 1 and node 2.
Step 10: Reboot both node 1 and node 2.

Step 11: Test the interfaces of each node. Open a DOS Command Prompt on each node and then use
the ping command to check connectivity. Use the IP address for each interface, for this
example 10.6.15.21, 10.6.15.22,10.6.11.21 and 10.6.11.22, 192.168.44.21,192.168.44.22,
10.6.20.21 and 10.6.20.22.

Resolve any issues, do not continue if the interfaces cannot be seen from each node.

On Node 1 Ping the management interfaces
C:> ping 10.6.15.21
C:> ping 10.6.15.22

On Node 1 Ping the cluster interface
C:>ping 10.6.11.21
C:>ping 10.6.11.22

On Node 1 Ping the private interface
C:>ping 192.168.44.21
C:>ping 192.168.44.22

On Node 1 Ping the storage interface
C:> ping 10.6.20.21
C:> ping 10.6.20.22
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Repeat the process for Node 2. Also repeat the process using the FQDN of each IP address
on both nodes.

Step 12: On both nodes, click on the Windows Start button and open a DOS Command prompt as
Administrator (Figure 6.9.1). Issue the command set devmgr_show_nonpresent_devices=1
(Figure 6.9.2). Open the Windows Device Manager by issuing the command devmgmt.msc
(Figure 6.9.3). In Device Manager, scroll down and open the Network adapters selection (Figure
6.9.4). In Device Manager, click the View menu (Figure 6.9.5) and select Show Hidden Devices.
If there are any network adapters greyed out, right-click on the greyed out network adapter and
select Uninstall device. Repeat this step until there are no more greyed out network adapters
(Figure 6.9.6).
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Figure 6.9 — Ghost Network Adapters
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Chapter 7 Shared Disk Setup

If you are using a pair of physical machines, refer to Chapter 17 Shared Disk Setup with SAN Storage for
the detailed instructions.

If you are using GAD storage, refer to Chapter 18 Shared Disk Setup with GAD Storage for the detailed
instructions.

Before the shared disks can be installed a SCSI controller needs to be added to both of the VMs first.
A. Adding SCSI Controller

Step 1: Make sure you have shut down the node 1 VM properly with the Shutdown option in the
Windows Start menu. For Node 1 on the ESXi console, click ‘Edit’ to edit the node
settings. In the 'Edit settings' window, if ‘SCSI Controller 1’ does not already exist, click
the 'Add other device' button (Figure 7.1.1), scroll down and select 'SCSI Controller’
(Figure 7.1.2). If ‘SCSI Controller 1’ already exists, then ensure that the ‘SCSI Controller
1’ is set to ‘VMWare Paravirtual’ and the 'SCSI Bus Sharing' to 'Physical' (Figure 7.3)
and skip to step 4.

NOTE: When installing both of the cluster nodes on the same ESXi host, set the 'SCSI Bus
Sharing' to 'Virtual'

Figure 7.1 — Add SCSI Controller

(5 Edit settings - HCPG-Cluster-Node-1 (ESXi 6.5 virtual machine)
(il Harcviara | M Options &
22 Add hard disk MMl Add network adapter | (& Add other device
» @ cru j CD/DVD drive
+ B Memory
¥ = Hard disk 1

+ =2 Hard disk 2 USB controller

¥ o Hard disk 3
@ Sound controller

+ [ sCs! Gontroller 0

T SATA Control
mo ECETEEEEG
= usB controlier 1 &2 SATA controller SCS1 controlier

M| NVMe controller
» Bl Network Adanter 1 S

Step 2: The Edit settings window is updated with a '"New SCSI Controller' entry. Expand the
settings of the 'New SCSI Controller' by clicking on the arrow (Figure 7.2.1) just to the
left of the label.
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Figure 7.2 — Add SCSI Controller

() Edit settings - HCPG-Cluster-Node-1 (ESXI 6.5 virtual machine)

Virtual Hardware VM Options

2B Acd hard cisk N Add network adapter S Acd other device

» |l cpu T
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» =2 Hard disk 2 100 a8
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Step 3: In the Expanded settings, change the ‘New SCSI Controller’ to ‘VMWare Paravirtual
(Figure 7.3.1) and the 'SCSI Bus Sharing' to 'Physical' (Figure 7.3.2). Then click on the
‘Save’ button (Figure 7.3.3) to exit this settings window.

NOTE: When installing both of the cluster nodes on the same ESXi host, set the 'SCSI Bus
Sharing' to 'Virtual'

Figure 7.3 — Virtual SCSI Controller

. New SCS| Controller VMware Paravirtual

SCSI Bus Shanng Physical o

o Save Cancel

Step 4: Repeat this process for node 2.

B. Adding Shared Cluster Disks to Node 1

Two disks will be added as Shared Cluster Disks, one will be the Cluster Witness Disk and the second will
be the HCP Gateway Cache disk.

Step 1: On the ESXi Console, for Node 1, click the ‘Edit’ button. In the 'Edit settings' window,
click the ‘Add hard disk' button located at the top of the window (Figure 7.4.1). This will
be the Witness disk.
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Figure 7.4 — Virtual SCSI Controller

(T Edit settings - HCPG-Cluster-Node-1 (ESXi 6.5 virtual machine)

Virtual Hardware VM Options

o 23 Add nard disk M Add network adapter (S Add other device

» B GPU Add a hard disk to virtual machine ]
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Step 2: Select ‘New standard hard disk’ from the menu (Figure 7.5.1).

Figure 7.5 — Add Disk

(5 Edit settings - HCPG-Cluster-Node-1 (ESX 6.5 virtual machine)

Virtual Hardware | VM Options

23 Aad hard disk | B Add network adapter (S Add other device

o B New standard hard disk =
w
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Step 3: A 'New Hard disk' entry will appear in the Edit settings window. Change the unit from
'GB' to 'MB' for the ‘New Hard disk' (Figure 7.6.1).

Figure 7.6 — Change Disk Size

» (2 Hard disk 3

100 G8
» (24 New Hard disk 0 7 GB o
®

Save Cancel

Step 4: Next change the size from the default from 40 to 512 (Figure 7.7.1). Then click on the
right arrow (Figure 7.7.2) to open a window to see all of the settings.

Figure 7.7 — Change Disk Size

»J New Hard disk o IT ME

3 SCSI Controller 0

Step 5: Notice the Location of the folder where the VM files for Node 1 are stored (Figure 7.8.1).
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Figure 7.8 — Witness Disk Location

Location [datastore1] HCPG-Cluster-Node-1/ Browse . o

Step 6: Change the Disk Provisioning to 'Thick provisioned, eagerly zeroed' (Figure 7.9.1).

Figure 7.9 — Change Disk Provisioning

Disk Provisioning Thin provisioned

Thick provisioned, lazily zeroed
o © Thick provisioned, eagerly zeroed

Step 7: Change the 'Controller location' by clicking on the down arrow, then select 'SCSI
controller 1' from the list (Figure 7.10.1). Notice that the disk location is now ‘SCS/
(1:0).
Figure 7.10 — Change SCSI Controller

Controller location SCSI controlier 1 SCSI(1:0)

Step 8: Change the 'Disk mode' by clicking on the down arrow, then select 'Independent -
persistent' (Figure 7.11).

Figure 7.11 — Change Disk Mode

Disk mode Independent - parsistent

Step 9: Change the 'Sharing’ by clicking on the down arrow, then select ‘Multi-writer sharing'
(Figure 7.12).

Figure 7.12 — Change Sharing

Sharing Multi-writer sharing

Step 10: The screen should now look like Figure 7.13. Click ‘Save’ (Figure 7.13.1).
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Figure 7.13 — Save Changes

(D Edit settings - paul-wd13cl{ (ESXi 6.7 virtual machine)
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Step 11: Now a shared cache disk needs to be created. Repeat steps 1, 2, 4-10. Step 3 is skipped
as the desired unit by default is GBs for the shared cache disk. On step 4, use whatever
value meets the customer requirements, for this example 100GB, for the HCP Gateway
shared cache disk. The Controller location for this shared cache disk will be SCSI(1:1).

Step 12: Power on the Node 1 VM. NOTE: Depending on the size of the shared cache disk, it
may take a few minutes or longer for the ESXi host to eagerly zero the disk before the
VM will power on. Logon on to the desktop on Node 1. Right-click on the Windows
Start Menu located at the bottom left of the screen and select the command 'Run'. In
the 'Open’ text entry space enter 'diskmgmt.msc' (Figure 7.14.1), then click ‘OK’ to
open the Disk Management window.

Figure 7.14 — Run Disk Management

Type the name of a program, folder, document, or Intermet
resource, and Windows will open it for you.

Open: | diskmgmt.msc v o

& This task will be created with administrative privileges.

@ coca || sowe.
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Step 12: In the Disk Management window, if the “Initialize Disk” window is displayed, make
sure both “Disk 2” and “Disk 3" are selected (Figure 7.15.1). Select the “GPT (GUID
Partition Table)” button (Figure 7.15.2) and click the “OK” button (Figure 7.15.3) to
continue. If you did not see the “Initialize Disk” screen, go to Step 13. Otherwise, skip
to Step 17.

Figure 7.15 — Select New Disks

Initialize Disk X

You must inttialize a disk before Logical Disk Manager can access it
Select disks

v Disk 2
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Use the following partition style for the selected disks
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Windows
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Step 13: In the Disk Management window, if you did not see the “Initialize Disk” screen in Step
12 for both “Disk 2” and “Disk 3”, scroll down to view the two hard disks (Figures
7.16.1 and 7.16.2) with size 512MB and the size of the shared cache disk, for this
example 100GB, that were added in the ESXi console. Note the disks are offline and

unallocated.

Figure 7.16 — New Disk Status
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Step 14: Right click on Disk 2, then select ‘Online’ from the pulldown menu (Figure 7.17).
Figure 7.17 — Set Disk Online

Online
Properties

Help

Step 15: The Disk 2 status will change from Offline to Not Initialized (Figure 7.18). The next step
is to initialize the disk by right clicking again on Disk 2 and selecting “Initialize Disk”
(Figure 7.19.1).

Figure 7.18 — Updated Disk Status

“O Disk 2 I
Unknown
12M 512 MB
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“© Disk 3 |
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Figure 7.19 — Initialize Disk

o Initialize Disk

Offline
Properties

Help

Step 16: From the Initialize Disk menu select the drive (Figure 7.20.1). Use GPT partition style
(Figure 7.20.2). Then click the ‘OK’ button to start the initialize process.
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Figure 7.20 — Initialize Disk Configuration

Inttialize Disk X
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Once the initialization process is complete, the menu will revert back to the Disk Management
main menu. Now Disk 2 will show status as Online (Figure 7.21.1). Note the Unallocated disk
space is now around 480MB (Figure 7.21.2), versus the original 512 MB allocation on the ESXi
console. Repeat Steps 13-16 for Disk 3. Note that the Unallocated disk space is now 99.98GB,
versus the original 100GB allocated on the ESXi console.

Figure 7.21 — Disk Online

=pisk2
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opisk3 G
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Step 17: The next step is to right click in the box that surrounds the ‘480 MB Unallocated’ text

for Disk 2 (Figure 7.22.1) and then select New Simple Volume (Figure 7.22.2) from the
menu list.
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Figure 7.22 — Create Simple Volume
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Step 18: This will open the New Simple Volume Wizard (Figure 7.23), click the ‘Next’ button

(Figure 7.23.1) to continue.

Figure 7.23 — New Volume Wizard

New Simple Volume Wizard

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk,
A simple volume can only be on a single disk.

To continue, click Next

Step 19: Take the default Simple Volume size (Figure 7.24.1) which is the maximum value. Then

click the ‘Next’ button (Figure 7.24.2) to continue.
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Figure 7.24 — Set Volume Size

Mew Simple Volume Wizard
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Step 20: Select “Do not assign a drive letter or path” (Figure 7.25.1). Then click the ‘Next’
button (Figure 7.25.2) to continue.
Figure 7.25 — Set Drive Letter
New Simple Volume Wizard

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition

(Z) Assign the following drive letter:

m

(O Mourt in the following empty NTFS folder:

O@}Do not assign a drive letter or drive path

< Back Cancel

Step 21: Click the option ‘Format the volume with the following settings’ (Figure 7.26.1) radio
button. Select ‘File System’ as ‘NTFS’ and ’Allocation Unit size’ as ‘Default’ options.
Then type ‘Witness’ into the Volume label (Figure 7.26.2) data entry box. Then select

the box for ‘Perform a quick format’ (Figure 7.26.3). Then click the ‘Next’ button
(Figure 7.26.4) to continue.
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Figure 7.26 — Format Partition
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Step 22: Review the selected settings in the dialogue box (Figure 7.27.1). If they are correct then

click the ‘Finish’ button (Figure 7.27.2). If the settings are not correct, click the Back
button and go back to the setting that needs to be corrected.

Figure 7.27 — Finish

New Simple Volume Wizard
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Volume size: 434 MB

Drive letter or path: None o
File system: NTFS

Allocation unit size: Default

Volume label: Witness

| Phsirle fremat: Yae |
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Step 23: Review updates in the Disk Management console. Notice that the Witness Disk (Figure
7.28.1), is online and has a Healthy status (Figure 7.28.2).
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Figure 7.28 — Results
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Step 24: Take the Witness disk offline by right-clicking in the “Disk 2” box (Figure 7.29.1) and
select “Offline” (Figure 7.29.2).

Figure 7.29 — Take Disk 2 Offline

& Disk Management - [m] x
File Action View Help
&= | m o: | MRS
Volume I Layout Type File System J Status J Capacity J Free Spa... | % Free
- (C:) Simple Basic NTFS Healthy (B... 89.40 GB 67.03GB T75%
= (Disk 0 partitinn 11 Simnle Racic Healthy (R... 499 MB 499 MB 100 %
= (Disk 0 part e & Healthy (E... 99MB 9 MB 100 %
== Database ([ Healthy (P... 39.93 GB 39.79GB  100%
= Witness Healthy (P... 434 MB 4lBMB  97%
Convert to Dynamic Disk...
Convert to M
Offline o
Properties
~
= Disk 2 Help |E—
Basic Witness
406 ve @ 494 MB NTFS
Online Healthy (Primary Partition)
*ODisk 3 .|
Basic
99.98 GB 99,92 GB
Offline @ Unallocated

W Unallocated Ml Primary partition

HCP Gateway Windows Cluster Setup with SAN Storage



Step 25: Repeat steps 13-24 for Disk 3, in Step 16, for this example, the disk size of 100GB in
ESXi will likely show as 99.98GB, assign G for the drive letter in Step 20 and Shared
Cache for the Volume Label in Step 21. Review the Disk Management window to make
sure both drives are Offline (Figure 7.30)

Figure 7.30 — Results 2
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Step 26: If necessary, expand the size of the database disk, drive D:. Refer to the VM
Deployment Guide Chapter 2 for the details.

C. Adding Shared Cluster Disks to Node 2

The Witness and Shared Cache disks have now been added to Node 1 in the ESXi console and to
Windows Disk Management for node 1. Now the Witness and Shared Cache disks need to be added to
Node 2 in ESXi console and to Disk Manager on Node 2. This section will cover those steps.

Step 1: Make sure you have shut down the node 2 VM properly with the Shutdown option in the
Windows Start menu. For Node 2 on the ESXi console, click ‘Edit’ to edit the node
settings. In the 'Edit settings' window, if ‘SCSI Controller 1’ does not already exist, click
the ‘Add other device' button (Figure 7.30.1). If ‘SCSI Controller 1’ already exists, then
ensure that the ‘SCSI Controller 1’ is set to ‘VMWare Paravirtual’ and the 'SCSI Bus
Sharing' to 'Physical' (Figure 7.32) and skip to step 4.

NOTE: When installing both of the cluster nodes on the same ESXi host, set the 'SCSI Bus
Sharing' to 'Virtual'
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Figure 7.31 — Add Other Device
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Step 2: In the menu selection scroll down and select 'SCSI controller' (Figure 7.31.1)
Figure 7.31 — SCSI Controller

y CO/DVD drive l
USB controller

® Sound controller

o oo 1)

B SATA controller

Step 3: The Edit settings window is updated with a 'New SCSI Controller' entry. Expand the
settings of the 'New SCSI Controller' by clicking on the arrow (Figure 7.32.1) just to the
left of the label. In the Expanded settings, change the ‘New SCSI Controller’ to
‘VMWare Paravirtual’ (Figure 7.32.1) and the 'SCSI Bus Sharing' to 'Physical' (Figure
7.32.2). Then click Save (Figure 7.32.3).

NOTE: When installing both of the cluster nodes on the same ESXi host, set the 'SCSI Bus
Sharing' to 'Virtual'
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Figure 7.32 — Configure New SCSI Controller
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Step 4: Next, click the ‘Edit’ button for node 2 in the ESXi console and click the ‘Add hard disk'
icon at the top of the window (Figure 7.33.1). From the menu select 'Existing hard disk'
(Figure 7.33.2)

Figure 7.33 — Add existing Disk

[ (1 Edit settings - HCPG-Cluster-Node-2 (ESXi 8.5 virtual machine)

o | Mirual Hardware VM Options

‘ == Add hard disk | M8 Add network adapter E Add other device

— New standard hard disk

0 =TT

Existing hard disk

v

2 New raw disk 100 GB
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Step 5: The 'Datastore browser' will appear, select the directory for the Node 1 VM, for this
example, HCPG-Cluster-Node-1 and the disk “HCPG-Cluster-Node-1_2.vmdk” (Figure
7.34.1) created earlier on Node 1. Ensure that the disk you selected is the 512MB disk.
Click the ‘Select’ button to continue.

Figure 7.34 —Datastore Browser
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Step 6: Node 2 will now contain the location (Figure 7.35.1) of the first shared disk (Witness
Disk). Open the ‘New Hard Disk’ section and change the Controller location from ‘SCSI
Controller 0’ to ‘SCSI Controller 1’ (Figure 7.35.2) in the pull down menu, the disk
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location will change to ‘SCSI (1:0) . Change the Disk Mode setting from ‘Dependent’ to
‘Independent - persistent’ (Figure 7.35.3). Then click the ‘Save’ button (Figure 7.35.4) to
exit the Windows settings. Then click ‘Edit’ on the node again, click the right-arrow on
‘Hard Disk 3’ and change the ‘Sharing’ to ‘Multi-writer sharing’ (Figure 7.35.5) then
click the ‘Save’ button (Figure 7.35.4) to exit the Windows settings. Repeat Steps 4-6
for the second shared disk (Shared Cache Disk) selecting the disk named “HCPG-Cluster-
Node-1_3.vmdk” in Step 5. Ensure the size of the disk is the correct size, for this
example 100GB and the Controller location is ‘SCSI controller 1’ and the disk location is
‘SCSI (1:1)'. This disk will be Hard Disk 4 in the ESXi settings.

Figure 7.35 — Update Witness Disk Settings

(D Edit settings - HCPG-Cluster-Node-2 (ESXI 6.5 virtual machine)

~ wd New Hard disk

Maximum Size 0B
Type Thick provisioned, lazily zeroed
Disk File 0 [aatastore1) HCPG-Cluster-Node-1/HCPG-Cluster-Node-1_3.vmak
Sheres Normal
Limit - IOPs Unlimited
Lo i o SCS! controller 1 SCS! (1:0)
bzl e Independent - persistent
Sharing o
) Disx sharing is only possible with eagerty zeroed, thick provisioned disks.

o Save Cancel

Step 7: Now that the disks have been added to Node 2, power on the VM. Then login into the
Windows disk management on Node 2 to verify that the disks are visible. First, login to
the Windows Desktop on Node 2. Right-click on the Windows Start Menu located at the
bottom left of the screen and select 'Run’'. In the dialogue box following the 'Open:' tag
(Figure 7.36.1), enter 'diskmgmt.msc' then click ‘OK’ to access the Disk Manager.

Figure 7.36 — Windows Disk Management

Type the name of a program, folder, document, or Internet

L resource, and Windows will open it for you.

Qo (T 7]

& This task will be crested with administrative privileges.

Cancel Browse...
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Step 8: In the Disk Management window, scroll down to view that the two hard disks added in
the ESXi console appear (Figures 7.37.1 and 7.37.2). Note these disks are offline as they

are controlled by Node 1.
Figure 7.37 — New Drives Added

= Disk Management

File Action View Help

% mEmM»PE
Volume [ Layout Type File System [ Status [ Capacity | Free Spa... | % Free
- (C) Simple Basic NTFS Healthy (B... 89.40 GB 6703GB 75%
== (Disk 0 partition 1) Simple Basic Healthy (R... 499 MB 439 MB 100 %
== (Disk 0 partition 2)  Simple Basic Healthy (E.. 99 MB 93 MB 100 %
== Database (D2) Simple Basic NTFS Healthy (P... 39.98 GB 3979GB  100%
A
"ODisk 2 _———————
Basic
496 MB 434 MB
Offline o
“ODisk 3 e - . - I
Basic
99.98 GB 99.98 GB
Offline @

W Unallocated Wl Primary partition
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Step 9: In the Disk Management window, right-click on Disk 2 and change the disk to ‘Online’
(Figure 7.38.1). The disk name will change to ‘Witness’. Right-click on Disk 3 and
change the disk to ‘Online’. The disk name will change to ‘Shared Cache (E:)’. Right-
click again on Disk 3 in the Shared Cache E: drive box and change the drive letter to ‘G’
(Figure 7.38.2).

Figure 7.38 — Node 2 drives online

& Disk Management - [m] b4
File Action View Help

e mEM=X0 560

Volume ﬁe)‘uu‘t Type | File System l Status | Capacity T Free Spa...T%Fru |'
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= (Disk 0 partition 1) Simple Basic Healthy (R... 4% MB 439 MB 100 %
= (Disk 0 partition 2]  Simple Bagic Healthy (E... %9 ME 29 ME 100 %
== Database (D) Simple Basic NTFS Healthy (P... 39.58GB 39.79GB 100 %
== Shared Cache (G:)  Simple Basic MTFS Healthy (P... 93.58GB 99,89 GB 100 %
= Witness Simple Basic NTFS Healthy (P... 434MB 4TaMB 7%
= — = —]
= Disk 2 |
Basic Witness
436 M8 494 MB NTFS
Online o Healthy (Primary Partition)
= Disk 3 Bt ET
Basic Shared Cache (G:)
9993 GE 99.98 GB NTFS
Online Healthy (Primary Partition)

Step 10: In the Disk Management window, right-click on Disk 2 and change the disk to ‘Offline’
(Figure 7.39.1). The disk name ‘Witness’ and status will no longer be visible. Right-click
on Disk 3 and change the disk to ‘Offline’. The disk name ‘Shared Cache (G:)’ and status
will no longer be visible (Figure 7.39.2).

Figure 7.39 — Node 2 drives offline
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i Disk Management
File Action WView Help

e mBm =B

Velume | Layeut | Type [ File System Status | Capacity [ Free Spa... | % Free
- () Simple Basic NTFS Healthy (B... 89.40 GB 67.37 GB 5%
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*O Disk 2 R ——.
Basic
496 MB o 494 MB
Offline )
“ODisk 3 L

Basic
99.98 GB 0 99.98 GB

Offline ﬂ

—CD-ROM 0
DVD (H:) I

M Unallocated Wl Primary partition

Step 11: If necessary, expand the size of the database disk, drive D:. Refer to the VM
Deployment Guide Chapter 2 for the details.
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Chapter 8 Active Directory

For Windows Fail-over Clustering to work properly both Node 1 and Node 2 to have to be in an Active
Directory domain. If you have previously added the Nodes into an Active Directory domain, then this

chapter can be skipped.

Step 1: To join a domain, login to the Desktop on Node 1, left-click on the Windows File Explorer (Figure
8.1.1) in the taskbar. In Windows File Explorer, right-click on ‘This PC’ (Figure 8.1.2) and select
‘Properties’ to bring up the Control Panel. Click on ‘Change Settings’ (Figure 8.1.3).

Figure 8.1 — Windows Settings

A o » Quick access v @
3 system

# Quick access
4 B3, Control Panel > System and Security » System v s trol P P

[ Desktop .

¥ Downloads Control Panel Home 0

{| Documents

View basic information about your computer

& Device Manager Windows edition

= rc @ % Remote settings Windows Server 2019 Standard
is PC 3 o
§ Advanced system settings © 2018 Micresoft Corperation. Al rights reserved. Windows Server* 2019

& Pictures

= Dotabase (D)

b Netwerk
Intel(R) Xeon(R) Silver 4210 CPU @ 2.20GHz 2.19 GHz (4 processors)

d memory (RAM):  8.00 GB

Ins
System type: 64-bit Operating System, x64-based processor
Pen and Touch: Pen and Touch Suppert with 10 Teuch Points

in, and workgroup settings

HCPG-CNT @ Change setings

HCPG-CN1 o -

CLUSTER

Windows activation

Windows is not activated. Read the Microsoft Software License Terms

Product ID: 00429-00000-00001-AA815 W activate Windows
4items

- Security and Maintenance

Step 2: In the ’System Properties’ screen, click ‘Computer Name’ (Figure 8.2.1) and click ‘Change...’
(Figure 8.2.2). If you need to change the name of the computer before joining the domain,
enter the new name (Figure 8.2.3), then click ‘OK’ (Figure 8.2.4). Note that you may need to
enter the credentials to change the name of the server then click ‘OK’ in the ‘Computer
Name/Domain Changes’ popup window (Figure 8.2.7). Then click ‘Close’ in the ‘System
Properties’ screen, then in the ‘Microsoft Windows’ popup window select ‘Restart Now’ (Figure
8.3.1) toreboot the server. Then after the server comes back up, return to this screen and click
the ‘Domain:’ button (Figure 8.2.5) and enter the domain name (Figure 8.2.6) then click ‘OK’
(Figure 8.2.4). Note that you may need to enter the credentials to join the domain then click
‘OK’ in the ‘Computer Name/Domain Changes’ popup window welcoming you to the domain.
Then click ‘OK’ in the ‘Computer Name/Domain Changes’ popup window informing you to
restart your computer (Figure 8.2.7). Then click ‘Close’ in the ‘System Properties’ screen, then
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in the ‘Microsoft Windows’ popup window select ‘Restart Now’ (Figure 8.3.1) to reboot the
server.

Figure 8.2 — Computer Name/Domain Name

Computer Name/Domain Changes

You must restart your computer to apply
these changes

Before restarting, save any open files and close all
programs.

@[]

Systemn Prooerties

Computes Mame  Hardware Advanced Ramote
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A | | Computer Name/Domain Changes A
For example: “IIS Production Server™ or You can change the name and the membership of this
"Accounting Server”, computer. Changes might affect access to network resources.
Full computes name: HCPG-CN1
Workgroup: CLUSTER e
Ta rename this computer or change its domain or |"":F"3"‘:"'1 6 I
IR chck Change. Full computer name:
HCPGLHI
oﬂmb«d
(®) Domain:
() Workgroup:
CLUSTER
oK Cencel ooy |
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Figure 8.3 —Join a Domain

Microseft Windows o

You must restart your computer to apply these
changes

Before restarting, save any open files and close all programs.

o Resan e

Restart your PC

Restart your PC

After you restart, your PC will be joined to this domain: DTS-EVLAB

Restart later

Step 4: Repeat the 'Join a Domain' process for Node 2.
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Chapter 9 Adding Failover Cluster Software

If you deployed the pair of HCP Gateway Cluster VMs, you can skip this chapter, as the Failover Cluster
Software is already installed on the VMs. This chapter provides instructions for adding the Microsoft
Failover Cluster software to an HCP Gateway Single VM or server. The HCP Gateway cluster requires a
minimum of 2 VMs or servers configured with the Microsoft Failover Cluster software. There are 2
methods to install the software, a Powershell command that can be run or a GUI method using Server
Manager.

Powershell Method

Step 1: Open Windows Powershell as an Administrator. Enter the command Install-WindowsFeature —
Name Failover-Clustering —IncludeManagementTools (Figure 9.1). If prompted to reboot, reboot the
server and then log back in as a Domain User, this user must have Administrator Privileges.

Figure 9.1 — Powershell script

Step 2: Open Windows Control Panel, navigate to System and Security -> Administrative Tools to verify
that the feature was installed (Figure 9.2.1).
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Figure 9.2 — Windows Control Panel
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Step 3: Repeat the 'Adding the Failover Cluster Software Powershell Method' steps 1-2 for Node 2

Server Manager Method

Step 1: Login to Node 1 as a Domain User, this user must have Administrator Privileges on both nodes.
By default after login, Windows Server Manager will start. From the top menu of the Server
Manager Window, select 'Manage' (Figure 9.3.1) and then 'Add Roles and Features' (Figure
9.3.2).

Figure 9.3 — Add Roles

e Server Manager

@ v Tools  View

Add Roles and Features

Remove Roles and Features

Ii8 Dashboard

H
§ Local Server

H& Al Servers

Add Servers

Create Server Group

Server Manager Properties

Step 2: Press 'Next' (Figure 9.4.1) on the 'Before you begin' window
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Figure 9.4 — Next

T Add Roles and Features Wizard b o X
e . DESTINATION SERVER
Before you begin HCPG. N dis-evatcom
Before You Begin This wizard helps you install roles, role services, or features. You determine which roles, role sevices, or
features to install based on the computing needs of your , such as sharing documents, or

hosting a website.

To remove roles, role services, or features:
Start the Remove Roles and Features Wizard

Before you continue, verify that the following tasks have been completed:

* The Administrator account has a strong password
* Network settings, such as static IP addresses, are configured
* The most current security updates from Windows Update are installed

I you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.

To continue, click Next.

L] Skip this page by default o

< Previous E nstal Cancel

Step 3: In the 'Select installation type' window, accept the default ‘Role-based or feature-based
installation’ (Figure 9.5.1). Press the 'Next' button (Figure 9.5.2).

Figure 9.5 — Next

s Add Roles and Features Wizard — o x
i DESTINATION SERVER
Select installation type HCPG-CN -t com

Select the installation type. You can install roles and features on a running physical computer or virtual
machine, or on an offline virtual hard disk (VHD).

® Role-based or f based

Configure a single server by adding roles, role services, and features.

! Remote Desktop Services installation
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

[ <Previous | | Next > nsta

Step 4: In the 'Select destination server' window, the default setting is ‘Select a server from the server
pool’ (Figure 9.6.1) and a default server (Figure 9.6.2) is listed. Then click the ‘Next’ button
(Figure 9.6.3).
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Figure 9.6 — Select Destination Server

s Add Roles and Features Wizard — o »
Select destination server HKPG-Ch1 e avatrcom

Select a server or a virtual hard disk on which to install roles and features.

Before You Begin

® Select a server from the server pool o
() Select a virtual hard disk

Server Pool

Filter: |

| Name IP Address Operating System

o HCPG-CN1.dts-evlab.com  10.6.11.21,10.6.... Microsoft Windows Server 2016 Standard

1 Computer(s) found
This page shows servers that are running Windows Server 2012 or a newer release of Windows Server,
and that have been added by using the Add Servers command in Server Manager. Cffline servers and
newly-added servers from which data collection is still incomplete are not shown.

Step 5: In the 'Select server roles' window, accept the default of “File and Storage Services” (Figure
9.7.1) and click the ‘Next’ button (Figure 9.7.2) to continue.

Figure 9.7 — File and Storage Services

s Add Roles and Features Wizard = o w®

DESTINATION SERVER

Select server roles HEPGCH s o
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[] DHCP Server

[] DNS Server

[ Fax Server

o 1 [m] File and Storage Services (2 of 12 installed)
[] Host Guardian Service
] Hyper-v

@

Step 6: In the ‘Select features’ window, click the “Failover Clustering” box (Figure 9.8.1).
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Figure 9.8 — Select Features
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< Previous Next > Install Cancel

Step 7: In the ‘Add Roles and Features Wizard’ window, accept the defaults and click the “Add
Features” button (Figure 9.9.1)

Figure 9.9 — Add Roles and Features Wizard
= Add Roles and Features Wizard *

Add features that are required for Failover Clustering?

The following tools are required to manage this feature, but do not
have to be installed on the same server,

4 Remote Server Administration Tools
4 Feature Administration Tools
4 Failover Clustering Tools
[Tools] Failover Cluster Managament Tools
[Tools] Failover Cluster Module for Windows PowerShe

Include management tools (if applicable)

o ‘Acld Features§| ‘ Cancel ‘

Step 8: In the ‘Select Features’ window, notice that “Failover Clustering” is now selected, accept the
defaults and click the “Next” button (Figure 9.10.1)
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Figure 9.10 — Select Features
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Step 9: In the 'Confirm installation selections’, accept the defaults. Then click the 'Install' button (Figure
9.11).

Figure 9.11 — Confirm Selections

Fa Add Roles and Features Wizard — o *®
Confirm installation selections iy

To install the following roles, role services, or features on selected server, click Install.

[] Restart the destination server automatically if required

Optional features (such as administration tocls) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previcus to clear
their check boxes.

Server Roles

Fe

Failover Clustering
Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools
Failover Cluster Module for Windows PowerShell

Export configuration settings
Specify an alternate source path
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Step 10: The 'Installation progress' window will appear. Wait until the installation has completed. The

Step 11:

Node 2.

installation should finish and indicate that it was successful (Figure 9.12.1). Then click the
‘Close’ button (9.12.2).

Figure 9.12 — Installation a Success

s Add Roles and Features Wizard — a *
Installati e o DESTINATION SERVER
Instaliation pr ogress HEPG-CN 1.dts-eviab.com

View installation progress

O Festure installation

=
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Failover Clustering
Remote Server Administration Tools
Feature Administration Tools
Failover Clustering Tools
Failover Cluster Management Tools

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings a
Previous Next > Close

Repeat the 'Adding the Failover Cluster Software Server Manager Method' steps 1-10 for
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Chapter 10 Validating the Nodes are Cluster Ready

Step 1: Login to Node 1.

If you deployed the pair of HCP Gateway Clustered VMs, left-click on the ‘Failover Cluster
Manager’ icon (Figure 10.1V.1) and then go to Step 3.

Figure 10.1V — VM — Open Failover Cluster Manager

If you just completed installing the Failover Cluster Software in the ‘Adding Failover Cluster
Software’ chapter, then left-click on the Windows icon, locate and select the 'Windows
Administrative Tools' icon (Figure 10.1S.1).

Figure 10.1S — Windows Administrative Tools

2

Windows Windows
PowerShell PowerShell ISE

Windows
Administrativ... Control Panel

Event Viewer

Step 2: In the 'Administrative Tools' window, locate and double-click on 'Failover Cluster Manager'
(Figure 10.2.1).
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Figure 10.2 — Failover Cluster Manager
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Step 3: In the ‘Failover Cluster Manager' window, right-click on the 'Failover Cluster Manager' and then
select 'Validate Configuration' (Figure 10.3.1).

Figure 10.3 —Validate Configuration

].E; Failover Cluster Manager - o x
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Validate Configuration... -
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erver roles The clustered servers (called nodes) are connected by View 4
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Properties 25 This process is known as failover G Refresh
Help ] Properties
- H Hep
This action launches the validation wizard, which guides you through the process of testing the hardware configurat

Step 4: If you just completed installing the Failover Cluster Software in the ‘Adding Failover Cluster
Software’ chapter, then in the 'Before you begin' window, read the text and then click the 'Next'’
button (Figure 10.4.1).
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Figure 10.4 —Read Before You Begin
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Cluster

Testing Options
Confirmation
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Summary

-ﬂ Validate a Configuration Wizard >

?’gj Before You Begin
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You must be a local administrator on each of the servers that you want to valdate.
To continue., click Next.

More o .

[ Do not show this page again
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Step 5: In the 'Select Servers or a Cluster' window, enter the names of both Node 1 and Node 2 (Figure

10.5.1). The names are not case-sensitive and must be separated by a space. Click the 'Add’

button (Figure 10.5.2).

Figure 10.5 — Select Servers

Before You Begin

Select Servers ora
Chuster

Testing Options
Confimation
Validating
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% Validate a Configuration Wizard x
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< Previous et Cancel
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Step 6: After pressing 'Add' the Cluster wizard will validate that the selected servers have valid DNS
entries (Figure 10.6.1) and display them in the dialog box. Press the 'Next' button (Figure
10.6.2).

Figure 10.6 — Select Servers

# Validate a Configuration Wizard

Jﬁﬂ Select Servers or a Cluster

Before You Begin To validate a set of servers, add the names of al the servers.
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Step 7: In the 'Testing Options' window, accept the default to run all tests. Press 'Next' (Figure 10.7.1).

Figure 10.7 — Run All tests
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Step 8: In the 'Confirmation' windows, press the ‘Next' button (Figure 10.8.1), the wizard will start the
validation testing.

Figure 10.8 — Start Tests
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List SAS Host Bus Adapters erkory
List RING inventon &

To continue, click Next o

<P | [>T [ o

Step 9: The 'Validating' page will display the progress of the testing. After the tests have completed, a
'Summary' window is displayed containing the testing details. Click the ‘View Report’ button (Figure
10.9.1) to open the report in Internet Explorer, if prompted to change the settings in Internet Explorer,
select ‘Ask me later’. In the next pop-up, click 'Allowed Blocked Content'.

Figure 10.9 — View Report

Testing has completed forthe tests you salected . You should review the wamings in the Raport. A
J, cluster sohtion is supported by Micrasoft only # you run all chuster validation tests. and o tests

succeed (with or without wamings).

Node A
HCPG-CN1.dts-eviab com Validated

HCPG-CN2 dts-evisb com Validated

Result

Lt BIOS Information Success

List Disks Success

List Disks To Be Validated Success

List Environment Vanables Success

Lk Dl M Ldnois O LSy L. pad

[[] Create the chusier now using the validsted nodes

To view the repord created by the wizard, cick View Report_ View Report...
To close this wizard, chck Finish, o

e ]
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Step 10:

When installing a cluster and not using Microsoft Storage Spaces, the following errors (Figure
10.10) are acceptable. For Networking, the 'Validate Cluster Network Configuration' must show
'Success'. If it shows a 'Warning' or ‘Error’ click on the link to view the message(s). The
warnings in Figure 10.10 are acceptable, for all other warnings/errors you need to determine
what corrective action must be taken. Usually, it's a DHCP enabled interface which should be
changed to a static IP address. For System Configuration, the result should show 'Success’,
however it may show a 'Warning' if the 'Validate Software Update Levels' are not the same. To
correct, run Windows Update on both nodes.

Any other errors must be corrected and the validation test in Steps 3-8 must be re-run until no
more unacceptable errors are reported.

Figure 10.10 — Acceptable Errors in Validate Storage Spaces Persistent Reservation section

Failure issuing call to Persistent Reservation REGISTER. RESERVATION KEY 0x10000000a SERVICE ACTION RESERVATION KEY Ox10000000b for Test Disk 1
from node HCPG-CN1. dis-eviab.com: Incorrect function,

Failure issuing call to Persistent Reservation REGISTER. RESERVATION KEY Oxa SERVICE ACTION RESERVATION KEY Oxb for Test Disk O from node HCPG-
CN1.dts-evlab.com: Incorrect function.

Test Disk 0 does not support SC51-3 Persistent Reservations commands needed by clustered storage pools that use the Storage Spaces subsystem.
Some storage devices require specific firmware versions or settings to function properly with failover clusters, Contact your storage administrator or
storage vendor for help with configuring the storage to function properly with failover clusters that use Storage Spaces.

Test Disk 1 does not support 5C51-3 Persistent Reservations commands needed by clustered storage pools that use the Storage Spaces subsystem.
Some storage devices require specific firmware versions or settings to fundtion properly with failover clusters, Contact your storage administrator or
storage vendor for help with configuring the storage to function properly with failover clusters that use Storage Spaces.

Click the 'Finish' button (Figure 10.11.1) to continue. To correct any errors or warnings,
minimize the 'Failover Cluster Manager' window. Correct any issues, then return to the
'Failover Cluster Manager' window in Step 3 and run Steps 3 — 9 to re-run the 'Validate
Configuration'. If there is a warning about disks ensure that the shared disks are online.
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Figure 10.11 — Test Results

# Validate a Configuration Wizard X
I'iﬁ’ Select Servers or a Cluster
i
Before You Begin s Testing has completed for the tests you selected. You should review the wamings in the Report. A
h cluster solution is supported by Microsoft only if you nun all chuster validation tests, and all tests
(S]duzc:rs‘mremora S5 succeed fwith or without wamings).
Testing Options Node ~
Confirmation HCPG-CM1 die-eviab com Valdated
Vi HCPGCM2 dis-eviab com Validated
Lating
[oea0c
SRR List BIOS Information Success
List Disks Success
List Disks To Be Validated Success
List Erwironment Variables Success
Link Ciloon 1 Llaos O Ad v
] Creste the cluster now using the validated nodes...
To view the report created by the wizard. click View Report. [ View Report .,
To close this wizard, chick Finishi. .
(1]
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Chapter 11 Creating the Failover Cluster

Step 1: After any errors have been addressed, and warnings inspected, re-run the validation tool in
Chapter 10, Steps 3-8. If the validation test is successful, then, on the Summary window, select
the checkbox ‘Create the cluster now using the validated nodes’ (Figure 11.1) then click the
‘Finish’ button to create the cluster. If the “Validate a Configuration Wizard” window was
closed, then right-click on “Failover Cluster Manager” and select “Create Cluster...” (Figure
11.1.2).

Figure 11.1 — Create Cluster

ﬁ Validate a Configuration Wizard X

3? Summary

Tﬁng has mrl)k.ted'orthetessyou selected. You should review the wamings inthe Report. A
i solion s supported by Microsoft only i you run all cluster validation tests, and alltests
ucoeed {with or without wamings).

Node -
HCPGCN1 dis-eviab com Valdated
HCPGCN2 dis-eviab com Valdated
= Result

e List BIOS Information Success
List Disks Success
List Disks To Be Validated Success
List Envionment Vanables Success
1 [y L Ll o, . -3 b

o A Create the cluster now using the validated nodes...

To view the report created by the wizard, click View Report. View Report...
To close this wizard, click Finish.

3’3 Failowver Cluster Manager

File Action View Help

= |5 HE
%ﬂ%FailumC‘ = | —

Validate Configuration... |
o Create Cluster... !

Connect to Cluster...

View »
Refresh

Properties

Help
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Step 2: The Create Cluster Wizard will start on the 'Before You Begin' window, click the ‘Next' button
(Figure 11.2.1).

Figure 11.2 — Start

53 Create Cluster Wizard ®

éil Before You Begin

This wizard creates a cluster. which is a set of servers that work together to increase the avaiabiity of
E clustered roles. ¥ one of the servers fails, another server begins hosting the clustered roles (2 process
known as fallover).

Before you run this wizard, we strongly recommend that you run the Validate a Configuration Wizard to
ensure that your hardware and hardware settings are compatible with falover clusterng.

Mecrosoft supports a cluster solution only f the complete configuration (servers. network. and storage) can
pass al tests in the Validate a Configuration Wizard, In addtion, 2l hardware components in the custer
solution must be "Cerified for Windows Server 20167

*fou must be a local administrator on each of the servers that you want Lo include in the cluster.

To continue, click Next

[] Do not show this page again

Step 3: If you had to click the “Create Cluster...” button in Step 2, then enter the names of the cluster
servers (Figure 10.5.1) in the Select Servers window and click ‘Add’ (Figure 10.5.2) then click
‘Next’ (Figure 10.6.2). In the 'Access Point for Administering the Cluster' enter the cluster
services network name (Figure 11.3.1) (the Cluster Services name from the Interface
Assignments section in Chapter 3 Host IP Address Assignments). This is the name you will use
when managing the cluster. This name will always be the active node. Then enter the IP address
for the Cluster Services (Figure 11.3.2). The name and the IP address were assigned at the
beginning, for this example the name is '"HCPG-CL' and the IP address is '10.6.11.20'. After
checking the name and IP address, press the 'Next' button (Figure 11.3.3).

Figure 11.3 — Enter Access Points

B9 Create Cluster Wizard X

Ji%i Access Point for Administering the Cluster
ke b

Before You Begin Type the name you want to use when administesing the cluster.
Access Point for r

Administerng the Cluster Name: HCPGCL

Chuster

_ The NetBIOS name is limited to 15 characters. One or more [Pv4 addresses could not be configured
'ﬂ'autmatcalv. For each network to be used, make sure the network is selected, and then type an
address,

Networks Address

o =i 10.6.0.0/1 [ 10 .6 .11 20
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Step 4: Verify that the information is correct in the 'Confirmation' window. If it is correct, then press the

'‘Next' button (Figure 11.4.1) and the cluster will be created.

Figure 11.4 — Confirm Info

3_1";] Create Cluster Wizard

éﬁ] Confirmation

Before You Begin You are ready lo create a cluster.
Access Point for The wizard will create your cluster with the following settings:
Cluster o ~
oo
Creating New Cluster B
Sy HCPGCN1 dis-eviab com
HCPGLN2 dis-eviab.com
Cluster registration
DNS and Active Directory Domain Services -

[ Add all eligible storage to the cluster.
To continue, click Next.

Step 5: The 'Summary' window presents the new cluster information. Click the ‘Finish' button (Figure

11.5.1) to exit.

Figure 11.5 — Finish Cluster Creation

Summary

Before You Begin

Confimation

Creating New Cluster

B3 Create Cluster Wizard

You have successfuly completed the Create Cluster Wizard.

Mode

HCPG-CN1 dis-eviab.com

HCPG-CN2 dig-eviab.com

Cluster

HCPGLCL

Quorum

MNode and Disk Majorty (Custer Disk 1)
IP Address

10611.20

To view the report created by the wizand, click View Repor.
To close this wizard, click Finish.
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Step 6: The 'Cluster Wizard' may not assign the '"Witness' disk to the intended target and may need to
be moved. Open the 'Failover Cluster Manager', click on the arrow just to the side of the Cluster
name that is located on the left panel, to expand the cluster details (Figure 11.6.1).
Figure 11.6 — Expand Cluster Details

:T:‘i; Failover Cluster Manager
File Action View Help
«<| 2@ Em

|)_B Failover Cluster Manager Cluster HCPG-CL.dts-evlab.com
o 54 HCPG-CL.dts-eviab.com

] HCPG-CLts-eviabic...
'-i Summary of Cluster HCPG-CL ==

&5 Configure Role.
HCPG-CL has 0 dustered roles and 2 nodes. ' "
Name: HCPGCLdis=visb.com Networks: Cluster Network 1. Cluster Ne H validate Cluster...
Current Host Server- HCPGLCHN2 Subnets: 3 1Pv4 and 0 IPvE *E View Validation R...
Recent Cluster Events: None in the last [Slorage Spaces Direct (52D): Disabl 5; Add Node...
Witness: Cluster Disk 1
4 Close Connection

Step 7: In the expanded details, click on the arrow next to the 'Storage' (Figure 11.7.1) to view the
storage information, then click on “Disks”. Click on each 'Cluster Disk ' (Figure 11.7.2) to verify
thatitis the correct size. In the example below, 'Cluster Disk 1'is not assigned as Available
Storage, it is the Witness disk and was assigned to Available Storage and it was expected to be
100 GB and it's shown as 478 MB (Figure 11.7.3). This means that the Cluster Wizard selected
the Shared Cache disk as the Witness disk. The Witness disk needs to be assigned to Disk
Witness in Quorum. If the disk configuration is correct, skip to Step 14.

Figure 11.7 — Check Disk Sizes

B8 Failover Cluster Manager

File Action View Help

|2 m Errm

~ & HCPG-CL.dts-eviab.com

oW Quen =
B Roles _ || Queries v [id (v
3 Nodes Name: Status Assigned To Owmner Mo
o ] = Storage o 3 Cluster Disk 1 (@ Online Disk Witness in Guonam HCPGCM
Pk 3 Cluster Disk 2 (®) Onine: Avaiable Storage HCPGCh
&1 Pools
BB Enclosures
IJ Netwaorks

[t] Cluster Events

v 3:% Cluster Disk 2

Q)]

‘Witness (H) 0

= —
W NTFS 446 MB free of 478 ME
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Step 8: In the main 'Failover Cluster Manager' window, right-click on the Cluster Name (Figure 11.8.1)
then a menu will be presented. Select ‘More Actions >' (Figure 11.8.2) from the menu, then
select 'Configure Cluster Quorum Settings' (Figure 11.8.3). If a ‘Before You Begin’ window
appears, click the ‘Next’ button to continue.

Figure 11.8 — Configure Quorum Settings

B Failover Cluster Manager
File Action View Help
*=| [ HE
&3 Failover Cluster Manager Cluster HCPG-CL.dts-evlab.com
o v 8 HCPG-CLdts ~4b ~nm
T Roles Configure Role... f Cluster HCPG-CL
3 Nodes Validate Cluster... 0 clustered roles and 2 nodes.
v ca Storage View Validation Report vish.com Networks: Cluster Network 1, Cluster Ne
Fj E“"Is Ao HCPGCN2 Subnets: 3 IPv4and 0 1Pv6
B Pools
¥ its: None in the last lSiorage Spaces Direct (S2D): Disabl_
EB Enclos )
. Close Connection 1
43 Netwarks
4] ClusterEv Reset Recent Events
o More Actions > Configure Cluster Quorum Settings... o
View > Copy Cluster Roles...
Refresh Shut Down Cluster...
Properties Destroy Cluster...
Help Move Core Cluster Resources »
Cluster-Aware Updating

Step 9: The 'Select Quorum Configuration Option' window will appear. Choose the option ‘Select the
quorum witness' (Figure 11.9.1) and then press the ‘Next' button (Figure 11.9.2).

Figure 11.9 — Select Quorum Witness

Ja_? Select Quorum Configuration Option

Before You Bagin
Selact Quorum

Select a quonm configuration for your chester.

Configuration Option (O Use default quorum configuration
Salact Quomm The cluster detemines quonam management options, including the quorum witness

Witness

o (@) Select the quonum witness
You can add or change the quorum winess. The cluster determines the other quorum management
options..
() Advanced quorum configuration
You determine the quorum management options, induding the quonum witness.

<Provius |[Net> ] [ Concel

E Wi T I
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Step 10: In the 'Select Quorum Witness' window, select the first option ‘Configure a disk witness'
(Figure 11.10.1) and press the ‘Next' button (Figure 11.10.2).

Figure 11.10 — Configure Disk Witness

J?"a Select Quorum Witness

Before You Bagin Select a quorum witness option to add or change the quorum witness for your cluster configuration. As a
: : best practice, configure a quonum witness to help achieve the highest avaiabilty of the cluster.

Configuration Option

Select Guorm (®) Configure a disk witness o
Witness Adds a quonum vote of the disk witness

Configure Storage

Witness O Configure a file share winess
Corfimmation Addsag = CERRe
Conffigure Cluster () Configure a cloud witness

Quonm Settings
2 3 Adds a quonum vote of the cloud winess

) Do not configure a quorum witness

Summary

Step 11: In the 'Configure Storage Witness' window, select the correct disk to be used as the 'Witness'
disk. Clicking on the '+' to the right of the check box will display the disk information (Figure
11.11.1). For this example the intended disk is the small 478 MB disk. After selecting the
intended disk, press the 'Next' button (Figure 11.11.2).

Figure 11.11 — Configure Disk Witness

5 Co nfigure Cluster Quorum Wizard x

Jﬁ'ﬂ Configure Storage Witness

Before You Begin Select the storage volume that you want to assign as the disk witness.

fa HCPG-CN2 Cluster Group
] Cluster Diske 2 (%) Oniine HCPG-CN2 Available Storage
Volume: (H)  Fie System: NTFS 446 ME free of 478 MB

@ °°i

Summary

HCP Gateway Windows Cluster Setup with SAN Storage



Step 12: The 'Confirmation' window allows the review of the selection. If this is correct, press the '‘Next'
button (Figure 11.12.1).

Figure 11.12 — Confirmation

:?J Configure Cluster Quarum Wizard %
;ﬁ? Confirmation

Fakcoai yoli iecin You are ready to configure the quorum sattngs of the cluster,

Select Cuoeum

Configuration Option

Select Quorum Configure Cluster Quorum Settings -

Disk Witness Chuster Disk 1

Witness 3 Chuster Managed Viting Enaibed
Voting Nodes

Configure Cluster Al nades are configured o have quorum votes

Cuonm Settings

Summary

w

To continue, cick Ned .

v | [>T | e

Step 13: In the “Summary” window, click the ‘Finish’ button (Figure 11.13) to continue.

Figure 11.13 — Summary

fh)‘:" Cenfigure Cluster Quarum Wizard b
Summary
Badore You Begin ‘fou have successhully configured the quonum sattings for the: cluster.

Sadect Quoanm
Configuration Option

Sedect Quonum Cluster Managed Voting
Enabled

Witness
Configure Storage Witness Type

i Dhtke Winess

Witness Resource
Chuster Disk 2

To wiew the report created by the wizand, cick View Repor View Report
To close this wizard, click Finish.
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Step 14: In the 'Failover Cluster Manager' the 'Disks' (Figure 11.14.1) show that the 'Disk Witness in
Quorum' has been moved to the intended disk (figure 11.14.2), which in this example is Cluster
Disk 2.

Figure 11.14 — Verification

HCPG-Cluster-Node-1

4 Failover Cluster Manager
File Action View Help
&= 2m B

‘-}g Failover Cluster Manager Disks (2)

v B HCPG-CL.dts-evizb.com - —
i1 S 5| Quenies w |id v |iv
T Roles — — ——
# Modes HName Status Assigned To Crwmer No
v \ca Storage o ¢ Cluster Disk 1 (%) Online Avaiable Storage HCPGCh
= E's"]s 4 Custer Disk 2 (®) Onine Disk Witnessin Quoum ~ HCPGCh
=2 ools
BB Enclosures
43 Netwiorks
lil Cluster Events

IMPORTANT NOTE: In the Windows Services on both nodes, locate the MariaDB service,
change the Startup type from 'Manual' to 'Automatic', then start the service.

If you haven’t already done so, now you need to setup the Database Replication. Follow the
instructions in the HCP Gateway Administration Guide, Chapter 19 except use the settings for
the D:\MariaDB\data\my.ini and C:\SAM\etc\sam\sam.properties files specified in Chapter 2
of this document titled HCP and HCP Gateway Configuration. Skip Steps 8-10 that empties the
folders on the E: drive and configures the database my.ini and sam.properties files. Also in Step
11, do not start the SAM VFS service on the either node. In this cluster, the database service is
called MariaDB, so substitute MariaDB for MySQL when starting and stopping the service. Stop
after Step 16 where you run the show slave status\G. If you already followed the instructions in
HCP Gateway Administration Guide, Chapter 19, then re-run all the Steps in Chapter 2 Change
HCP Gateway Configuration above to make sure you have the correct database and application
settings for cluster replication.
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Chapter 12 Setting Up a Service Role

Step 1: On Node 1, in the 'Failover Cluster Manager' right-click on the Cluster name (Figure 12.1.1),
select 'Configure Role’ (Figure 12.1.2).

Figure 12.1 — Configure Role

o éﬁ Failover Cluster Manager |

w 57 HCPG-CL

7 Roles Sonfigure fola-: o

3 Node: Validate Cluster...

~ [ca Storag View Validation Report
3 Die
S Po Add Mode...
BB En Close Connection
43 Netwe
[H] Cluste Reset Recent Events

More Actions. >

Step 2: In ‘Before You Begin’ screen, click the ‘Next’ button.

Step 3: In the ‘Select Role’ screen, choose the ‘Generic Service’ (Figure 12.2.1) and then click the ‘Next’
button.

Figure 12.2 — Generic Service

EJ

High Availability Wizard x

g—; Select Role

™

Select the role that you want to corfigure for high availabilty:

- DFS Namespace Server # | Description:

FIDHCP Server You can configure high availability for
o= Distributed Transaction Coordinator (DTC) some services that were not originally
2 Fie Server designed o run on a cluster. For more

g information, see Configuring Generic
5| Genedic Applcation i 1

rvices.

iy (=] Genedic: Seript
e o e Generic Senvice ]
& Hyper\ Replica Broker

Configure High
Availabilty

Summary

<Proviovs | [ Net> ] | Conce
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Step 4: In the ‘Select Service’ screen (some versions of Windows may show this window name as ‘Select

Role’, scroll to locate the ‘SAM VFS’ service (Figure 12.3.1) and select it. Then press the ‘Next’
button.

Figure 12.3 — Select VFS

B3 High Availability Wizard X

I—,I—j Select Role
L

Before 'You Begin Select the service you want to use from the list:
Select Role

Name Description A
[Remote Procedure Call (RPC) Locator In Windows 2003 and eadier versions of Windo._..
[Remote Registry Enables remote users to modify registry settings ..
[Resultant Set of Policy Provider Provides a network service that processes requ_.
Routing and Remate Access Offers routing services to businesses in local ar._
IRPC Endpoint Mapper Resolves RPC interfaces identifiers to transport ..
Secondary Logon Enables starting processes under altemiate cred .
Secure Socket Tunneling Protocel Service Prewvides support for the: Secure Socket Tunnel...

| Sersute Arcounts Mananer The stachin of this sandces sionals othar sandes ¥

<Proviovs |[Nea> ] Cance

Step 5: In the ‘Client Access Point’ screen, enter the name (Figure 12.4.1) that clients will use to access
the clustered HCP Gateway shares (the Cluster Role defined in Chapter 3 the Interface
Assignments section, for this example it is ‘HCPG’. Then in the ‘Address’ enter the cluster IP
address for ‘HCPG’ (Figure 12.4.2), this is the cluster IP address that all the HCP Gateways will be
accessed with. This is also referred to as the Cluster Virtual IP Address. Clients will be mapping

to the HCP Gateway Shares using this IP address and DNS name. Click the ‘Next’ button to
continue.

Example: \\10.6.11.23\<share name>
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Figure 12.4 — Client Access Point

&5 High Availability Wizard X

@; Client Access Point
i

Before You Begin Type the name that clients will use when accessing this clustered role:
Select Rale

Name: o [HcPG |
Select Service

The NetBIOS name is imited to 15 characters. One or more IPv4 addresses could not be configured

*
. owmﬁdy‘Fueadlmmkwbewed.m”eﬂrmtwkissdected.mdﬂ'mtwem

Select Storage

Rephcate Registry
Settings Networks Address

Confimation o %] 106.0.0/16 .6 .1 .23

Configure High
Fovailabilty

Summary

vt | [Het> ] [ Goen

Step 6: In the ‘Select Storage’ screen (Figure 12.5.1), select the Shared Cluster Disk and click the ‘+ icon
to verify the size of the disk, in this example, ‘Cluster Disk 1’ with size 100GB (Figure 12.5.2),
then click the ‘Next’ button.

Figure 12.5 — Client Access Point

B High Availability Wizard X
E Select St
By
Before You Begin Sedect only the siorage volumes thal you want to assign to this chusterad role.
You can assign addtional storage (o this clustered role after you complete this wizard,
Selact Role
Selsct Sarvice
Chert Access Poirt | Hame Stabus
Select Storage | 1 ] = RIS Te R LRI CT AN
Replcate Fagisty o Volume: §G)  File System: NTFS 99.9 GB free of 100.0GB
Settings
Confirmation
Configure High
Auvadabiity
Summary L

R v
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Step 7: On the ‘Replicate Registry Settings’ screen, press the ‘Next’ button (Figure 12.6).

Step 8: The ‘Confirmation’ screen will appear, verify the information then click the ‘Next’ button (Figure

12.7).

Figure 12.6 — Replicate Registry Settings

85 High Availability Wizard

I—_-:-' Replicate Registry Settings
g

Before You Begin Programs or services may store data in the registry. Thesefore. & is important to have this data available on
the node on which they are running.  Specify the regestry keys under HKEY_LOCAL_MACHINE that should
Select Role be replicated to all nodes in the cluster.

Selact Senvica
Client Access Point
Select Storage
Replcate Registry

Settings

Corfirmation

Carfigure High
Availabiity

Summary

e e

Figure 12.7 — Replicate Registry Confirmation

'55 High Availability Wizard

#.. Confirmatio
’\f; rmation

Before You Begin ou are ready to configure high availabilty for a Generic Service.
Select Role
Selact Service —
E MNetwork Mame
- 106.11.23 HCPG
Select Storage
. ’ ou
Replicate Registry )
Settings cunavailable>
Storage
Carfigure High Cluster Disk 1
Aoeailabilty =
Registry Keys
Summary v

To continue. click Nexd.

<Provous | [ Net> ][ Cance
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Step 9: On the ‘Summary’ screen notice the message indicating that “High availability was successfully
configured for the role” (Figure 12.8.1). Click the ‘Finish’ button (Figure 12.8.2) to exit.

Figure 12.8 — Summary

i High Availability Wizard %

P S
‘E‘Fif: ummary

Before You Begin High availabilty was successfully configured for the role. o

Service

SAM VFS (SAMVFS)
Network Name
HCPG

ou

<unavailable >

IP Address
1061123

Settings

To view the report created by the wizard, click View Repodt. View Feport...
To close this wizard. click Finish.

0O =
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Step 10: Verify that the role is running on Node 1, by clicking on Roles (Figure 12.9.1) and verify the
Node 1, for this example HCPG-CN1 is the Owner Node (Figure 12.9.2) for the role. Note: The
cluster may try to start the role on Node 2, for this example HCPG-CN2. If this occurs, the role

will generate an error event, so right-click the role in the middle-pane, then select ‘Move’, then

select ‘Select Node’, then select ‘HCPG-CN1’ and finally click 'OK'. In some cases, it may be

necessary to reboot Node 2 to force the cluster role to Node 1.

Figure 12.9 — Verify Role Owner

i Failover Cluster Manager - 0 X
File Action View Help
| 2m @M
B4 Failover Cluster Manager Roles (1) Actions
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[ Add File Share
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[H] Show Critical Events
A - =& Add Storage
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oy 5 1 Properties
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1P Addresses: 1061123
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Step 11: Scroll down and click the Resources tab (Figure 12.10.1). Right-click on the SAM VFS entry
(Figure 12.10.2) and select Properties. In the SAM VFS Properties window select the
Dependencies tab (Figure 12.10.3). Click on the line Click here to add a dependency (Figure
12.10.4).

Figure 12.10 — Add Dependency to Role
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: e R
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Step 12: Click the AND box (Figure 12.11.1). Then in the Resource column on that line, click the down-

arrow to open the drop-down menu and select IP Address: 10.6.11.23 (Figure 12.11.2). Then
click Apply (Figure 12.11.3) and then click OK (Figure 12.11.4).

Figure 12.11 — Add IP Address Dependency
SAM VFS Properties x
Advanced Policies Registry Replication

General Dependencies Palicies

Specify the resources that must be brought anbine before this resounce can
be brought onlne

AND/AOR  Resource
Mame: HCPG
AND Cluster Disk 2

» J\NDo IP Address: 10.6.11.23 o 23

s |Chck

Insert Delete

Mame: HCPG AND Cluster Disk 2 AND IP Address: 10.6.11.23

(4] [ 3]
ok J1 conce [ som

Step 13: Now you need to add a file share to the role to enable the “SAM VFS” service and Shared
Cache G: drive to be able to move together during a cluster failover event. Open a Windows
File Explorer and create a folder named “HCPGClusterRole” on the G: drive (Figure 12.12.1).

Figure 12.12 — Windows File Explorer

= Ar = | Cache (G:)
“ Home Share View
re v 4 A3 s Cache(G) »

MName Date modified Type
#r Quick access

[ Desktop
& Downloads

Cluster

SAM

SAM_Link
HCPGClusterRole @)

File folder
File folder

File folder

[=| Documents File folder

Step 14: In the “Failover Cluster Manager”, click on Roles (Figure 12.13.1) then right-click on the service

role that you just configured, for this example HCPG, and select “Add File Share” (Figure
12.13.2).
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Figure 12.13 — Add File Share to Role
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Step 15: Select “SMB Share — Quick” (Figure 12.14.1). Click the “Next” button (Figure 12.14.2) to
continue.

Figure 12.14 — New Share Wizard

[ Nerw Share Wizard - o %
Select the profile his re
TN o Dot
Shane Locaton SME Share - Quick o This basi: profile represents the fastest way to creabe an

M file shave, fypically wied to shaee fles with

SME Share - Advaned i
i - ‘Windows-based computen

ShES Share - Applications

INFS Share - Chick * Suitable Sor genecsl e tharng

IFS Shane - Advanced * Advanced cptions can be configured later by
ing the Propertsss ity

| et > at | Cancel |

Step 16: Select the “Type a custom path” radio button (Figure 12.15.1). Enter or browse to the folder
“G:\HCPGClusterRole” (Figure 12.15.2). Click the “Next” button (Figure 12.15.3) to continue.
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Figure 12.15 — New Share Wizard

Share location:

() Select by valume:

Volume Free Space Capacity File System
G 908 GE 999GE NTFs

The location of the file share will be a new folder in the \Shares directory on the selected

ovolume.
(@ Type a custom path:
[GAHCPGClusterRold @) |

| < Previous | | Next > | Create Cancel

Step 17: Add a “S” to the end of the “Share name” (Figure 12.16.1) to make this a hidden share. Click
the “Next” button (Figure 12.16.2) to continue.

Figure 12.16 — Specify Share Name

Specify share name

Select Profila Share name: [HepaCiusterholes @)
Share Locaticn
= Share description:

Other Settings

Local path to share:
GAHCPGClusterRole

Remote path to share:
\\PB-4121\HCPGClusterRoleS

< Previous Create Cancel

Step 18: In the ‘Configure Share Settings’ window, accept the defaults and click the “Next” button
(Figure 12.17.1) to continue.
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Figure 12.17 — Other Settings

B Mew Share Wizard

Configure share settings

[] Enable access-based enumeration

Access-based enumeration displays only the files and folders that a user has permissions to
access. If 2 user does not have Read (or equivalent) permissions for a folder, Windows hides the
folder from the user's view.

[] Enable continuous availability

Continuous availability features track file operations on a highly available file share so that
clients can fail over to another node of the cluster without interruption.
[#] Allow caching of share
Caching makes the contents of the share available to offline users. If the BranchCache for
Metwork Files role service is installed, you can enable BranchCache on the share.
[Enable BranchCache on the file share
BranchCache enables computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branch.
] Encrypt data sccess
When enabled, remote file access to this share will be encrypted. This secures the data against
unauthorized access while the data is transferred to and from the share. If this box is checked
and grayed out, an administrator has tumed on encryption for the entire server.

[ 1]
| =

Step 19: In the ‘Permissions’ window, accept the defaults (or select ‘Customize permissions...” to
customize the share access and NTFS file permissions) and click the “Next” button (Figure
12.18.1) to continue. In the “Confirm selections” window, review the selections and click the

“Create” button. When you receive the share was successfully created message, click the
“Close” button.

Figure 12.18 — Permissions

& New Share Wizard - o 4
Specify permissions to control access

Permissions to access the files on a share are set using a combination of folder permissions, share
permissions, and, optionally, a central access policy.

Share permissions: Everyone Full Contral

Folder permissions:

Type Principal Access Applies To

Allow  BUILTINUsers Special This folder and subfolders
Allow BUILTINWsers Read & execu... This folder, subfolders, and files
Allow  CREATOR OWNER Full Control Subfolders and files only

Allow  NTAUTHORITYASYSTEM Full Control This folder, subfolders, and files
Allow  BUILTINVAdministrators  Full Control This folder, subfolders, and files
Allow BUILTINVAdministrators  Full Conttrol This felder only

[ 1)
| <Previous | | Next> eate Cancel
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Step 20: Set the preferred Node for the Cluster Resources. Left-click on “Roles” (Figure 12.19.1). In the
‘Roles’ window, right-click on the cluster role name and in the drop down menu select

‘Properties’ (Figure 12.19.2).

Figure 12.19 — Registry Finish

-ﬁi Failover Cluster Manager

B3 Failover Cluster Manager
L] :ﬁ: PG-CL.dts-eviab.com oy
) Roles

3 Nodes Mame Satus Type
~ 4 Storage % HCPG z o P
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ii Networks @ Add File Share
[4] Chuster Events  Move v
(@) Change Startup Priority L
m Information Details...
[i]  Show Critical Events
3 Add Storage
-
.ﬁ‘ Add Resource 3
| More Actions |
x Remave |
Q@

Step 21: In the ‘General’ tab choose Node 1 as the preferred owner. Click the ‘OK’ button (Figure 12.20).

Figure 12.20 — Choose Owner

HCPG Properties x

General  Faiover

—

L

HCPG

Name:
[HePe |
Prefered Owners
Select the preferred owners for this clustered role. Use the butions
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[=]-cra.on ]
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Step 22: In the 'Roles’ window (Figure 12.21.1), notice that the service is running on the preferred node
(Figure 12.21.2).

Figure 12.21 — Verify

% Failover Cluster Manager
File Action View Help

«|xnm B

| éﬂ F:t_ibuvu Cluster Manager Roles (1)
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v 14 Storage 3 HCPG ® Ruming Genenic Service  HCPGLH -
cd Disks
o
B8 Enclosures
43 Networks
@ Cluster Events
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Chapter 13 Test the Cluster Configuration

Now that the cluster is built, test the cluster configuration.

IMPORTANT NOTE: Every time a share is created on the HCP Gateway the ACLs of the share will need to

be updated. Refer to the HCP Gateway Administration Guide, Chapter 10 Section 2
Add/Configure a Share for the details.

Step 1: Use the HCP Gateway Management Ul to create the Storage, Policies and Shares. For our
example the Share will be called “HCP”. Configure the Share Access permissions when you
create the Shares. The process of creating a Share is covered in the HCP Gateway

Administration Guide, Chapter 10 Section 2 Add/Configure a Share and will not be covered
here.

Step 2: The next step is to test that the shared cache on the G: Drive is working correctly. Map a client to
the share using the cluster IP address. For this example the cluster role is using 10.6.11.23

(Figure 13.1). You can also access the share using the DNS name for the cluster role, for this
example the UNC path, \\HCPG\hcp (Figure 13.2).

Figure 13.1 — Map Client to Share using IP address

n = | File Explorer

Home Share View

A [ \W10611.23\hep

Figure 13.2 — Map Client to Share using UNC path

o + | HCP
Home Share View
— v P | & * Metwork » hcpg » HCP
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Step 3: The share will be empty, copy a text file into the share (Figure 13.3).

Figure 13.3 — Copy a file

Home Share View
= « 4 ) » Network » 1061123 » hep v O e
MName Date modified Type
# Quick access
hcp-info
I Desktop i o

4 Downloads /

Step 4: Wait for the file to be copied to the HCP, there will be about a 3 minute delay. If you are not

using a Server Mode Copy Policy, the file icon (X) (Figure 13.4.1) means the file is offline, which
will occur when the file has been copied to the HCP and completely processed by the HCP
Gateway.

Figure 13.4 — Wait for File to go offline

“ Home Share

«

View

w g » Network » 10.8.17.23 » hep

w 2
*
MName Date medified Typt Size
# Quick access
2| hep-info 12472020 2:51 PM 1 KB
Il Desktop / el
* Downloads o

5| Documents

Step 5: Right-click on the file and copy it back to the desktop (Figure 13.5).

Figure 13.5 — Copy File to Desktop

Recycle Bin

hep-info

Step 6: Verify the file is the same as the one that was copied. Optionally, follow the steps in the next
chapter to fail the cluster to the Passive node then run the test in this chapter again.
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Chapter 14 Modify Gateway Cluster Share and NTFS Permissions

After the HCP Gateway Management Ul was used to create a share(s), customize the default Share and
NTFS Permissions.

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’ (Figure 14.1.1), then select the

cluster role (Figure 14.1.2), then select ‘Shares’ (Figure 14.1.3), then select the share (Figure
14.1.4) to customize the share and/or NTFS permissions.

Figure 14.1 — Cluster Role Shares

B Failover Cluster Manager
File Action View Help
« | 2m Em
.,ig_Fai\ovu Cluster Manager
£ pp-| - ’
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&3 Disks
B Pooks

BB Enclosures
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[] Cluster Events

v -:('Dvul:mwnm Frefamed Ownars: User Settings

T —

Mame Path Protocol Continuous Avalablty  Remarks

4GS G\ SMB No Cluster Default Shars
4 HCPGOusterRole$  G\HCPGOusterRole SME Yes
4 o GASAM\Archive 1 sMB No
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Step 2: Right-click on the share (Figure 14.1.4) to customize the share and/or NTFS permissions and
select ‘Properties’ (Figure 14.2.1).
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Figure 14.2 — Cluster Role Share Select Properties

| Masme Path

Protocal
JGs GA SMB
J HCPGCusterRoleS  G\HCPGCusterRole SMB
Jci LA E MU Sombinsnd SMB
K stop Sharing

|G Refresh

Properties o

Step 3: Select ‘Permissions’ (Figure 14.3.1). Do not change any settings in the General and Settings

screens.

Cortinuous Avalsbity  Remarks

Chuster Default Shame

Figure 14.3 — Cluster Role Share Select Permissions

B9 C1 Properties -
1
i
General ¥ Permissions
[ remisors L1] |
Settings + Perrissions to access the files on a share are set using 3 combination of folder permissions, share

permissions, and, optionally, a central access policy,

Share permissions: Everyone Full Contral

Folder permissions:

Type Principal

Allow BUILTINWUsers

Hllew BUILTIN\Users

Allow CREATOR CWNER
Allew NT AUTHORITV\SYSTEM
Allow BUILTIN\Administrators
Allow BUILTIN\Administrators

Step 4: Select ‘Customize permissions...” (Figure 14.4.1). Select the ‘Permissions’ tab (Figure 14.4.2).
Modify the NTFS permissions (Figure 14.4.3). Please refer to the HCP Gateway Administration
Guide Chapter 18 Step 20 for details on the sam.account parameter and the SAM VFS Windows
Service Log On setting to ensure that the HCP Gateway SAM VFS service will have Full Control

access to all the folders and files.

Access

Special

Applies To
This folder and subfolders

Read & execu.. This folder, subfolders, and files

Full Control
Full Control
Full Control

Full Control

Subfolders and files only

This folder, subfolders, and files
This folder, subfolders, and files
This folder only
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Figure 14.4 — Cluster Role Share Modify NTFS permissions
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Step 5: Select ‘Share’ (Figure 14.5.1). Modify the Share access permissions (Figure 14.5.2). Select ‘OK’
(Figure 14.5.3) to save the changes.

Figure 14.5 — Cluster Role Share Modify Share permissions
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Chapter 15 Cluster Subshares

Prerequisites:
Make sure these settings are set in C:\SAM\etc\sam\sam.properties on HCP Gateways in the cluster.

e registry.shares=1
cluster=1

Add subshare on Cluster

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’ (Figure 14.6.1), then right-click on
the cluster role (Figure 14.6.2) and select ‘Add File Share’ (Figure 14.6.3).

Figure 14.6 — Add Subshare

:ﬁ Failover Cluster Manager

v B PB-HCPGWA14-Clodts-evia [l ooy o o
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% Add Storage
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K Remove
] Properties

Step 2: In the New Share Wizard, select ‘SMB Share - Quick’ (Figure 14.7.1), then select ‘Next’ (Figure
14.7.2).

Figure 14.7 — New Share Wizard
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"i New Share Wizard

Select the profile for this share

File share profile:
| SMB Share - Quick o

Description:

Thiz basic profile represents the fastest way to create an
L SMB file share, typically used to share files with
SMB Share M\ran:e.d Windows-based computers.
SMB Share - Applications

INFS Share - Quick

* Suitable for general file sharing
INFS Share - Advanced

* Advanced options can be configured later by
using the Properties dialog

Step 3: Select ‘Type a custom path’ (Figure 14.8.1) and select ‘Browse’ (Figure 14.8.2)

Figure 14.8 — New Share Wizard 2

'a Mew Share Wizard

Select the server and path for this share

Select Profile Server:
Server Name Status Clyster Role Cramer Node
PE-HCPGW414-R Online

Generic Service

Share location:
() Select by volume:
| Velume

Free Space Capacity File System
G

G09GE TOOGB NTFS

The location of the file share will be a new folder in the \Shares directory on the selected

volume,
o - Iype a custom path: 0
-

< Previous Next > Create
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Step 4: Navigate to G:\sam and select the archive# folder for the share that you want to add a subshare
to, select the Subshare (Figure 14.9.1) and select ‘Select Folder (Figure 14.9.2). Note that if
there is more than 1 share on the HCP Gateway, the next step will discuss how to determine the
archive number in the path G:\sam\archivet. If there is only 1 share, then skip to Step 6.

Figure 14.9 — New Share Wizard 2

@ Select Folder
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Step 5: In the 'Failover Cluster Manager', select ‘Roles’ (Figure 14.10.1), select the cluster role (Figure

14.10.2), select ‘Shares’ (Figure 14.10.3). Note the last character in the Path name for the share,
for this example ‘1’

Figure 14.10 — Share Archive Number
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Step 6: Select ‘Next’ (Figure 14.11.1).

Figure 14.11 — New Share Wizard 3

'a Mew Share Wizard

Select the server and path for this share

Server:
Server Name: Status Cluster Role Cwmer Node
PE-HCPGW414-R Online Generic Service

Share location:

) Select by volume:
Volume Free Space Capacity File System
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The location of the file share will be a new folder in the \Shares directory on the selected
volume.

® Type a custom path:
:G'.\sam\ar\:hive“subshale‘l

< Previous Next > Creste | [ Cancel

Step 7: If necessary, change the share name (Figure 14.12.1), DO NOT change the Share description
(Figure 14.12.2) and select ‘Next’ (Figure 14.12.3).

Figure 14.12 — New Share Wizard 4

[ Mew Share Wizard

Specify share name

Share name: subsharel o

Share description: o

Local path to share:
Ghsamharchive 1\ subshare

Remote path to share:
WPB-HCPGWA14-Rigubshare

| < PrwiousJ | Mext > | Create Cancel
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Step 8: Keep all the default settings and select ‘Next’ (Figure 14.13.1).
Figure 14.13 — New Share Wizard 5

@ New Share Wizard - O x

Configure share settings

[] Enable access-based enumeration

Access-based enumeration displays only the files and folders that a user has permissions to
access. If o user does not have Read (or equivalent) permissions for a folder, Windows hides the
folder from the usar's view.

(] Enable continuous availability

Contnuous availability features track file operations on a highly available file share so that
clients can fail over to another nade of the cluster without interruption.
:u'.l Allow -:nl:hlng of share
Caching makes the contents of the share available to offline users. If the BranchCache for
WNetwork Files role service is installed, you can enable BranchCache on the share.
Enable BranchCache on the file share
EranchCache enables computers in a branch office to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branch.
(] Encrypt data access

When enabled, remote file access to this share will be encrypted. This secures the data against
unauthornized access while the data is transferred to and from the share. If this box is checked
and grayed out, an administrator has turned on encryption for the entire server,

m
<« Pravious | Mext > Create [ Cancel

Step 9: The default share permission is Everyone — Full Control (Figure 14.14.1). The default folder
permissions are shown (Figure 14.14.2). Please refer to the HCP Gateway Administration Guide
Chapter 18 Step 20 for details on the sam.account parameter and the SAM VFS Windows
Service Log On setting to ensure that the HCP Gateway SAM VFS service will have Full Control
access to all the folders and files. Select ‘Customize permissions...’ (Figure 14.14.3) to configure
the share and folder permissions. Select ‘Next’ (Figure 14.14.4).
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Figure 14.14 — New Share Wizard 6

& Mew Share Wizard - O bt

Specify permissions to control access

Selact Frofile Perrnissions to access the files on a share are set using a combination of folder permissions, share
chare Location permissions, and, optionally, a central access policy.
Share Name Share permissions: Everyone Full Contral o
Qther Settings Folder permissions:
Type Principal Bccess Applies To
confirmato Allow BUILTIN\Users Special This folder and subfolders
Allow EUILTINWUsers Read & execute  This folder, subfolders, and files
Allow CREATOR CWNER Full Control Subfolders and files only e
Allaw BUILTIN\Administrators  Full Contral This folder, subfolders, and files
Allow NT AUTHORITY\SYSTEM  Special Thiz fiolder, subfolders, and filez
Allow NT AUTHORITY\SYSTEM  Full Control This folder anly

Customize permissions-.. ]9

Step 10: Confirm the settings, select ‘Previous’ to go back and change something (Figure 14.15.1), select
‘Create’ (Figure 14.15.2) to create the Subshare.

Figure 14.15 — New Share Wizard 7

i Mew Share Wizard - O >

Confirm selections

Salact Profile Confirm that the following are the correct settings, and then click Create.
Share Location At ROCAT
Share Name Server PB-HCPGWAT4-R
Cther Settings Cluster role Generic Service
Parmissions Local path: Ghsam\archiveT\subsharel
| cornmasen [PPSR

Share name: subsharel

Protocol: SMEB

Access-based enumeration: Disabled

Caching Enabled

BranchCache: Disabled

Encrypt data: Disabled

Continuous availability: Enabled
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Step 11: The Subshare was successfully created, select ‘Close’ (Figure 14.16.1).

Figure 14.16 — Close New Share Wizard

[ Mew Share Wizard - [m} >

View results

The share was successfully created

Task Progress Status

Create SME share I ompleted
Set SMB permissions —— oripleted
Cancel
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Step 12: The Subshare is visible (Figure 14.17.1) in the Failover Cluster Manager role.

Figure 14.17 — Failover Cluster Manager Role
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Edit subshare on Cluster

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’ (Figure 14.18.1), select the cluster
role (Figure 14.18.2), select ‘Shares’ (Figure 14.18.3), right-click the Subshare (Figure 14.18.4)

and select ‘Properties’ (Figure 14.18.5).
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Figure 14.18 — Edit Subshare
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Step 2: Do not change any settings in ‘General’ (Figure 14.19.1) or ‘Settings’ (Figure 14.19.3). Select
‘Permissions’ (Figure 14.19.2) to modify the share and folder permissions.

Figure 14.19 — Subshare Properties
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Permissions +
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Folder path Gfisarmiarchive T\subsharael
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Step 3: The default share permission is Everyone — Full Control (Figure 14.20.1). The default folder
permissions are shown (Figure 14.20.2). Please refer to the HCP Gateway Administration Guide
Chapter 18 Step 20 for details on the sam.account parameter and the SAM VFS Windows
Service Log On setting to ensure that the HCP Gateway SAM VFS service will have Full Control
access to all the folders and files. Select ‘Customize permissions...” (Figure 14.20.3) to configure
the share and folder permissions. Select ‘OK’ (Figure 14.20.4) to save the settings.
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Figure 14.20 — Subshare Permissions

Bl subsharel Properties = O x

subsharel

General + Permissions
Settings + Permissions to access the files on a shane are set using a combination of folder permissions, share

permissions, and, optionally, a central access policy.

Share permissions: Everyone Full Control

Folder permissions:

Type Pti.lm'ipal Access Applies To

Allow BUILTIMNYUsers Spacial This folder and subfolders

Allow BUILTIN'Users Read & execute This folder, subfolders, and files

Allow CREATOR OWMER Full Control Subfolders and files anly .e
Allow BUILTINVAdministrators  Full Control This folder, subfolders, and files

Allow NT AUTHORITNSYSTEM  Special This folder, subfolders, and files

Allow NT AUTHORITWWSYSTEM  Full Contral This folder only

| Customize permissions—.. | 6

RO

]| Cancel

Delete subshare on Cluster

Step 1: On Node 1, in the 'Failover Cluster Manager', select ‘Roles’ (Figure 14.21.1), select the cluster

role (Figure 14.21.2), select ‘Shares’ (Figure 14.21.3), right-click the Subshare (Figure 14.21.4)
and select ‘Stop Sharing’ (Figure 14.21.5).

Figure 14.21 — Delete Subshare
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B Failover Cluster Manager

v B PB-HCPGWA14-CL.dhs-evia

T vl @)
T Nodes
> a4 Storage
[ Networks
[4] Cluster Events

Roles (1)

| Gueries v |1 ¥ flv]
Name Status Tipe Owner Node Frianty Infomation

15 PEHCPGWAI4R (@) @ Runcing Genenc Service PRHCPGWA14CL1 Medum

v 'Q‘émmm-n Prefenred Ovnare: uu-_ml

Protocol Contirsous Avalabidty Ramarks
2G5 G\ SMB No Custer Defout Share
) HCPGOusteRoleS  GAHCPGQusterfioke sMa Yes
o Yul GASAM Archivel SMme Ne
4 bl )  Glsamlamhivelibsharel  SMB Yes (% swopsharing @ |
1G] Refresh
| [ Properties

Step 2: Select ‘Yes’ (Figure 14.22.1).

Stop Sharing

Figure 14.22 — Confirm Delete Subshare

0 Are you sure you want to stop sharing this folder?

There are 1 shares selected to be stop sharing. The share(s) will be deleted, but the
folder will remain.

O - [
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Step 3: The Subshare subsharel is deleted (Figure 14.23).

Figure 14.23 Subshare Deleted

4 Failover Cluster Manager Roles (1)
¥ %?g'ﬁﬁ”w‘”“-"“ﬂ'a | Queries i~ [iv
oles
:;% MNodes Name Status Type QOwner Node Priority Information
> % Storage {5 PEHCPGW414R (%) Running Generic Service PE-HCPGW414CL1  Medium
MNetworks

Cluster Events

< >

v ‘.':;\Eé PB-HCPGW414-R Prefemed Owners:  User Settings
MName Path Protocol Cortinuous Availabilty =~ Remarks
J Gs G SMB No Cluster Default Share
- HCPGCOlusterRole$  GAHCPGClusterRole SMB Yes
<. C1 GA\SAM Archive1 SMB No
< >
< > || Summary | R | Shares \

Step 4: In Windows File Explorer, navigate to the cluster share C1 and see that the subsharel folder was
not deleted (Figure 14.24.1).

Figure 14.24 subsharel folder not deleted

. ’ VI
G| =l - O x®
Haome Share View ~ 0
« v 4 s Network > pb-hepgwdldr » C1 > v @ | Search C1 y-]

-
2 Shared Cache (G)  * Name Date modified Type Size
cache subshare1 @) 10/15/2021 1:54PM  File folder
Cluster subshare2 10/15/2021 1:54 PM ~ File folder
HCPGClusterRole Iz my 1/14/20215:26 AM  Configuration sett... 3KB
Reports [} sam.properties 2/18/2021T:01 AM  PROPERTIES File 1KB
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Chapter 16 How to Switch Cluster Services to Passive Node

This chapter is optional and explains how to move the Cluster Services from the Active node to the
Passive node. You can perform this action by either using the Windows Ul or the PowerShell command.
The Windows Ul requires some additional steps.

Using Windows Ul:

Step 1: On the active node of the cluster, for this example, Node 1, open the Failover Cluster Manager.
Then Right-click on the Cluster name (Figure 16.1.1), in this example it’s ‘HCPG-CL.dts-
evlab.com’. Click on ‘More Actions’ (Figure 16.1.2), then ‘Move Core Cluster Resources’ (Figure
16.1.3) then ‘Select Node’ (Figure 16.1.4).

Figure 16.1 — Select Node

% Failover Cluster Manager
File Action View Help

) Failover Cluster Manager Cluster HCPG-CL.dts-evlab.com
o %4 HCPG-CL.dts-evlab.com
Configure Role...

Validate Cluster...
View Validation Report

Add Node...
Close Connection

Reset Recent Events

o More Actions > Configure Cluster Quorum Settings...
View > Copy Cluster Roles...
Refresh Shut Down Cluster...
Properties Destroy Cluster...
Help o Move Core Cluster Resources ¥ [Best Possible Node
Cluster-Aware Updating peicstieces o

Step 2: In the select node, choose the other node. In this example, the cluster is currently running on
Node 1 (Figure 16.2.1), it will be switched to Node 2 (Figure 16.2.2). Then click ‘OK.
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Figure 16.2 — Move Cluster Resource

Move Cluster Resources a
Seledt the deitnatan node far mong Cheated rescutced fom
HCPG-CNT
Look doe

: [ e |

Clusier nedes:

Hame Sastug

o B woec-cnz ¥ Up

Cancel

Step 3: Notice in the Cluster Summary that Node 2 is now listed as the “Current Host Server” (Figure
16.3.1).

Figure 16.3 — Cluster Summary

Cluster HCPG-CL.dtz-eviab.com

?"‘: Summary of Cluster HCPG-CL
9 HCPG-CL has 1 clustered roles and 2 nodes.

Name: HCPGCL dts-evisb.com
Current Host Server: HCPGCNZ ()

Step 4: In the Failover Cluster Manager window, click ‘Roles’ (Figure 16.4.1), then right-click on the
Cluster Role Name, in this example "HCPG’ (Figure 16.4.2), then click on ‘Move’ (Figure 16.4.3),
then click on ‘Select Node...’ (Figure 16.4.4).

Figure 16.4 — Move Cluster Role

& Failover Cluster Manager
File Action View Help

= 2w B

& Failover Cluster Manager | Rotes (1)
~ B3 HCPG-CL.dts-evlab.com B -
Rl 3 [T TR ©
3 Nodes Status Type Ovner Node: Priorty nformation
i Storage *} N(:Peo (®) Running Generc Service HCPGCN1 High
4§ Metworks %  Stat Role
[H] Clustes Events v | s
& Stop Role
& Add File Share
B Move O [P | st possivie Noge
= = “
@) Change Startup Pririty »| G | Select Node. o
0] ails.
[ Show Critical Events
& AddStorage
v i ™  Add Resource » Prefemed Owners:  User Settings
B More Actions »
Statu
Priori % Remove
Owne ] properties
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Step 5: In the Move Clustered Role window, choose the other node. In this example, the cluster is

currently running on Node 1 (Figure 16.5.1), it will be switched to Node 2 (Figure 16.5.2). Then
click ‘OK’ (Figure 16.5.3).

Figure 16.5 — Move Clustered Role Select Node

Move Clustered Role B
Select the destination node for moving 'HCPG' from 'HCPG-
CNT.
Look for:
[ Clear ]
Cluster nodes:

Name Status

@ HCPG-CN2 @ Up
[ 2]

o K _ Cancel

Step 6: Notice in the Roles window that Node 2 is now listed as the “Owner Node” (Figure 16.6) and the
“Status” is “Running”.

Figure 16.6 — Move Clustered Role Summary

Hame Stmtus Type Onmier Node Pricity Irfamation
o HCPG () Running Genenc Senvice HCPG N2 High

Step 7: In the client, verify that the text file can be copied to the desktop, as it was previously (Figure
13.6). Optionally, choose to make another copy or over-write the existing file on the desktop

and copy the updated file back to the share. Validate that the file copied is identical to the
updated file.
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Using PowerShell Commands:

Step 1: This PowerShell command will show the status of the Witness disk (HCPG-CL) and G: drive and
SAM VFS service (Cluster Group). On the active node for the cluster, for this example, Node 1,
open a Windows PowerShell window as Administrator and issue the command get-clustergroup
(Figure 16.7) and note that the Cluster Role is on the active node HCPG-CN1.

Figure 16.7 — Get Cluster Status

PS C:\Windows\system32> get-clustergroup

Name OwnerNode State

Available Storage HCPG-CN1 Offline
Cluster Group HCPG-CN1 Online
HCPG-CL HCPG-CN1 Online

Step 2: Next, failover the Witness disk (HCPG-CL) and G: drive and SAM VFS service (Cluster Group) to
the other node. On the active node for the cluster, to failover the Cluster Role to the other node
in the cluster, in the Windows PowerShell window, issue the commands get-clusternode HCPG-
CN1 | Get-Clustergroup | move-clustergroup -Node HCPG-CN2 (Figure 16.8). Note that the
Cluster failed over to the other node HCPG-CN2.

Figure 16.8 — Failover Cluster Role

PS C:\Windows\system32> get-clusternode HCPG-CNl | Get-
Clustergroup | move-clustergroup -Node HCPG-CN2

Name OwnerNode State

Available Storage HCPG-CN2 Offline
Cluster Group HCPG-CN2 Online
HCPG-CL HCPG-CN2 Online

Step 3: Check the status of the Witness disk (HCPG-CL) and G: drive and SAM VFS service (Cluster
Group). On the active node for the cluster, in the Windows PowerShell window, issue the
command get-clustergroup (Figure 16.9) and note that the Cluster failed over to the other node
HCPG-CN2.

HCP Gateway Windows Cluster Setup with SAN Storage



Figure 16.9 — Check Failover Status

PS C:\Windows\system32> get-clustergroup

Name OwnerNode State

Available Storage HCPG-CN2 Offline
Cluster Group HCPG-CN2 Online
HCPG-CL HCPG-CN2 Online

Step 4: In the client, verify that the text file can be copied to the desktop, as it was previously (Figure
13.6). Optionally, choose to make another copy or over-write the existing file on the desktop

and copy the updated file back to the share. Validate that the file copied is identical to the
updated file.

This completes the installation of the Windows Cluster.
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Chapter 17 Shared Disk Setup with SAN Storage

Step 1: Configure the SAN storage so that the disks are presented to the 2 Windows cluster servers. In
Device Manager you will see the SAN disks presented (Figure 17.1). Here they are listed as Hitachi Open-
V SCSI Disk Devices. Note the name of the disk for when MPIO is configured. HITACHI OPEN-V in this
example.

Figure 17.1 — SAN disks

M Device Manager
File Action View Help
s ™ HME B

v A EDHCPGWOIM1
B8 Computer
v o Disk drives

s ATA 5T9500620NS SCSI Disk Device
= HITACHI OPEN-V SCSI Disk Device
== HITACHI OPEN-V SCSI Disk Device
o= HITACHI OPEN-V SCSI Disk Device
o HITACHI OPEN-V SCSI Disk Device
s HITACHI OPEN-V SCSI Disk Device
== HITACHI OPEN-V SCSI Disk Device
= HITACHI OPEN-V SCSI Disk Device
== HITACHI OPEN-V SCSI Disk Device

B Display adapters

i Firmware

fri Human Interface Devices

== |DE ATA/ATAPI controllers

=2 Keyboards

B Mice and other pointing devices
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Step 2: Install Multipath I/O. In Windows Add Roles and Features Wizard, install the Feature - Multipath
I/O (Figure 17.2).

Figure 17.2 — Multipath I/0

fia Add Roles and Features Wizard - ] *
Select features  DESTINATION SERVER
g EDHCPGWOTM1.pmdt.nat

Before You Begin Select one or more features to install on the selected server.

Installation Type Features Description

-NET Framework 3.5 combines the
power of the NET Framework 2.0
APls with new technologies for
building applications that offer
appealing user interfaces, protect
your customers' personal identity
information, enable seamless and
secure communication, and provide
the ability to model a range of
business processes.

[] Media Foundation

[] Message Queuing

1 Multipath /O (instalied)

[] MultiPoint Connector

[] Network Load Balancing

[[] Peer Name Resolution Protocal

[[] Quality Windows Audio Video Experience

["] RAS Connection Manager Administration Kit (CM#&
[] Remote Assistance

[T] Remote Differential Compression

[[] Remote Server Administration Tools

[C] RPC over HTTP Proxy

[[] Setup and Boot Event Callection

[[] Simple TCP/IP Services

| SMB 1.0/CIFS File Sharing Support {Installed)

[] SMB Bandwidth Limit

] SMTP Server

[] SNMP Service [}

71 Telnet Clisnt

< Previous Mext > Install Cancel
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All Contrel Panel ltems

Step 3: Open MPIO in the Control Panel (Figure 17.3).

™ » Control Panel * All Control Panel ltems

Adjust your computer’s settings

)E—, Administrative Tools
Credential Manager
™ Device Manager

@ Ease of Access Center
& Indexing Options
Keyboard

@ mpio

=] Phone and Modem
@ Recovery

P Security and Maintenance
@ Sync Center

2| Text to Speech

Ea Windows Defender

@ AutoPlay

_; Date and Time

s Devices and Printers
EJ File Explorer Options
Internet Options

§$' Language

:...: Metwork and Sharing Center
9 Power Options

9 Region

iy Sound

A 5ystem

Troubleshooting

ﬂ Windows Firewall

Figure 17.3 — MPIO in Control Panel

v 0 Search Control Panel

View by:  Small icons ~

[_:! Color Management
FB" Default Programs

=0 Display

A Fonts

€}, i5CS! Initiator

ﬂ Mouse

lj Personalization

d Programs and Features
% RemoteApp and Desktop Connections
é Speech Recognition
Taskbar and Mavigation
#2, User Accounts
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Step 4. Click Add (Figure 17.4).

Figure 17.4 — Click Add

MPIO Properties X

MFIO Devices  Discover Multi-Paths  DSM Install  Configuration Snapshot

To add support for a new device, dick Add and enter the Vendor and
Product Ids as & string of & characters followed by 16 characters. Multiple
Devices can be specified usng semi-colon as the delimiter,

To remove support for currently MPIO'd devices, select the devices and
then dlick Remaove.

Devices:

Device Hardware Id
Vendor 8Product 16

Step 5: Enter in the name of the disks Hitachi OPEN- click OK (Figure 17.5).

Figure 17.5 — Enter HITCAHI OPEN-

| Add MPIO Support X

Enter the Vendor and Product Ids (as a string of 8 characters followed by
16 characters) of the devices you want to add MPIO support for,

Device Hardware ID:
HITACHI OPEN-|
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Step 6: You will get prompted to reboot. Click Yes (Figure 17.6).

Figure 17.6 Reboot required

Reboot Required x

L A reboot is required to complete the operation. Reboot MNow?

Yes No

After the reboot, open Device Manager and expand the Disk drives. You will see the disks as
Multi-Path disks (Figure 17.7).

Figure 17.7 - SAN disks as MPIO disks

iy Device Manager
File Action VWiew Help
&= @ im B
v M EDHCPGWOTMT
EH Computer

o Disk drives
ATA ST9500620M5 SCSI Disk Device
HITACHI OPEN-V Multi-Path Disk Device
HITACHI OPEM-V Multi-Path Disk Device
HITACHI OPEM-V Multi-Path Disk Device
HITACHI OPEN-V Multi-Path Disk Device

o HITACHI OPEM-Y Multi-Path Disk Device
& Display adapters
i Firrnware
Human Interface Devices
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Step 7: Logon on to the desktop on Node 1. Right-click on the Windows Start Menu located at the
bottom left of the screen and enter the command 'Run’'. Click the Run option under Apps. In
the 'Open’ text entry space enter 'diskmgmt.msc' (Figure 17.8.1), then click ‘OK’ (Figure 17.8.2)

to open the Disk Management window.

Figure 17.8 — Run Disk Management

Run

Type the name of a program, folder, document, or Internet
resource, and Windows will epen it for you,

Open: diskmgmit.msc - o

9 This task will be created with administrative prvileges,

@ ot || e

Step 8: In the Disk Management window, make sure both “Disk 3” and “Disk 4” are selected (Figure
17.9.1), select the “GPT (GUID Partition Table)” button (Figure 17.9.2) and click the “OK”
button (Figure 17.9.3) to continue. If you did not see the “Initialize Disk” screen, go to Step 9.

Otherwise, skip to Step 13.

Figure 17.9 — Select New Disks

Initialize Disk X

‘You must intialize a disk before Logical Disk Manager can accessit.
Select disks:

v Disk 3
ov Digk: 4

Use the following partition style for the selected disks:
(O MBR (Master Boot Record)
@ ® GPT (GUID Parttion Table)

MNote: The GPT partition style is not recognized by all previous versions of
Windows

©O[ o || Cms

Step 9: In the Disk Management window, if you did not see the “Initialize Disk” screen in Step 8 for
both “Disk 3” and “Disk 4”, scroll down to view that the two hard disks (Figures 17.10.1 and
17.10.2) with size 512MB and the size of the shared cache disk, for this example 100GB. Note

the disks are offline and unallocated.
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Figure 17.10 — New Disk Status

*

" Disk Management = o

File Action Wiew Help

% mEM O

Volume ] Layout Type J File System i Status [ Capacity | Free Spa... I % Free
- () Simple Basic NTFS Healthy (B... 90.51GE BI0GE  85%
= Database (03) Simple Basic NTFS Healthy (P... 100.00 GB 99.89 GB 100 %
== Storage (E:) Simple Basic NTFS Healthy (P.. 100.00 GB 99.81 GB 100 %
= Systemn Reserved Simple Basic NTFS Healthy (5. 500 MB 153 MB 3%

“ODisk 3 |
Unknown

o 312 Mg 512 MB
Offline @

Unallecated

“ODisk 4 s

Unknown
o 100,00 G8 10000 G&
Offline @ Unallocated

B Unallocated Il Prirnary partition

Step 10: Right click on Disk 3, then select ‘Online’ from the pulldown menu (Figure 17.11).

Figure 17.11 — Set Disk Online

Online
Properties

Help

Step 11: The Disk 3 status will change from Offline to Not Initialized (Figure 17.12.1). The next step is to
initialize the disk by right clicking again on Disk 3 and selecting “Initialize Disk” (Figure 17.13.1).

Figure 17.12 — Updated Disk Status

*ODisk 3 L

Unknown
12M s12 MB
0[ NotInitialized | | Unallocated

*ODisk 4 I

Unknown
100.00 GB 100,00 GB
Offline Unallocated

B Unallocated Bl Primary partition
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Figure 17.13 — Initialize Disk

o Initialize Disk

Offline
Properties

Help

Step 12: From the Initialize Disk menu select the drive (Figure 17.14.1). Use GPT partition style (Figure
17.14.2). Then click the ‘OK’ button (Figure 17.14.3) to start the initialize process.

Figure 17.14 — Initialize Disk Configuration

Initialize Disk O

You must intialize a disk before Logical Disk Manager can access it
Select disks:

o ] Dhskc 3

Usa the following partition style for the selected disks:
(C) MBR (Master Boot Record)
o {® GPT (GUID Parttion Table)

MNote: The GPT parition style is not recognized by all previous versions of

Windows
© o

Once the initialization process is complete, the menu will revert back to the Disk Management
main menu. Now the Disk 3 will show status as Online (Figure 17.15.1). Note the Unallocated
disk space is now around 480MB (Figure 17.15.2), versus the original 512 MB capacity. Repeat
Steps 9-12 for Disk 4, noting that the Unallocated disk space is now around 99.98GB, versus the
original 100GB capacity.

Figure 17.15 — Disk Online

= Disk 3

Basic

480 MB 430 MB

Online o Unallocated

*© Disk 4

Unknown

100.00 GB 100,00 GB
Offline @ Unallocated
B Unallocated Wl Primary partition
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Step 13: The next step is to right click in the box that surrounds the ‘480 MB Unallocated’ text for Disk 3
(Figure 17.16.1) and then select New Simple Volume (Figure 17.16.2) from the menu list.

Figure 17.16 — Create Simple Volume

= Disk 3
Basic |
4280 MB 420 MB New Simple Volume... o

Online Unallocated N
| NEW Jpar

|
O Disk 4 |
Unknown
100.00 GB 100.00 GB
Offline Unallocated Pieoeris

Help

B Unallocated [l Primary partition

Step 14: This will open the New Simple Volume Wizard (Figure 17.17), click the ‘Next’ button (Figure
17.17.1) to continue.
Figure 17.17 — New Volume Wizard

New Simple Volume Wizard

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk,
Asmple volume can only be on a single disk.

To continue, click Next

(o> [ Goos

Step 15: Take the default Simple Volume size (Figure 17.18.1) which is the maximum value. Then click
the ‘Next’ button (Figure 17.18.2) to continue.

HCP Gateway Windows Cluster Setup with SAN Storage



Figure 17.18 — Set Volume Size

Mew Simple Volume Wizard x

Specify Volume Size
Choose a volume size that is between the manimum and minimum sizes.

Maimum disk space in MB: 478
Minimum disk space in MB: 8
Simple: volume size in MB: oE : o

T v ==

Step 16: Select “Do not assign a drive letter or path” (Figure 17.19.1). Then click the ‘Next’ button
(Figure 17.19.2) to continue.

Figure 17.19 — Set Drive Letter

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition

m

(Z) Assign the following drive letter:
(O Mount in the following empty NTFS folder:

O@Do not assign a drive letter or drive path

< Back Cancel

Step 17: Click the option ‘Format the volume with the following settings’ (Figure 17.20.1) radio button.
Select ‘File System’ as ‘NTFS’ and 'Allocation Unit size’ as ‘Default’ options. Then type
‘Witness’ into the Volume label (Figure 17.20.2) data entry box. Then select the box for
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‘Perform a quick format’ (Figure 17.20.3). Then click the ‘Next’ button (Figure 17.20.4) to
continue.

Figure 17.20 — Format Partition

New Simple Volume Wizard
Format Partition
To store data on this parition, you must format & first
Choose whether you want to format this volume, and f o, what settings you want to use.

(O Do ot fomat this volume
o ® Format this volume withthe folowing settings:

File system: NTFS o
Alocation unit size: Default b
Volume label: Witness| o

o [ Perfom a quick format
[ Enabe file and folder compression

coack [ ot ] | Cance

Step 18: Review the selected settings in the dialogue box (Figure 17.21.1). If they are correct then click

the ‘Finish’ button (Figure 17.21.2). If the settings are not correct, click the Back button and go
back to the setting that needs to be corrected.

Figure 17.21 — Finish

Mew Simple Volume Wizard

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard

You selected the following settings

Volume type: Simple Volume

Disk sedected: Disk 2

Volume size: 434 MB

Drive letter or path: None o
File system: NTFS

Alocation unit size: Default

Volume label: Witness ~
[ imle frrvnat- Yaa

To close this wizand, click Finish

2]
o [ ] | s

Step 19: Review updates in the Disk Management console. Notice that the Witness Disk (Figure 17.22.1)
is online and has a Healthy (Figure 17.22.2) status.
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Figure 17.22 — Results

&% Disk Management = o x
File Action View Help

s mEBml

Volume Layout | Type | File System | Status | Capacity | Free Spa... | % Free |

- (C) Simple Basic NTFS Healthy (8.. 99.51GB 81.08G8 81%

= Database (0%) Simple Basic NTFS Healthy (P... 100.00 GB 998968 100%

= Storage (E) Simple Basic NTFS Healthy (P... 100.00 GB %81GB  100%

= System Reserved  Simple Basic NTFS Healthy (5.. 500 MB 153MB 1%

= Witness (W;) Simple Basic NTFS Healthy (P... 473MB 62M8  9T%

= Disk 3 ]
Basic Witness (W)

450 MB 478 MB NTFS 0
Online Healthy (Primary Partition)

= Disk 4 e

Basic
39.88GB 3988 GB
Online Unallocated

W Unallocated Bl Primary partition

Step 20: Take the Witness disk offline by right-clicking in the “Disk 3” box and select “Offline”.

Step 21: Repeat steps 9-20 for Disk 4, in Step 13, the disk size of a 100GB in ESXi will likely show as
98.88GB, using G for the drive letter in Step 16 and Shared Cache for the Volume Label in Step
17. Review the Disk Management window to make sure both drives are online and Healthy
(Figure 17.23)

Figure 17.23 — Results
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" Disk Management
File Action View Help
e mEm =

Volume | Layout | Type | File System | Status | Capacity Free Spa... | % Free
- () Simple Basic NTFS Healthy (B.. 99.51GB B098GB  B1%
== Cache (G:) Simple Basic NTFS Healthy (P... 99.87GB 97GB 100%
= Database (D) Simple Basic NTFS Healthy (P.. 100.00 GB 9989GB  100%
= Storage (E:) Simple Basic NTFS Healthy (P... 100.00 GB 9981GB  100%
= System Reserved Simple Basic NTFS Healthy (... 500 ME 153MB %
= Witness (W:) Simple Basic NTFS Healthy (P.. 478 MB 462 MB 7%

= Disk 3 e ——

Basic Witness (W:)
480 MB 478 MB NTFS
Online Healthy (Primary Partition)

~Disk 4 [ ____________|

Basie Cache (G}
99.88 GB 99.87 GB NTF5
Online Healthy (Primary Partition)

[l Unallocated [l Primary partition

Step 22: Now that the disks have been added on Node 1, we can login into the Windows disk
management on Node 2 and verify the disks are visible. First, login to the Windows Desktop on
Node 2. Right-click on the Windows Start Menu located at the bottom left of the screen and
enter 'Run'. Click on the ‘Run’ option under Apps. In the dialogue box following the 'Open:' tag
(Figure 17.24.1), enter 'diskmgmt.msc' to access the Disk Manager.

Figure 17.24 — Windows Disk Management

Type the name of a program, folder, document, or Internet
= resource, and Windows will open it for you.

(1 L ccmgm. 7]

his task will be created with administrative privileges.
& This task will b d with administrative privileg

Cancel Browse...

Step 23: In the Disk Management window, scroll down to view that the two hard disks are visible
(Figures 17.25.1 and 17.25.2). Note these disks are offline as they are controlled by Node 1.

Figure 17.25 — New Drives Added
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=" Disk Management - o x
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“©Disk 3 |
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0 Disk 4 - |
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Step 24: In the Disk Management window, right-click on Disk 3 and change the disk to ‘Online’. The disk
name will change to ‘Witness’. Right-click on Disk 4 and change the disk to ‘Online’. The disk
name will change to ‘Shared Cache (E:)'. Right-click again on Disk 3 and change the drive letter
to ‘G,

Step 25: In the Disk Management window, right-click on Disk 3 and change the disk to ‘Offline’. The disk
name ‘Witness’ and status will no longer be visible. Right-click on Disk 3 and change the disk to
‘Offline’. The disk name ‘Shared Cache (G:) and status will no longer be visible.

Step 26: If necessary, expand the size of the database disk, drive D:. Refer to the VM Deployment
Guide Chapter 2 for the details.
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Chapter 18 Shared Disk Setup with GAD Storage

Step 1: Configure the GAD storage so that the disks are presented to the 2 Windows cluster servers.

For this example, the cache drive (G:\) will be provided by a 100GB GAD lun from 2x VSP E590
arrays spread across 2 datacenters. GAD is an active/active solution, where the virtualized LUN
is read and writable from both sites.

Since GAD is an active/active solution, for this example, a 512MB quorum device is needed for
cluster arbitration purposes. This lun should reside preferably on an independent 3rd site or in
the cloud.

GAD relies on Hitachi’s replication technology; therefore, FC replication will be established
between both sites. Minimum 2 FC links (1 link per fabric) are needed, recommended is 4 links
(2 links per fabric).

On windows OS level, an NTFS cluster size of 32KB can be used in order to support a maximum
volume of 128TB.

Step 2: Logon on to the desktop on Node 1. Right-click on the Windows Start Menu located at the
bottom left of the screen and enter the command 'Run'. Click the Run option under Apps. In
the 'Open’ text entry space enter 'diskmgmt.msc’ (Figure 18.1.1), then click ‘OK’ (Figure 18.1.2)
to open the Disk Management window.

Figure 18.1 — Run Disk Management

Fun X

Type the name of a program, folder, document, or Internet
resource, and Windows will epen it for you,

Open: diskmgmt.msc - o

9 This task will be created with administrative prvileges,

@ Canca | [ Browe-

Step 3: In the Disk Management window, make sure both “Disk 3” and “Disk 4” are selected (Figure
18.2.1), select the “GPT (GUID Partition Table)’ button (Figure 18.2.2) and click the “OK” button
(Figure 18.2.3) to continue. If you did not see the “Initialize Disk” screen, go to Step 4.
Otherwise, skip to Step 8.

Figure 18.2 — Select New Disks
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Initialize Disk X

You must intialize a disk before Logical Disk Manager can access it.
Select disks:

ov Disk 3

v Disk 4

Use the following partition style for the selected disks:
(O MBR (Master Boot Record)
@) ® GPT (GUID Partition Table)

MNote: The GPT partttion style is not recognized by all previous versions of
Windows

©[ ok ] Cnen

Step 4: In the Disk Management window, if you did not see the “Initialize Disk” screen in Step 3 for
both “Disk 3” and “Disk 4”, scroll down to view that the two hard disks (Figures 18.3.1 and
18.3.2) with size 512MB and the size of the shared cache disk, for this example 100GB. Note
the disks are offline and unallocated.

Figure 18.3 — New Disk Status

" Disk Management = o
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Volume ] Layout Type J File System i Status [ Capacity I Free Spa... I % Free
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o 312 Mg 512 MB
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“ODisk 4 s
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o 100,00 G8 10000 G&
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Step 5: Right click on Disk 3, then select ‘Online’ from the pulldown menu (Figure 18.4).
Figure 18.4 — Set Disk Online

Online
Properties

Help
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Step 6: The Disk 3 status will change from Offline to Not Initialized (Figure 18.5.1). The next step is to
initialize the disk by right clicking again on Disk 3 and selecting “Initialize Disk” (Figure 18.6.1).

Figure 18.5 — Updated Disk Status

“O Disk 3 I

Unknown
12 M 512 M8
0[ Not Initialized | || Unallocated

“© Disk 4 I
Unknown

100.00 GB 100,00 GB

Offline @) Unallocated

B Unallocated [l Primary partition

Figure 18.6 — Initialize Disk

o Initialize Disk

Offline
Properties

Help

Step 7: From the Initialize Disk menu select the drive (Figure 18.7.1). Use GPT partition style (Figure
18.7.2). Then click the ‘OK’ button (Figure 18.7.3) to start the initialize process.

Figure 18.7 — Initialize Disk Configuration
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Initialize Disk O

You must intialize a disk before Logical Disk Manager can access it
Select disks:

o ] Dhskc 3

Usa the following partition style for the selected disks:
(C) MBR (Master Boot Record)
o {® GPT (GUID Parttion Table)

MNote: The GPT parition style is not recognized by all previous versions of

Windows
© o

Once the initialization process is complete, the menu will revert back to the Disk Management
main menu. Now the Disk 3 will show status as Online (Figure 18.8.1). Note the Unallocated disk
space is now around 480MB (Figure 18.8.2), versus the original 512 MB capacity. Repeat Steps
4-7 for Disk 4, noting that the Unallocated disk space is now around 99.98GB, versus the original
100GB capacity.

Figure 18.8 — Disk Online

= Disk 3

Basic

480 MB 430 MB

Online o Unallocated

“© Disk 4

Unknown

100.00 GB 100,00 GB
Offline Unallocated
B Unallocated [l Primary partition

Step 8: The next step is to right click in the box that surrounds the ‘480 MB Unallocated’ text for Disk 3
(Figure 18.9.1) and then select New Simple Volume (Figure 18.9.2) from the menu list.

Figure 18.9 — Create Simple Volume

= Disk 3 .|
Basic
-IlBl}_M B 420 MB Mew Simple Volume... o
Online Unallocated Z
sanned Volume.

“© Disk 4 |
Unknown

100.00 GB 100.00 GB
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Help
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Step 9: This will open the New Simple Volume Wizard (Figure 18.10), click the ‘Next’ button (Figure
18.10.1) to continue.

Figure 18.10 — New Volume Wizard

New Simple Volume Wizard X

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk,
A simple volume can only be on a single disk.
To continue, click Next

Step 10: Take the default Simple Volume size (Figure 18.11.1) which is the maximum value. Then click
the ‘Next’ button (Figure 18.11.2) to continue.
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Figure 18.11 — Set Volume Size

Mew Simple Volume Wizard x

Specify Volume Size
Choose a volume size that is between the manimum and minimum sizes.

Maimum disk space in MB: 478
Minimum disk space in MB: 8
Simple: volume size in MB: oE : o

T v ==

Step 11: Select “Do not assign a drive letter or path” (Figure 18.12.1). Then click the ‘Next’ button
(Figure 18.12.2) to continue.

Figure 18.12 — Set Drive Letter

Mew Simple Volume Wizard x

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition

m

(Z) Assign the following drive letter:
(O Mount in the following empty NTFS folder:

O@Do not assign a drive letter or drive path

< Back Cancel

Step 12: Click the option ‘Format the volume with the following settings’ (Figure 18.13.1) radio button.
Select ‘File System’ as ‘NTFS’ and 'Allocation Unit size’ as ‘Default’ options. Then type
‘Witness’ into the Volume label (Figure 18.13.2) data entry box. Then select the box for
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‘Perform a quick format’ (Figure
continue.

18.13.3). Then click the ‘Next’ button (Figure 18.13.4) to

Figure 18.13 — Format Partition

New Simple Volume Wiz

Format Partition

(O Do net fomat

To store data on this parition, you must format & first.

Choose whether you want to format this volume, and f so, what settings you want to use

o (® Format this volume with the folowing sattings:
File system:

Alocation unit size:

Volume label:

0 [ Perfom a quick format

[ Enable fiie and folder compression

ard

this volume

NTFS

w

Default

= /)

W

Cancel

Step 13: Review the selected settings in the
the ‘Finish’ button (Figure 18.14.2)

dialogue box (Figure 18.14.1). If they are correct then click
. If the settings are not correct, click the Back button and go

back to the setting that needs to be corrected.

Figure 18.14 — Finish

New Simple Volume Wizard

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard

You selected the following settings:
Volume type: Simple Volume

Disk selected: Disk 2

Volume size: 434 MB

Drive letter or path: None

File system: NTFS

Alocation unit size: Default
Volume label: Witness

| i fomat- Yas

To close this wizand, click Finish

(2]
T e

Step 14: Review updates in the Disk Management console. Notice that the Witness Disk (Figure 18.15.1)
is online and has a Healthy (Figure 18.15.2) status.
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Figure 18.15 — Results

& Disk Management
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Step 15: Take the Witness disk offline by right-clicking in the “Disk 3” box and select “Offline”.

Step 16: Repeat steps 4-15 for Disk 4, in Step 7, the disk size of a 100GB in ESXi will likely show as
98.88GB, using G for the drive letter in Step 11 and Shared Cache for the Volume Label in Step
12. Review the Disk Management window to make sure both drives are online and Healthy
(Figure 18.16).

NOTE: An NTFS Allocation Unit size of 32KB can be used in Step 12 in order to support a
maximum volume size of 128TB for the cache drive.

Figure 18.16 — Results
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" Disk Management
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Step 17: Now that the disks have been added on Node 1, we can login into the Windows disk
management on Node 2 and verify the disks are visible. First, login to the Windows
Desktop on Node 2. Right-click on the Windows Start Menu located at the bottom left of
the screen and enter 'Run'. Click on the ‘Run’ option under Apps. In the dialogue box
following the 'Open:' tag (Figure 18.17.1), enter 'diskmgmt.msc' to access the Disk
Manager.

Figure 18.17 — Windows Disk Management

7 Typethe name of a program, folder, document, or Internet
= resource, and Windows will open it for you.

Qo =mm== 2

) This task will be created with administrative privileges.

Cancel Browse...

Step 18: In the Disk Management window, scroll down to view that the two hard disks are
visible (Figures 18.18.1 and 18.18.2). Note these disks are offline as they are controlled
by Node 1.

Figure 18.18 — New Drives Added
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Step 19: In the Disk Management window, right-click on Disk 3 and change the disk to ‘Online’. The disk
name will change to ‘Witness’. Right-click on Disk 4 and change the disk to ‘Online’. The disk
name will change to ‘Shared Cache (E:)'. Right-click again on Disk 3 and change the drive letter
to ‘G,

Step 20: In the Disk Management window, right-click on Disk 3 and change the disk to ‘Offline’. The disk
name ‘Witness’ and status will no longer be visible. Right-click on Disk 3 and change the disk to
‘Offline’. The disk name ‘Shared Cache (G:) and status will no longer be visible.

Step 21: If necessary, expand the size of the database disk, drive D:. Refer to the VM Deployment
Guide Chapter 2 for the details.
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