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Preface
This guide provides information about how to install and configure a virtual System
Management Unit (SMU).

Related Documentation
Release Notes provide the most up-to-date information about the system, including new
feature summaries, upgrade instructions, and fixed and known defects.

Command Line References

The Command Line Reference provides information on the commands used to manage your
system, and includes relevant information on the operation of your hardware and software.
Depending on the model of your server or cluster node, refer to the Command Line
Reference that is appropriate for your system.
■ NAS Module Server Command Line Reference
■ Command Line Reference for models 4060, 4080, and 4100
■ Command Line Reference for models 3080, 3090 and 4040
■ Command Line Reference for models 5200 and 5300
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Administration Guides
■ System Access Guide (MK-92HNAS014)—Explains how to log in to the system, provides

information about accessing the NAS server/cluster CLI and the SMU CLI, and provides
information about the documentation, help, and search capabilities available in the
system.

■ Server and Cluster Administration Guide (MK-92HNAS010)—Provides information about
administering servers, clusters, and server farms. Includes information about licensing,
name spaces, upgrading software, monitoring servers and clusters, and backing up and
restoring configurations.

■ Storage System User Administration Guide (MK-92HNAS013)—Explains user
management, including the different types of system administrator, their roles, and how to
create and manage these users.

■ Network Administration Guide (MK-92HNAS008)—Provides information about the server's
network usage, and explains how to configure network interfaces, IP addressing, name
and directory services.

■ File Services Administration Guide (MK-92HNAS006)—Explains about file system
formats, and provides information about creating and managing file systems, and enabling
and configuring file services (file service protocols).

■ Data Migrator Administration Guide (MK-92HNAS005) —Provides information about the
Data Migrator feature, including how to set up migration policies and schedules.

■ Storage Subsystem Administration Guide (MK-92HNAS012)—Provides information about
managing the supported storage subsystems (RAID arrays) attached to the server/cluster.
Includes information about tiered storage, storage pools, system drives (SDs), SD groups,
and other storage device related configuration and management features and functions.

■ Snapshot Administration Guide (MK-92HNAS011)—Provides information about
configuring the server to take and manage snapshots.

■ Replication and Disaster Recovery Administration Guide (MK-92HNAS009)—Provides
information about replicating data using file-based replication and object-based replication,
provides information on setting up replication policies and schedules, and using replication
features for disaster recovery purposes.

■ Antivirus Administration Guide (MK-92HNAS004)—Describes the supported antivirus
engines, provides information about how to enable them, and how to configure the system
to use them.

■ Backup Administration Guide (MK-92HNAS007)—Provides information about configuring
the server to work with NDMP, and making and managing NDMP backups.

Note: For a complete list of Hitachi NAS open source software copyrights and
licenses, see the System Access Guide.

Related Documentation
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Hardware References
■ Hitachi NAS Platform 3080 and 3090 G2 Hardware Reference (MK-92HNAS017) —

Provides an overview of the second-generation server hardware, describes how to resolve
any problems, and replace potentially faulty parts.

■ Hitachi NAS Platform and Hitachi Unified Storage Series 4000 Hardware Reference
(MK-92HNAS030)—Provides an overview of the Hitachi NAS Platform Series 4000 server
hardware, describes how to resolve any problems, and how to replace potentially faulty
components

■ Hitachi NAS 5000 Series Hardware Reference MK-92HNAS089—Provides an overview of
the Hitachi NAS Platform Series 5000 server hardware, describes how to resolve any
problems, and how to replace potentially faulty components.

■ Hitachi NAS Platform System Manager Unit (SMU) Hardware Reference
(MK-92HNAS065)—This document describes the usage and replacement instructions for
the SMU 300/400.

Best Practices
■ Hitachi NAS Platform Best Practices Guide for NFS with VMware vSphere

(MK-92HNAS028)—This document covers best practices specific to using VMware
vSphere with the Hitachi NAS platform.

■ Hitachi NAS Platform Deduplication Best Practice (MK-92HNAS031)—This document
provides best practices and guidelines for using deduplication.

■ Hitachi NAS Platform Best Practices for Tiered File Systems (MK-92HNAS038)—This
document describes the Hitachi NAS Platform feature that automatically and intelligently
separates data and metadata onto different Tiers of storage called Tiered File Systems
(TFS).

■ Hitachi NAS Platform Data Migrator to Cloud Best Practices Guide (MK-92HNAS045)—
Data Migrator to Cloud allows files hosted on the HNAS server to be transparently
migrated to cloud storage, providing the benefits associated with both local and cloud
storage.

■ Best Practices for Hitachi NAS Universal Migrator (MK-92HNAS047)—The Hitachi NAS
Universal Migrator (UM) feature provides customers with a convenient and minimally
disruptive method to migrate from their existing NAS system to the Hitachi NAS Platform.
The practices and recommendations outlined in this document describe how to best use
this feature.

■ Hitachi Data Systems SU 12.x Network File System (NFS) Version 4 Feature Description
(MK-92HNAS056)—This document describes the features of Network File System (NFS)
Version 4.

■ Hitachi NAS HDP Best Practices (MK-92HNAS057)—This document lists frequently asked
questions regarding the use of Hitachi Dynamic Provisioning.

■ Hitachi Multi-tenancy Implementation and Best Practice Guide (MK-92HNAS059)—This
document details the best practices for configuring and using Multi-Tenancy and related
features, and EVS security.

■ Hitachi NAS Platform HDP Best Practices (MK-92HNAS063)—This document details the
best practices for configuring and using storage pools, related features, and Hitachi
Dynamic Provisioning (HDP).

Related Documentation
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■ Hitachi NAS Platform System Manager Unit (SMU) Hardware Reference
(MK-92HNAS065)—This document describes the usage and replacement instructions for
the SMU 300/400.

■ NAS Platform ICC with Cisco Nexus Reference Guide (MK-92HNAS085)—This document
describes how to configure Cisco Nexus series switches for use as an ICC (intra-cluster
communication) switch.

■ File System Snapshots Operational Best Practice (MK-92HNAS068)—This document
provides operational guidance on file system snapshots.

■ Virtual Infrastructure Integrator for Hitachi Storage Platforms Operational Best Practice
(MK-92HNAS069)—This document provides operational guidance on Hitachi Virtual
Infrastructure Integrator for the HNAS platform.

■ Hitachi NAS Platform Replication Best Practices Guide (MK-92HNAS070)—This
document details the best practices for configuring and using HNAS Replication and
related features.

■ Hitachi NAS Platform to Hitachi Virtual Storage Platform Unified Gx00 Models Migration
Guide (MK-92HNAS075)—This best practice guide describes how to perform a data-in-
place migration of the Hitachi NAS Platform and Virtual Storage Platform (VSP) Gx00 File
solution to the VSP Gx00 platform.

Accessing product documentation
Product user documentation is available on the Hitachi Support Website: https://
knowledge.hitachivantara.com/Documents. Check this site for the most current
documentation, including important updates that may have been made after the release of
the product.

Getting help
The Hitachi Support Website is the destination for technical support of products and solutions
sold by Hitachi. To contact technical support, log on to the Hitachi Support Website for
contact information: https://support.hitachivantara.com/en_us/contact-us.html.

Hitachi Community is a global online community for Hitachi customers, partners, independent
software vendors, employees, and prospects. It is the destination to get answers, discover
insights, and make connections. Join the conversation today! Go to
community.hitachivantara.com, register, and complete your profile.

Comments
Please send us your comments on this document to doc.comments@hitachivantara.com.
Include the document title and number, including the revision level (for example, -07), and
refer to specific sections and paragraphs whenever possible. All comments become the
property of Hitachi.

Thank you!

Accessing product documentation
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Chapter 1:  System requirements

Installation requirements
Before you install the virtual System Management Unit (SMU), check that your system meets
all of the requirements for new installations.

The minimum virtual SMU resource requirements are stated below. The physical hardware
should exceed these minimum requirements so that the host has resources beyond those
allocated to the virtual SMU. In particular, the host should have more physical RAM than is
allocated to the virtual SMU.

Note: The vSMU OVA is not supported for deployment on any other type of
virtualization product except as defined herein. Deployment of CentOS on a bare
metal server and then placing the SMU application on that server is strictly
unsupported. The CentOS version used in the OVA is purposely hardened to
Hitachi Vantara standards and the SMU application applies CVE patches as
required.

■ Minimum virtual SMU specifications:
● 64-bit CPU with at least 2 CPU cores (1 CPU core per managed server or cluster

recommended).
● 2 GiB minimum for a CentOS 6, 4GiB minimum for CentOS Stream 8 (or 1 GiB per

managed server or cluster, if higher).
● 100 GiB hard drive space.
● 1 GigE network adapter.

■ IP addresses for access to a hypervisor installation, if applicable, and for connecting to the
SMU.

Note: Each SMU virtual machine (VM) you deploy requires at least one IP
address for management UI access.

■ An SMU OS install package.
■ An SMU software install image.

If you have any questions, please contact your support organizations for assistance with
these products.

Chapter 1: System requirements
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Considerations when using a virtual SMU
Before you install and configure the virtual SMU, consider the following:
■ A minimum amount of resources must be available for each VM if the hypervisor is

configured to enforce minimum reservations. For more information, see Memory and CPU
resource allocations (on page 9).

■ The following SMU software versions support up to 10 managed servers or clusters:
● VMware vSphere® (ESXi): Version 12.5.4038.04 or later.
● Hyper-V: Version 12.7.4221.xx or later.

Earlier SMU software versions support up to two managed servers or clusters.
■ Open virtual appliance/application (OVA) is the standard distribution format of a virtual

SMU OS for VMware. An OVA is a compressed archive (tarball) of Open Virtualization
Format (OVF) files, including configuration and sparse disk image files.

A zip file containing a Virtual Hard Disk (VHDX) file is the standard distribution format of a
virtual SMU OS for Hyper-V.

Memory and CPU resource allocations
A minimum amount of resources must be available for each VM if the hypervisor is
configured to enforce minimum reservations.

In SMU software version 12.5.4038.04 or later for VMware, and version 12.7.411.xx or later
for Hyper-V, the virtual SMU supports up to 10 managed servers or clusters.

The virtual SMU should be allocated 1 GiB RAM and 1 CPU core per managed server or
cluster, regardless of the number of nodes in a cluster. For example, to manage four HNAS
clusters, the virtual SMU should be allocated 4 GiB RAM and 4 CPU cores. The virtual SMU’s
minimum requirement is2 GiB RAM for CentOS 6, or 4 GiB RAM for CentOS Stream 8, and 2
CPU cores, which is the default when it is deployed.

Note: If a server or cluster has more than 128 filesystems, the minimum
requirements are 4 GiB RAM and a minimum of 2 CPU cores allocated to the
virtual SMU with a maximum of two clusters per virtual SMU.

Sufficient memory and CPU resources allocated to the virtual SMU ensure that:
■ The SMU's quorum device has enough priority on an oversubscribed host to maintain

real-time communication with an HNAS cluster.
■ Sufficient resources are available for background monitoring, which the SMU performs for

each managed server cluster.

Important: The quorum device must respond to cluster heartbeats (over UDP)
within five seconds to prevent the possibility of dependent and degraded HNAS
clusters rebooting. Make sure that the SMU VM always has sufficient resources
so that the quorum device is not paused or unresponsive for more than five
seconds.

Considerations when using a virtual SMU

Chapter 1: System requirements
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Resource reservations are less important when the SMU is not used as a quorum device.

Note: The NAS module in VSP models uses a different mechanism to control
High Availability, so it does not use the SMU's quorum device.

Support for a virtual SMU running CentOS Stream 8
SMU software versions earlier than 13.9.6918.04 could only be installed on operating system
version CentOS 6.x. SMU versions 13.9.6918.04 or later can also be installed on a later
version of the operating system, CentOS Stream 8.

In order to install a virtual SMU that runs on CentOS Stream 8 with VMware vSphere ESXi,
follow the procedure documented in Chapter 2, ensuring that you deploy the OS template
version SMU OVA 3.0 or later.

In order to install a virtual SMU that runs on CentOS Stream 8 with Hyper-V, follow the
procedure documented in Chapter 3, ensuring that you deploy the OS template version SMU-
OS-HYPERV-3.0.zip or later.

The 2.2 versions of the OS template can continue to used if you wish to install the virtual
SMU on CentOS 6 but support for CentOS 6 is likely to be removed in future releases.

Note: HDRS versions 4.2 and 5.1 do not support CentOS Stream 8. In order to
run these versions of HDRS on a virtual SMU you should continue to use the 2.2
version of the OS template to install CentOS 6. Support for CentOS Stream 8 for
HDRS is planned for later releases.

See Chapter 4 for instructions on how to upgrade an existing CentOS 6 SMU to one running
CentOS Stream 8.

Support for a virtual SMU running CentOS Stream 8

Chapter 1: System requirements
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Chapter 2:  VMware vSphere ESXi– Installing and
configuring a virtual SMU

Installing the vSphere ESXi host and client
If the vSphere ESXi™ host is not already installed and operational, install the vSphere ESXi
host onto the bare-metal host machine for your VM.

Note: For SMU-OS-2.2.ova, the vSphere ESXi host must be version 5.1 or later.
For SMU-OS-3.0.ova, the vSphere ESXi host must be version 6.5 (Update 3) or
later.

Use a Web browser to access the vSphere Client which manages the vSphere ESXi host,
and operates its virtual machines.

Deploying the SMU OS
Deploy and map the pre-configured SMU OS template.

Procedure

1. Using a Web browser, log into the vSphere Client.
2. Right-click in the required location in the left-hand task bar and select Deploy OVF

template.
3. Browse to the location of the SMU OS OVA file. Click Next.
4. Specify a unique virtual machine name and target location. Click Next.
5. Select the destination computer resource (host). Click Next.
6. Review the details and click Next.
7. Select the following virtual disk format: Thin Provision.
8. Select the storage (data store) and click Next.
9. Select the destination network (network card). Click Next.

10. Click Finish. The virtual image is deployed.

Chapter 2: VMware vSphere ESXi– Installing and configuring a virtual SMU
Virtual SMU Administration Guide for Hitachi NAS Platform 11



Increasing memory and CPU resource allocations
Before you add extra managed servers or clusters to the virtual SMU, increase the memory
and the CPU resource allocations to reserve sufficient resources for each VM.

Note: The exact user interface may differ from the screenshots shown below,
depending on the version of the vSphere client in use.

The following example is for four managed servers.

Procedure

1. Power off the VM.
2. In the vSphere Client, right-click the VM and select Edit Settings to open the Virtual

Machine properties dialog box.
3. Under Virtual Hardware, select CPU:

a. Either set the CPU option to four or set the Cores per Socket option to two to
make a total of four sockets.

b. (Optional) Although CPU reservation is not required, you should increase the CPU
reservation if the host supports it.

c. (Optional) If other VMs on the host can starve the virtual SMU of resources, you
can set Shares for CPU (and Hard Disk) to High. This prioritizes the virtual SMU
over VMs with a Normal or Low setting.

4. Under Virtual Hardware, select Memory:
a. Increase the memory value to 4GB.
b. (Optional Best Practice*) Set the reservation to 4096GB.
c. (Optional) If other VMs on the host can starve the virtual SMU of resources, you

can set Shares for Memory to High.

Increasing memory and CPU resource allocations

Chapter 2: VMware vSphere ESXi– Installing and configuring a virtual SMU
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5. Click OK to save your changes, and then close the dialog box.
6. Right-click the VM and select Edit Settings again to verify that your memory and CPU

settings are correct.

*Best Practice

Although resource reservations are not required, it is best to reserve a portion of the host's
physical RAM to guarantee the responsiveness of the virtual SMU and its quorum device.
Ultimately, if you oversubscribe the host, do so responsibly to ensure that the virtual SMU is
not starved of resources.

The critical virtual SMU requirement is that the quorum device must respond to cluster
heartbeats (over UDP) within five seconds to prevent the possibility of dependent and
degraded HNAS clusters rebooting. Resource reservations are just one way of achieving this
requirement. VMware also provides other mechanisms to ensure VM responsiveness and to
protect against resource starvation.

Installing the SMU software
The SMU software is a virtual solution that runs on the vSphere ESXi server. After you install
the SMU OS template, set up and connect the SMU software image to the newly created
guest virtual machine.

Procedure

1. Click on the datastore icon in the left-hand task bar.

2. Select a datastore which is visible to the new SMU VM and click on the Files tab.
3. Upload the SMU software ISO file.
4. Right-click the new SMU VM and select Edit Settings to open the Virtual Machine

properties dialog box.
a. Under Virtual Hardware, select the CD/DVD drive.
b. Select Datastore ISO File, and then click Browse.
c. Select the recently uploaded SMU software ISO file, and then click Open.
d. Verify that the Connect At Power On check box is selected, and then click OK.

Installing the SMU software
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5. Power on the new SMU VM. and then launch a console.
6. Log in as root.

The default SMU passwords for root and admin can be obtained by service partners
and employees via the support site "Hitachi NAS Upgrade, Deployment and Procedures
Documentation".

Note: The default password for root used by the CentOS Stream 8 template
differs from that previously used by the CentOS 6 template.

7. Run mount /media/cdrom or mount /media/cdrecorder on Centos 6).
8. Run /media/cdrom/autorun or /media/cdrecorder/autorun on CentOS 6) to

start the installation. Note that the installation may take a few minutes to complete, after
which the system reboots.

Configuring the SMU software
After you have installed the virtual SMU software, configure the virtual SMU network settings.

Procedure

1. In the console, log in as root.
2. Run smu-config, and then follow the prompts to configure the network.
3. Review all of the settings, and then type Y to confirm.

The script sets up the network interfaces and the default properties, and then the SMU
reboots.

4. On your laptop or desktop, open a web browser and point it to one of the SMU IP
addresses.

5. Log in to NAS Manager as admin.
The NAS Manager GUI opens.

Configuring the SMU software
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6. Before you set up the server, navigate to Home > SMU Administration > SMU Setup
Wizard to configure the SMU settings.

Note:

For more information about using the SMU Setup Wizard, see the

Server and Cluster Administration Guide.

Installing VMware Tools
VMware Tools™ is an optional package that provides useful tools for managing the virtual
SMU. The main benefit of VMware Tools is its ability to shut down or restart the VM cleanly.

Without VMware tools installed, the hard Power Off option is equivalent to removing the
power cords from the outlet. However, with VMware Tools installed, Power Off provides a
cleaner shutdown.

Tip: For an alternative cleaner shutdown, either enter the shutdown -h
command from a console session, or in NAS Manager, navigate to Home > SMU
Administration > SMU Shutdown / Restart, and then click shut down.

Note: You may need to reinstall VMware Tools each time the SMU software is
updated.

Procedure

1. Power on the VM.
2. Right-click on the SMU VM and select Guest OS > Install VMware Tools....
3. Read the text and then click Mount.
4. Launch the console.
5. Log in as root.

Installing VMware Tools
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6. Run mount /media/cdrom (or mount /media/cdrecorder on CentOS 6).
7. To change to the /tmp directory and then extract the contents of the tar file into a new

directory called vmware-tools-distrib, run:
cd /tmp;
tar –zxpf /media/cdrom/VMwareTools*.tar.gz (or tar –zxpf /media/
cdrecorder/VMwareTools*.tar.gz on CentOS 6).

8. To change the directory to vmware-tools-distrib and then start the installer, run:
cd vmware-tools-distrib;
./vmware-install.pl

9. Follow the prompts and confirm the default settings.
10. When the script is complete, type reboot.
11. To confirm that VMware Tools has installed, click the VM Summary tab.

Adding an optional eth1
You can add an optional eth1 in addition to the default single eth0.

In general, SMUs need only a single Network Interface Card (NIC). Add a second NIC only if
there a clear requirement for it.

Before you begin, make sure that a separate distributed virtual switch is configured.

Procedure

1. Power off the VM.
2. In the vSphere Client, right-click the VM and select Edit Settings to open the virtual

machine properties dialog box.
3. On the Virtual Hardware tab, click Add New Device.
4. Select Network Adapter.
5. Select the name of the separate distributed virtual switch from the drop-down list.
6. Under Adapter Type, from the drop-down list, select E1000.
7. Click OK.

After restarting the SMU VM, login to NAS Manager and configure an IP address for the
eth1 port under Home > SMU Administration > SMU Network Configuration. The
recommended IP is 192.0.2.1 (or 192.0.2.253 for a standby SMU)

Note: You should always explicitly assign a static IP address to the port.
Although an address may have been assigned by DHCP, you should not rely
on that as the SMU will not be correctly configured to use DHCP assigned
addresses.

Adding an optional eth1
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Chapter 3:  Hyper-V – Installing and configuring
a virtual SMU

Downloading the SMU OS files
Download the Hyper-V SMU zip file from which you can install the SMU OS.

Before you begin

Verify that you have a suitable Microsoft Hyper-V environment installed and ready to use,
such as Microsoft Windows Server 2019 with the Hyper-V role added.

Procedure

1. Copy the Hyper-V SMU zip file, for example SMU-OS-HYPERV-3.0.zip file to the
windows server.

2. Extract the contents of the zip file to a location that is easy to find, such as C:\VSMU.

Deploying the SMU OS
Deploy the pre-configured SMU OS template.

The SMU-OS-HYPERV-3.0 template is version 9 that can be deployed on a Windows Server
2019 Hyper-V host and above. To deploy on earlier Windows Server versions, instead of
importing the VM from the extracted template, you need to create a new VM and then chose
an existing VHDX (from the template) during its creation.

Before you begin
■ Create a unique folder in which to store the VM files. The following example uses

C:\vSMU\smu1\.

Note: Each virtual SMU that you create needs its own unique ID and its own
unique folder.

Procedure

1. In Hyper-V Manager, in the Actions pane, select Import Virtual Machine.
2. In the Import Virtual Machine dialog box, click Next.

Chapter 3: Hyper-V – Installing and configuring a virtual SMU
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3. Click Browse, and then locate the folder that contains the contents of the Hyper-V SMU
zip file (C:\vSMU).

4. Click Select Folder, and then click Next.
5. Select the SMU OS file, and then click Next.
6. Select Copy the virtual machine (create a new unique ID), and then click Next.
7. Select Store the virtual machine in a different location.

a. In the Virtual Machine configuration folder, Checkpoint store, and Smart
Paging folder boxes, enter your folder path (C:\vSMU\smu1\), and then click
Next.

8. In the Location box, again enter your folder path, and then click Next.
9. On the Connect Network page, an error may indicate that the configuration “Could not

find the External Virtual Switch” (a switch that connects through a physical network
adapter to a physical network). The template file looks for a virtual switch with a specific
name, but it needs only a virtual switch with an external connection type. Either:

■ Select an existing virtual switch with an external connection type from the
Connection list.

■ Create a new virtual switch with the Virtual Switch Manager in the Actions pane.

10. Click Next, review the settings on the Summary tab, and then click Finish.
A progress bar appears while the system sets up the virtual SMU.

Renaming the virtual SMU VM
Give the virtual SMU VM a unique name.

Note: Hyper-V allows more than one VM to have the same name, so give each
VM a unique name to avoid any confusion.

Procedure

1. In Hyper-V Manager, under Virtual Machines, right-click the new VM and select
Rename.

2. Give the VM a unique name.

Modify the SMU VM resource and network settings
Before you add extra managed servers or clusters to the virtual SMU, increase the memory
and the CPU resource allocations to reserve sufficient resources for each VM.

The following example is for four managed servers.

Procedure

1. In Hyper-V Manager, under Virtual Machines, right-click the VM and select Turn Off.
2. Right-click the VM again and select Settings.
3. (Best practice*) In the left pane, under Hardware, select Memory.

Renaming the virtual SMU VM
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a. Change the Startup RAM to 4096 MB.
b. Select Enable Dynamic Memory. This ensures that Hyper-V receives accurate

information about the memory architecture of the host when the VM starts.
c. Change the Minimum RAM to 4096 MB.

4. Under Hardware, select Processor.
a. Change the Number of Virtual Processors to 4.
b. Click Apply, and then click OK.

5. Under Settings Network Adaptor configure the adaptor to use a static MAC address. If
not using System Center Virtual Machine Manager (SCVMM), assign a static MAC
address outside all assigned dynamic ranges of all nodes in the cluster. If using
SCVMM, assign a static MAC address from the appropriate pool.

6. Right-click the VM and select Start.
7. At the bottom of the Hyper-V Manager dialog box, click the Memory tab and check that

all of your settings are correct.

*Best practice

Although resource reservations are not required, it is best to reserve a portion of the host's
physical RAM to guarantee the responsiveness of the virtual SMU and its quorum device.
Ultimately, if you over provision the host, do so responsibly so that the virtual SMU is not
starved of resources.

The critical virtual SMU requirement is that the quorum device must respond to cluster
heartbeats (over UDP) within five seconds to prevent the possibility of dependent and
degraded HNAS clusters rebooting.

Installing the SMU software
The SMU software is a virtual solution that runs on the Hyper-V server. After you install the
SMU OS template, set up and connect the SMU software image to the newly created guest
virtual machine.

Procedure

1. In Hyper-V Manager, under Virtual Machines, right-click the VM and select Settings.
a. In the left pane, under Hardware, select DVD drive.
b. Under Media, select Image File.
c. Click Browse, and then locate the folder that contains the contents of the Hyper-V

zip file.
d. Select the SMU setup ISO file, and then click Open.
e. Click Apply, and then click OK.

2. Under Virtual Machines, right-click the VM, and then select Connect.

3. On the toolbar, click the Start button  to start the VM console.

4. Log in as root.

Installing the SMU software

Chapter 3: Hyper-V – Installing and configuring a virtual SMU
Virtual SMU Administration Guide for Hitachi NAS Platform 19



The default SMU passwords for root and admin can be obtained by service partners
and employees via the support site "Hitachi NAS Upgrade, Deployment and Procedures
Documentation".

Note:

The default password for root used by the CentOS Stream 8 template
differs from that previously used by the CentOS 6 template.

5. Run mount /media/cdrom (or mount /media/cdrecorder on CentOS 6).
6. Run /media/cdrom/autorun (or /media/cdrecorder/autorun on CentOS 6) to

start the installation. Note that the installation may take a few minutes to complete, after
which the system reboots.

Configuring the SMU software
After you have installed the virtual SMU software, configure the virtual SMU network settings.

Procedure

1. In Hyper-V Manager, under Virtual Machines, Right-click the VM and select Connect.

2. On the toolbar, click the Start button  to start the VM console.

3. Log in as root.
4. Run smu-config, and then follow the prompts to configure the network.
5. Review all of the settings, and then type Y to confirm.

The script sets up the network interfaces and the default properties, and then the SMU
reboots.

6. On your laptop or desktop, open a web browser and point it to one of the SMU IP
addresses.

7. Log in to NAS Manager with the admin user.
The NAS Manager GUI opens.

Configuring the SMU software
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8. Before you set up the server, navigate to Home > SMU Administration > SMU Setup
Wizard to configure the SMU settings.

Note:

For more information about using the SMU Setup Wizard, see the

Server and Cluster Administration Guide.

Guidelines and requirements
Follow these guidelines when you use Hyper-V to ensure that your system operates correctly.
■ Do not manually install or change Linux Integration Services (LIS) on the virtual SMU. Red

Hat LIS is set up automatically in software version 12.7.411.xx or later.
■ Avoid using checkpoints (formerly snapshots), as doing so will affect the virtual SMU’s

performance.
■ The virtual SMU is a generation 1 VM. The SMU OS does not support generation 2 VMs.
■ The virtual SMU has not been tested with a System Center Virtual Machine Manager

(SCVMM) or a VMM guest agent. Use these options at your own risk.
■ Avoid using Dynamic HW MAC Addresses. If not using SCVMM, assign a static MAC

Address outside all assigned dynamic ranges of all nodes in the cluster. If using SCVMM,
assign a static MAC Address from the appropriate pool.

Guidelines and requirements
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Chapter 4:  Upgrading an existing virtual SMU
from CentOS 6 to CentOS Stream 8

A standard upgrade of an earlier virtual SMU to version 13.9.6918.04 or later will not upgrade
the operating system version. If you want to upgrade an existing CentOS 6 SMU to run on
CentOS Stream 8, while preserving the existing network address, it is necessary to deploy a
new virtual SMU and migrate the settings from the existing SMU to the new one by
performing a backup and restore.

Note: The SMU will be temporarily unavailable while following this procedure.

Take a backup from the existing SMU

Procedure

1. From a web browser, login to NAS Manager as admin
2. Navigate to Home > SMU Administration > SMU Backup and Restore
3. Select Backup to download a backup file for this SMU.
4. Log out from NAS Manager.
5. Power down the SMU VM from ESXi or Hyper-V Manager.

Deploy and install the CentOS Stream 8 SMU VM
To deploy and install a new virtual SMU that runs on CentOS Stream 8 using VMware
vSphere ESXi, follow the procedure documented in Chapter 2, in the sections Deploying the
SMU OS to Installing the SMU OS Software.

Ensure that you deploy the OS template version SMU OVA 3.0 or later.

To deploy and install a new virtual SMU that runs on CentOS Stream 8 with Hyper-V, follow
the procedure documented in Chapter 3, in the sections Deploying the SMU OS and
Installing the SMU OS Software. Ensure that you deploy the OS template version SMU-OS-
HYPERV-3.0.zip or later.

Configuring the SMU Software
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Procedure

1. Start the console for the new VM from ESXi or Hyper-V Manager and login as root
2. Run smu-config and follow the prompts to configure the passwords and network. Enter

the same IP address and host name and domain that were used by the virtual SMU that
you are upgrading from.

3. Review all of the settings, and then type Y to confirm.
4. The script sets up the network interfaces and default properties, and then the SMU

reboots.
5. Open a web browser and log in to NAS Manager with the admin user.
6. Navigate to Home > SMU Administration > SMU Backup and Restore .
7. Hit Choose File to select the backup file that you downloaded from the existing SMU and

then select Restore.
8. NAS Manager will restart and will then be configured in the same way as the virtual

SMU from which the backup was taken.
9. Note: the passwords for all users including root and manager are restored from the

backup and will overwrite those supplied to smu-config if different.

Configuring the SMU Software
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Appendix A:  Advanced features

Caution: Before you use any advanced features, verify that the system is
configured correctly and that it can operate with advanced features installed.

vSphere High Availability features
VMware High Availability (HA) monitors all virtualized servers and detects physical server and
operating system failures. HA can improve the availability of the virtual SMU and make HNAS
deployments more robust.

vSphere Fault Tolerance (FT) provides continuous availability for applications if a server fails.

The main HA and FT configuration options when used with virtual SMUs are as follows:
■ vSphere vMotion® and Storage vMotion®: Provide Manual and automatic migration of

compute and storage without service interruption. The three vMotion scenarios are:
● Host-only migration (with shared storage): Moves VM execution from one host to

another.
● Storage-only migration (single host access to two storage pools): Moves a VM’s

disk image from one storage pool to another storage pool.
● Host and storage migration: A combination of both host and storage migration.

Risk of losing quorum: none to minimal. However, vMotion does not protect against an
ESXi host loss.

■ Cold standby SMU: In an ESXi HA cluster, if the ESXi host running the primary virtual
SMU fails, a new instance of the primary virtual SMU starts on another ESXi host. The
new instance uses the last updated disk image from the shared storage. Although
recovery is fast, it requires starting the VM, which is not fast enough to prevent a quorum
loss. If the HNAS cluster is healthy, an SMU HA failover does not affect its availability, but
it does prevent access to NAS Manager and the CLI while the new instance of the SMU
starts.

Risk of losing quorum: high to certain.
■ Hot standby SMU: With FT on, a secondary virtual SMU (on a different ESXi host) takes

over immediately from a primary virtual SMU if the primary SMU fails. This requires a 10
Gbps FT logging network in addition to the normal network that connects the ESXi hosts
and the HNAS nodes. If the SMU serves as a quorum device, the failover should be within
the five-second requirement before a quorum loss occurs. In this case, an SMU HA
failover can occur without affecting the HNAS cluster, even if one of the HNAS nodes is
down.

Risk of losing quorum: none to minimal.
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In summary, HA provides a highly available virtual SMU, but failovers will cause a short-term
loss of quorum. FT provides a highly available virtual SMU with a negligible chance of losing
quorum.

Guidelines and requirements
Follow these guidelines when you use vSphere High Availability (HA) or Fault Tolerance (FT)
to ensure that the system operates correctly.
■ Verify that VMware Tools is installed.
■ Test that vSphere vMotion, HA, or FT configurations are robust and operate correctly.
■ Do not host the virtual SMU on the same HNAS cluster for which the SMU is providing

quorum to avoid creating a circular dependency. A quorum loss could prevent access to
the SMU's disk image

■ Follow guidelines for CPU and memory allocations. Make sure that the SMU VM always
has sufficient resources so that the quorum device is not paused or unresponsive for more
than five seconds.

■ Use 10 Gbps for the FT logging network. Do not use 1 Gbps for the FT logging network as
doing so will affect the virtual SMU's performance.

■ Use a larger ESXi license when required rather than limit the number of virtual CPUs. FT
configurations allow a maximum of two or four virtual CPUs, depending on the ESXi
license installed. If you have more than two or four managed entities, verify that operation
is sufficient with less than one virtual CPU per managed entity.

■ Set up HA or FT configurations with the vSphere Web Client to receive more informative
error messages.

For more information about vSphere High Availability, including features, license options, and
pricing, visit: www.vmware.com.

Guidelines and requirements
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